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Abstract

The state of the art of the numerics of hydrostatic structured-grid coastal ocean models is
reviewed here. First, some fundamental differences in the hydrodynamics of the coastal
ocean, such as the large surface elevation variation compared to the mean water depth, are
contrasted against large scale ocean dynamics. Then the hydrodynamic equations as they
are used in coastal ocean models as well as in large scale ocean models are presented,
including parameterisations for turbulent transports. As steps towards discretisation, co-
ordinate transformations and spatial discretisations based on a finite-volume approach are
discussed with focus on the specific requirements for coastal ocean models. As in large
scale ocean models, splitting of internal and external modes is essential also for coastal
ocean models, but specific care is needed when drying & flooding of intertidal flats is in-
cluded. As one obvious characteristic of coastal ocean models, open boundaries occur and
need to be treated in a way that correct model forcing from outside is transmitted to the
model domain without reflecting waves from the inside. Here, also new developments in
two-way nesting are presented. Single processes such as internal inertia-gravity waves, ad-
vection and turbulence closure models are discussed with focus on the coastal scales. Some
overview on existing hydrostatic structured-grid coastal ocean models is given, including
their extensions towards non-hydrostatic models. Finally, an outlook on future perspectives
is made.

Key words: coastal ocean models, hydrostatic models, adaptive coordinates,
mode-splitting, drying & flooding, two-way nesting

1 Introduction

This review paper presents the state of the art numerics of the hydrodynamic cores of coastal ocean
models, with focus on structured-grid hydrostatic models. Here, we define the coastal ocean as ranging
from estuaries and shallow coastal areas to the shelf break region. On the small scale end, near-shore
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(e.g., Stockdon et al., 2006) and coastal engineering (Rennau et al., 2012) scales are not resolved, but
parameterised, if needed. On the large scale end, the dynamics of the ocean basins will not be explicitly
treated, since their effects are introduced by means of lateral boundary conditions (see, e.g., Holt et al.
(2009)).

The coastal ocean as defined here, is strongly affected by the superposition of direct human impacts
and climate change and variability (Halpern et al., 2008). Direct human impacts include for example
eutrophication (Conley et al., 2009), fishery (Jackson et al., 2001), large scale constructions (such as
offshore wind farms (Carpenter et al., 2016)), dredging and dumping of material (Winterwerp et al., 2013),
discharges (e.g., of cooling water (Hofmeister et al., 2013)) and pollution (Gao and Chen, 2012). Aspects
of natural and anthropogenic climate change and variability impacting on the coastal ocean are relative sea
level rise (global and local, e.g., Wahl et al. (2013)), global warming (e.g., Wiltshire and Manly, 2004),
changes of the water cycle (precipitation, evaporation, run-off, e.g., Meier et al. (2006)), and changed wind
forcing (e.g., Sydeman et al., 2014). These local, regional and global forcings may lead to severe changes
in the coastal environment, such as coastal erosion (Feagin et al., 2005), flooding of low-laying coastal
regions (Nicholls et al., 1999), increase of oxygen minimum zones (Diaz and Rosenberg, 2008), shifts in
biodiversity and invasion of alien species (Lotze et al., 2006), and many more. Changes are strong in many
coastal regions around the world (see, e.g., BACC II Author Team (2015) for the Baltic Sea and Quante
and Colijn (2016) for the North Sea), but specifically serious in the Arctic where the warming is strongly
accelerated (Screen and Simmonds, 2010).

Coastal ocean models can be applied on various scales to simulate scenarios to test management op-
tions, such as for example for nutrient reduction experiments (Neumann et al., 2002; Lenhart et al., 2010),
or for coastal engineering scenarios (Rennau et al., 2012; Van Maren et al., 2016).

To understand the changing coastal oceans, numerical modelling is one of the most effective tools,
allowing for reconstructions of historic states, hindcasts and analysis of the dynamics in the last decades,
short term forecasts of coastal ocean states, as well as for coastal climate projections and possible fu-
ture scenarios. One core requirement for the predictability of such model exercises is the way how basic
hydrodynamic processes are reproduced.

Main aspects which need to be resolved are exchanges of matter (such as salt, heat, oxygen, nutrients
and particulate matter) in vertical and lateral directions. In the lateral direction, the coast-to-ocean ex-
change is mediated by estuarine dynamics, tidal dispersion, tidal fronts, river plumes, and meso-scale and
submeso-scale dynamics (see, e.g., Huthnance (1995); Wheless and Klinck (1995); Capet et al. (2008);
Horner-Devine et al. (2015); Burchard and Badewien (2015)). In the vertical, critical interfaces play a cru-
cial role, such as the sediment-water interface, the clines (lutocline, halocline, thermocline, redoxcline),
the surface and bottom wave-affected layers as well as the air-sea interface (Ross and Mehta, 1989; Bur-
chard et al., 2008). Internal waves play a special role for linking horizontal and vertical scales (Scotti and
Pineda, 2004). All these features need to be properly resolved.

In this paper, we discuss specific requirements for models of the coastal ocean. The coupling of the
hydrodynamic core with models for other compartments such as atmospheric models, wind wave models,
sea ice models, hydrological models and bottom sediment models is not discussed in detail, as each of these
topics deserves and requires an in-depth review on its own. Scales where resolution of non-hydrostatic
effects become relevant will be parameterised such that we focus on hydrostatic models. The inclusion of
the non-hydrostatic pressure contribution into an existing hydrostatic kernel is outlined. Furthermore, we
restrict ourselves to the class of structured-grid models, since the numerical methods in unstructured-grid
modelling differ significantly from the structured-grid methods. Due to their flexible grids, unstructured-



grid models are known to be specifically suitable for investigating multi-scale dynamics in the ocean. We
will here discuss how also structured-grid models combined with nesting strategies are able to resolve
multiple scales.

The paper is structured as follows: After this introduction, the specific properties of the coastal ocean
are discussed in section 2. The class of mathematical equations on which coastal ocean models are gener-
ally based is presented in section 3, including momentum and tracer equations (section 3.1) and turbulence
closures (section 3.2). Based on these equations, the most common coordinate transformations and related
spatial discretisation methods are introduced (section 4), while temporal discretisation including mode-
splitting and drying & flooding is presented in section 5. Section 6 is then dedicated to open boundary
conditions and model nesting. The numerical treatment of single processes is discussed in section 7. Fi-
nally, the most common coastal ocean community models are presented in section 8 and an outlook is
given in section 9.

2 Characteristics of coastal ocean dynamics

The coastal ocean has a number of characteristics which discriminate it from the global ocean in a
way that specific physical and numerical treatment is required. In the following, these characteristics are
expressed in terms of characteristic horizontal and vertical length scales H and L, respectively, and the
time scale 7'.

2.1 Relatively thick mixed layers

In temperate shelf seas, the surface and bottom mixed layers may occupy a considerable fraction of
the water depth. In summer, when stratification shows a maximum, they may still cover 60%-80% of the
water column, while in autumn and winter they may completely merge into a vertically homogeneous
water column (Bolding et al., 2002; Burchard and Rippeth, 2009). In contrast to this, surface and bottom
mixed layers in ocean basins, which may have a comparable absolute thickness to shelf seas may cover
only a small portion of the total depth of several thousands of metres (Martin, 1985).

With H being the local time-averaged water depth, and D, and D, denoting surface and bottom mixed
layer thickness, respectively, this characteristics of coastal seas can be expressed as

D, + D,
=2 = o) @1

The major consequence of this is that turbulence closure models are needed which resolve the vertical
structure of the mixed layers including the interaction of vertical stratification and mixing (see Section
3.2.1). For the relatively thick bottom boundary layers, another implication is that the bed friction generates
relatively strong dissipation of kinetic energy in the water column. The latter may be enhanced in shallow
water, when the wave length of surface gravity waves becomes comparable to the water depth, such that the
orbital wave motion adds to the bed stress. Due to the dynamic importance of the bottom boundary layer
it is required that it is vertically well-resolved everywhere. Considering the generally strongly variable
bottom bathymetry of the coastal ocean, this can be best achieved by bottom-following vertical coordinates
(see section 4.2).



2.2 Relatively high surface elevation amplitude

Coastal ocean models need to accurately predict the temporally and spatially varying free surface
elevation 7. The sea surface elevation variability due to tides and storm surges is strongly enhanced in the
shallow coastal ocean, adding an important non-linearity to the dynamics, which cannot be neglected in the
model numerics. When denoting the standard deviation of the surface elevation as o (7), this characteristics
of the coastal ocean could be formulated as

oln) _ o). (2.2)

Furthermore, the relatively high surface elevation variation requires the use of surface-following vertical
coordinates to ensure sufficient vertical resolution of the near surface region.

An extreme case occurs when the surface elevation variability is larger than the mean water depth, such
that the sea bed is falling dry at times:
(1)

- L (2.3)

In such cases, drying & flooding algorithms must be implemented to prevent unphysical negative water
depths (see Section 5.2).

2.3 Relatively strong horizontal and vertical gradients

In all eddy-resolving ocean models significant gradients due to detached eddies or upwelling can be
found. However, by definition, all global riverine input is discharged into coastal seas. Since the exchange
between the coasts and the interior of the adjacent shelf seas is limited, strong gradients build up in the
coastal ocean. Therefore, salinity in coastal ocean models may vary from river concentration (almost
zero) to ocean concentration within a few kilometres in the horizontal. It is this almost zero salinity that
demands not only for accurate, but also positive-definite numerical transport schemes. Strong stratification
may be generated in the vicinity of freshwater discharge such that also vertical gradients may be strong. In
addition to the salinity, also other tracers such as nutrients or suspended matter discharged by rivers may
show strong gradients.

2.4 Relatively short response time

Due to the shallow depth and the limited extension, the coastal ocean typically reacts much stronger and
on much shorter time scales on external forcing than the global ocean. The key time scales in the coastal
ocean are tidal, inertial, diurnal or synoptic, i.e. €(1 day). One relevant time scale in the open ocean is
the life time of mesoscale eddies, i.e. order of week(s). Large scale ocean studies often concentrate on
much longer time scales by parameterising effects of tides, inertial oscillations or storms (see, e.g., Eden
et al. (2014)). In estuaries and coastal regions, complex dynamical changes will occur during a tidal cycle
with strong tidal asymmetries in mixing and secondary circulation, and substantial impact on transport
e.g. of salt and suspended matter (see, MacCready and Geyer (2010)). One example for this is the strain-
induced periodic stratification (SIPS, see Simpson et al. (1990)) due to horizontal density gradients as
often observed in regions of freshwater influence (see, e.g., Rippeth et al., 2001). Interior mixing in shelf
seas is often caused by inertial shear caused by episodic storm events combined with coastal coupling
(Craig (1989); van Haren et al. (1999); Knight et al. (2002)), a process which cannot be parameterised



in the coastal ocean due to its complex bathymetry and coastline. Therefore, different model physics e.g.
in terms of turbulence closure models (see the discussion at the end of section 3.2.1) requiring different
numerical schemes are needed for coastal ocean models.

2.5 Relatively small spatial scales

Probably the most obvious characteristics of the coastal ocean is its limited spatial extent:
L < T Earth, (24)

with the Earth’s radius 7g,,+. Even if the entire coastal ocean is considered as one single global object (see
concepts by Holt et al. (2009)), large scale global or regional drivers need to be transferred to the coastal
ocean. For the remote meteorological forcing (weather systems) this is typically done by one-way or two-
way nesting to a regional atmospheric model which itself is coupled to a global model. For the remote
oceanic impact (tides, surges, planetary waves, etc.) this has to be done via lateral boundary conditions
coming from external models. Therefore, the problem of open boundary conditions (OBCs) and model
nesting is characteristic for coastal ocean models (as well as for the basin-scale ocean models), see the
discussions in Section 6. As for horizontal scales, also vertical scales are often smaller in the coastal ocean
than in the global ocean. Typically, the aspect ratio (depth to width ratio) is also sufficiently small in the
coastal ocean to justify application of the hydrostatic approximation. Since the Rossby radii in the coastal
ocean are often smaller than in the global ocean (see, e.g., Fennel et al. (1991)), only higher horizontal
resolution allows for eddy resolving simulations.

3 Basic equations

3.1 Momentum and tracer equations

Coastal and large scale ocean models typically use a common set of dynamic equations, which is based
on the Reynolds-averaged primitive equations including hydrostatic and Boussinesq approximations. De-
tailed derivations of these equations are e.g. found in Griffies and Adcroft (2008).

These equations are derived from the Navier-Stokes equations on the rotating Earth by first adopting
the Boussinesq approximation which includes the use of a constant reference density py (instead of the
density p) in all terms except in the gravity term. This has the consequence that mass conservation is re-
placed by volume conservation. In a next step, the effects of small-scale turbulent fluctuations on the larger
scales are considered in a parameterised way without the necessity to numerically resolve them. This pro-
cedure assumes an ensemble averaging of the Navier-Stokes equations resulting in the Reynolds-averaged
Navier-Stokes equations which now include unknown turbulent stresses which need to be parameterised
(see section 3.2). Finally, a scaling analysis assuming a small aspect ratio (vertical scales are much smaller
than horizontal scales) motivates the degeneration of the vertical component of the momentum equation
to the hydrostatic balance, neglecting vertical acceleration, the non-linear and the stress divergence terms
and the effects of Earth rotation (see the discussion in Kanarska et al., 2007; Klingbeil and Burchard,
2013). The hydrostatic approximation enforces the traditional approximation for the Coriolis terms, ne-
glecting the horizontal contributions of Earth rotation in the horizontal momentum equations. The dynamic
equations are here for simplicity expressed in local Cartesian coordinates. After inserting the Boussinesq



approximation into the mass conservation equation, the incompressibility condition remains:
Opu + Oyv + O, w = 0, (3.1

with the Cartesian coordinates (x,y, z) (eastwards, northwards, upwards), and (u, v, w) being the Carte-
sian components of the three-dimensional velocity vector u.

Applying the incompressibility condition (3.1) and the hydrostatic condition (with pressure p and grav-
itational acceleration g = 9.81 ms™2),
d.p = —gp, (3.2)
(remainder of the vertical component of the Navier-Stokes equations) into the horizontal momentum equa-
tions, the resulting dynamic equations are of the following form:

Oy + 0y (u?) + 9, (uv) + 0 (uw)
(3.3)
1 n
= 00T 0y T+ 0:Tox + f0 = O = 90im + 0. / bd2'
0 z

and
o + 0, (vu) + 0, (UQ) + 0, (vw)

(3.4)
1 n
= 0, Iy + 0 Tyy + 0.1,y — fu — p—ﬁypa — goyn + (9y/ bdz',
0 z

with time ¢, the local Coriolis frequency f = 2Qsin(¢) (with the angular speed of Earth rotation 2 =
7.29-1075s! and the latitude ¢), the surface elevation 7, and the surface pressure p,,. T;; are the Cartesian
components of the viscous stress tensor T'. The terms on the right hand sides of (3.3) and (3.4) are the
stress divergence terms, the Coriolis term and the horizontal pressure gradient components d,p/po and
Oyp/po, with the latter already split into the external pressure gradient (composed of the atmospheric
pressure gradient and the surface slope) and the internal pressure gradient, where b = —(g/po)(p — po)
is the buoyancy. In (3.3) and (3.4), the flux form for the advective terms is used, which results for any
quantity g from the incompressibility condition (3.1):

u0,q + v0yq + w0.q = O (uq) + 9y (vq) + 0.(wq), (3.5)

which is the preferred form for coastal models in contrast to large-scale models sometimes based on
the vector-invariant form for nonlinear terms (see section 7.1). Equations (3.3) and (3.4) are valid for
—H(z,y) < z < n(z,y,t) (with the bottom coordinate = = — H). Dynamic boundary conditions at the
free surface are

V(z—n)- TL_W =75 (3.6)

with the horizontal Cartesian components of the surface stress vector (73, 75), calculated from meteoro-
logical data using bulk formulae (e.g., Kondo (1975); Fairall et al. (1996)) !. At the bottom, the dynamic
boundary conditions are the no-slip conditions

V(z+H)-u

=0. (3.7)

z=—

1 Note that the physical stress in units of Pa is obtained as po7°. The vertical component can be absorbed into the
surface pressure.



For numerical reasons, however, generally an equivalent flux boundary condition is applied,

V(z+H)-T = (3.8)

z=—H
with the horizontal Cartesian components of the bed stress vector (77°, T;) reconstructed from a logarithmic
velocity profile (see Section 7.6) 2.

Kinematic surface and bottom boundary conditions are:

wl :am+uLw@n+qzemﬁwE—P% (3.9)

z=n =n

w = —U

HawH - HGyH, (3.9b)
R

with the evaporation rate £ and the precipitation rate P. River run-off can be treated in various ways, e.g.
as lateral boundary condition.

zZ=— Z=—

There is a large variety of lateral boundary conditions, which will be further discussed in section 6.

Within the Boussinesq approximation, the budget equation for internal energy reduces to a conservation
equation for conservative temperature O:

9,0 + 0, (uB) + 9, (vO) + 8, (WO) = —0,J — 9,J° — 8.J° +

oo 0.1, (3.10)
with the horizontal and vertical turbulent fluxes of © given by ij’yyz], the specific heat capacity of water
at constant pressure, Cy,, and irradiance in water, /. The positive vertical gradient of irradiance depends on
the light absorption model applied. A classical model would be the model by Paulson and Simpson (1977),
but often more complex models taking into account water colour, suspended matter and biogeochemical
components are used. In (3.10), the heating due to viscous dissipation of turbulent kinetic energy is ne-
glected, since in comparison to other terms in the local heat budget of the ocean this is a very small term
(in contrast to conditions in the higher atmosphere). The surface boundary condition for the turbulent flux
of temperature is formulated as

:Q8+Q1+Qb

V(z—mn)-J°
(z=n)-J7|__ Copn

(3.11)

with the sensible heat flux (), (due to the air-sea temperature difference), the latent heat flux ); (due to
evaporation), and the long-wave back radiation (),. Note that upward (positive) fluxes of temperature lead
to cooling at the surface. For the parameterisation of these heat fluxes various models are available, with
the bulk formulae by Kondo (1975) and Fairall et al. (1996) being the most common ones for coastal
applications.

The conservation equation for the absolute salinity S is of similar form as the temperature conservation
equation, but without source term:

S + 0, (uS) + 9, (vS) + 0. (wS) = —0,J5 — 8nyS —9,J5. (3.12)

In order to guarantee that no salt crosses the free surface, the diffusive salinity flux at the surface must
compensate the advective salinity flux associated with (3.9a),

V(z—mn)-J°

— —(E - P)S, (3.13)

z=n

2 The vertical component is not considered in hydrostatic models.



see Beron-Vera et al. (1999) for details. In contrast to this analytical formulation, in the discrete model
equations the salinity of the surface freshwater flux simply can be set to zero and no compensating diffusive
salinity flux is necessary (see end of Section 4.1). The density is calculated by means of an empirical
equation of state as function of temperature ©, salinity .S and pressure p:

p=p(©,5,p). (3.14)

A recent and accurate formulation for Boussinesq models has been provided by Roquet et al. (2015). This
is based on the new international standard TEOS-10 (IOC, SCOR and IAPSO, 2010), replacing the old
thermodynamic description of seawater EOS-80 from Fofonoff and Millard Jr. (1983).

3.2  Turbulence closure

Turbulence closure modelling involves complex theories. For an overview, the reader is referred to text
books (Kantha and Clayson, 2000b; Griffies, 2004; Cushman-Roisin and Beckers, 2011; Olbers et al.,
2012). The parameterisation of the viscous stress tensor is usually based on a transversely isotropic New-
tonian viscosity tensor, yielding

Doy = Kni0:[u, vl (3.15)

with the vertical eddy viscosity K, and two possible formulations with the horizontal eddy viscosity Ay;:

Tx Tyx 20,u  Oyu+ Oy
(u,v) = Ay : (3.16)
Ty Tyy Oyu+ Oyv  20,v
or
Tix Ty O, — Oyv  Oyu + Oyv
A (u,0) = Ay o : (3.17)
Ty Tyy Oyu + 0,0 —(0,u — Oyv)

Both formulations are valid for incompressible fluids, but only (3.17) is also valid for compressible ones.
An alternative to the resulting Laplacian friction operator in (3.3) and (3.4) is biharmonic friction, which
more selectively acts on the smallest resolved scales and reduces the overdissipation of the larger flow fea-
tures (Griffies and Hallberg, 2000). In (3.16) and (3.17) the turbulent fluxes are oriented in the horizontal
direction. Since the transformation of the stress divergence to general vertical coordinates is cumbersome,
the momentum diffusion is usually simply carried out along coordinate surfaces. Whereas this treatment
is justified for the anyhow highly empirical momentum fluxes, more care is necessary for scalar tracer
fluxes. In most ocean models, vertical and horizontal turbulent fluxes of scalars are parameterised by a
down-gradient approximation of the form

J= —(AR+K.2®%) - Ve, (3.18)

using lateral and vertical eddy diffusivities A. and K. for any scalar c. Whereas the vertical diffusivity is
defined in the direction of the vertical unit vector Z, the lateral diffusivity acts in a direction depending
on the rotation tensor R (see Section 7.5.1). In the simplest case, the turbulent tracer fluxes are given by
J[c ] = —Aca[LyW and ch = —Kcazc.

z,Y



3.2.1 Vertical turbulence modelling

For the parametrisation of vertical eddy viscosity and diffusivity two basic approaches are commonly
used in ocean models.

One of them is based on direct algebraic computation of the eddy parameters from bulk properties
(boundary fluxes, mixed layer depth, bulk Richardson number) of the surface and bottom mixed layers,
the so-called K-profile parameterisation (KPP) which has been originally proposed for large-scale ocean
models by Large et al. (1994). In addition to the down-gradient fluxes, also counter-gradient flux compo-
nents (for example for convectively unstable boundary layers) are included in the KPP model. Many mod-
ifications of the original KPP model have been proposed (see, e.g., Smyth et al., 2002; Durski et al., 2004;
Uchiyama et al., 2010) to extend its applicability also to coastal ocean applications (see, e.g., Blaas et al.,
2007). The KPP model assumes that the boundary layer turbulence is in equilibrium with the surface or
bottom fluxes, respectively. For large scale ocean models, this might often be an adequate approximation.
In many coastal model applications however, the deviation from this equilibrium is a first-order process
which cannot be neglected.

The other closure approach, which in contrast to the KPP model considers high temporal and spatial
variability in boundary layers, is based on a dynamic equation for the turbulent kinetic energy (TKE), &,
which can be derived from the Navier-Stokes equations by means of Reynolds-averaging (Wilcox, 1998;
Burchard, 2002a):

KM%

Ok + 0, (uk) + 0y (vk) + 0, (wk) — 0, (S% o

>:P+B—a, (3.19)

with the shear production, P = Ky M? including the vertical shear squared, M2, and the buoyancy
production, B = —K_.N?, with the buoyancy frequency (or Brunt-Viisili frequency) squared, N2, and
the dissipation rate, €. The shear production P transfers kinetic energy lost from the mean flow due to
vertical stress divergence to the turbulent kinetic energy, whereas the buoyancy production B exchanges
energy between the mean potential energy to the turbulent kinetic energy. Note, that in (3.19) the down-
gradient approximation has been adopted with the turbulent Schmidt number Scy, which is of order unity.
Horizontal turbulent fluxes are generally neglected for the TKE budget (Delhez et al., 1999). This may also
be the case for the advective terms, but in tidally energetic regimes, such a neglect might lead to significant
errors or instabilities. In addition to the TKE, also the length scale of the energy containing eddies, /, needs
to be approximated to obtain an estimate for the vertical eddy viscosity and eddy diffusivity. Once k and [
are known, the vertical eddy coefficients can be calculated as

Ku = Suk?L, K, = S k', (3.20)

with the non-dimensional stability functions Sy and S... The dissipation rate € can be calculated from [ via
the cascading relation, derived from integration of the kinetic energy spectrum over the inertial subrange,

k3/2
R

€ =c (3.21)
with the empirical constant c.. In stably stratified turbulence, [ is often limited by the buoyancy scale L, =
k1/2 /N (Galperin et al., 1988; Burchard, 2002a). To avoid unrealistically low diapycnal diffusivities in the
thermocline, unresolved TKE production due to internal wave breaking is parameterized by a prescibed
minimum TKE (Bolding et al., 2002). Surface and bottom boundary conditions are typically derived from
the law of the wall, resulting in k being proportional to the surface or bed stress, respectively, and the length



scale to be proportional to the respective roughness length. Equivalent flux conditions, which proved to
be numerically more stable have been proposed (Burchard and Petersen, 1999). To parameterise effects of
breaking surface waves, injection of TKE at the surface is applied (Burchard, 2001). Effects of Langmuir
Circulation on the dynamics of the surface mixed layer may be parameterised as well (see, e.g., Harcourt,
2014). Additional frictional effects of surface waves on wave drag in shallow water can also be considered
in the bottom boundary condition (Mellor, 2002).

Various methods are used in ocean modelling to calculate the length scale /. In one-equation turbulence
closure models (the one equation is for the computation of the TKE), [ is calculated from combinations of
geometric length scales (such as the distance from the surface or the bottom) or from hydrodynamic length
scales (such as the Ozmidov scale), see e.g., Mellor and Yamada (1982); Gaspar et al. (1990). More com-
mon in coastal ocean models are however two-equation turbulence closure models which in addition to
the TKE equation calculate a budget equation for an independent length-scale related quantity. Most com-
monly, a budget equation for the dissipation rate € (k-¢ models, see Rodi, 1987; Burchard and Baumert,
1995) is constructed and closed by the assumption that the source and sink terms can be modelled as a lin-
ear combination of P, B and ¢. Instead of ¢, also other length-scale-related properties could be budgeted
(Mellor and Yamada, 1982; Wilcox, 1998; Umlauf and Burchard, 2003). However, when properly cali-
brated, all these two-equation models which differ only in the turbulent transport term perform similarly
(Burchard et al., 1998; Umlauf and Burchard, 2003; Warner et al., 2005).

Two-equation turbulence closure models including algebraic second-moment closures as outlined here
(see also the review by Umlauf and Burchard, 2005) have proven in many applications as a good com-
promise between computational efficiency and realistic representation of relevant processes in the coastal
ocean.

There is a number of reasons, why such second-moment turbulence closure models are an important
feature of coastal ocean models. First of all, as discussed in section 2.1, a large portion of water columns
in the coastal ocean (if not the entire water column) are covered by surface or bottom boundary layers.
These boundary layers have a vertical structure which locally influences the mixing coefficients. One
example is tidal straining in coastal regions of freshwater influence, where flood shear destabilises and
ebb shear stabilises the water water column, leading to asymmetric eddy coefficients and residual currents
(Jay and Musiak, 1994; Rippeth et al., 2001). Therefore, boundary layer models reacting on local forcing
instead of surface or bottom fluxes only are required. Secondly, relevant times scale in the coastal ocean
are much shorter than in the global ocean (see section 2.4). Therefore, the turbulence closure models need
to react on correct time scales to rapid time changes in surface or bottom stress instead of instantaneouly
adjusting the eddy coefficients in the entire mixed layers such as in the KPP model. Such requirements are
only fulfilled by carefully calibrated second-moment turbulence closure models. Nonetheless, successful
implementations of extended KPP models to coastal ocean scenarios on shelf sea scale have been reported
(Durski et al., 2004; Wilkin et al., 2005).

There are a few global ocean models using low-level second-moment closures (see, e.g., Oschlies
(2002); Danabasoglu et al. (2014)), which typically are based on the Gaspar et al. (1990) one-equation
model, where the turbulent length scale [ is algebraically computed. Two-equation turbulence closure
models are typically not used in global ocean models. For climate models, this is mainly due to the large
baroclinic time steps (about 1 hour) and the coarse resolution in boundary layers. In high-resolution global
models, temporal and spatial resolution of boundary layers may be sufficiently high for applying two-
equation turbulence closure models, but there, the focus is still more on bulk effects of the boundary
layers on transmitting fluxes between ocean and atmosphere or ocean and sea floor, rather than resolving

10



their dynamics. Therefore, in large-scale ocean models, the KPP model (see above) or other models with
reduced dynamics (see, e.g., Jackson et al. (2008)) are used.

3.2.2 Horizontal subgrid-scale closure

Whereas in ocean models a consistent theoretical framework for the vertical turbulent fluxes exists,
such a rigorous closure for the horizontal turbulent fluxes due to meso-scale and submeso-scale eddies is
still missing. For large scale ocean models which do not resolve meso-scale eddies, closures have been pro-
posed, such as the Gent and McWilliams (1990) closure for isopycnal mixing or the dynamic meso-scale
eddy closure by Eden and Greatbatch (2008). In addition, for high-resolution global models submeso-scale
eddy closures (Fox-Kemper et al., 2011) and flow-dependent subgrid-scale closures (Pearson et al., 2017)
have been investigated. Coastal ocean models usually do not deal with sophisticated eddy parameterisa-
tions. This practice is motivated by the high horizontal resolution, and the difficult treatment of isopycnal
eddy-induced fluxes in well-mixed coastal areas and their rotation in vertically boundary-following co-
ordinates. Two simplistic common approaches used in the coastal ocean modelling community are to
either neglect horizontal turbulent fluxes (and then rely on the diffusive fluxes associated with monotone,
upstream-biased advection schemes, see section 7.1 or to set Ay and A, to constant values. In the latter
case, the proper choice of the horizontal exchange coefficients is then determined by sensitivity studies.
Alternatively, a flow- and resolution-dependent parameterisation of the horizontal momentum fluxes pro-
posed by Smagorinsky (1963) is applied. Consistent with (3.16) or (3.17) the horizontal eddy viscosity
can be derived from dimensional analysis in terms of the local shear, strain and tension rates of the flow as

An = Ou(Ax Ay)\(9,u)? + L(9yu + 9,0)2 + (9,v)?, (3.22)

or

Ay = Oui( Az Ay)\ /1 (0,u — 8,0)2 + 1(0,u + 9,0)2. (3.23)
The empirical parameter C'y; has been estimated for (3.22) by Holt and James (2006) in a shelf sea applica-
tion as Cy; ~ 0.2. For decreasing horizontal grid sizes Az and Ay the horizontal eddy viscosity becomes
smaller, which is reasonable, as it represents the reduced effect of subgrid-scale eddies. The same approach
as (3.22) or (3.23) may also be applied for horizontal tracer diffusivities by using a horizontal turbulent
Prandtl number as proportionality factor. One important deficiency of the Smagorinsky closure is the as-

sumption of isotropic turbulence, which limits the physical justification at least for large-scale geophysical
flows (Griffies and Hallberg, 2000; Fox-Kemper and Menemenlis, 2008; Bachmann et al., 2017).

4 Coordinate transformations and spatial discretisation

The set of governing equations, consisting of the continuity equation (3.1), the hydrostatic momentum
equations (3.3) and (3.4), and the prognostic equations for temperature (3.10) and salinity (3.12), so far
has been formulated in a local Cartesian reference frame at the Earth surface for simplicity. However, the
transformation to coordinate systems that align with the geometry of the domain is often advantageous.

Most coastal ocean models support orthogonal curvilinear coordinates in the horizontal to offer the for-
mulation in spherical coordinates and to some extent the alignment with coastlines. Orthogonal curvilinear
coordinates also provide some flexibility to increase the horizontal resolution in certain parts of the domain
such as estuaries or towards the coast as required to resolve the typically strong near-coastal horizontal
gradients, see Section 2.3. In this way also structured-grid models can be used for multi-scale applications.
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The corresponding basis transformation to orthogonal curvilinear coordinates introduces additional metric
coefficients (see, e.g. Kantha and Clayson (2000a)). For clarity, the governing equations in the remainder
of this review will be kept in horizontal Cartesian coordinates.

In the vertical the alignment with the boundaries (free surface and bottom topography) and proper res-
olution (of e.g. the boundary layers and pycnoclines) is even more critical than in the horizontal. A general
description that supports various types of vertical coordinates is given by the s-coordinates of Kasahara
(1974). The general vertical coordinate s(z,y, z,t) must be strictly monotone in z in order to guarantee
a unique inverse transformation z(x, v, s, t) and a well-defined Jacobian 9,z = (0,s)~! for the transfor-
mation of the governing equations. For isopycnal coordinates s = p this precludes the representation of
unstable stratification. The horizontal coordinates and time do not change under the transformation and, if
necessary for the purpose of clarity, derivatives with respect to constant s and z will be distinguished by
(-), and (-)_, respectively. With the Lagrangian derivative D/Dt the dia-surface velocity component (see,
e.g., Griffies (2004)) is given by

s Ds
w® = 88,2& =w — (02), —u(0:2), — v (0y2), . 4.1)

Coastal ocean models traditionally discretise the governing equations on an Arakawa C-grid (Arakawa
and Lamb, 1977), as the Rossby radius of deformation is usually properly resolved and the C-grid ar-
rangement offers a better representation of small coastal inlets. In the vertical the corresponding variable
arrangement is known as Lorenz grid (Lorenz, 1960). This fully staggered arrangement of velocities be-
tween tracer points also naturally fits to a conservative Finite-Volume discretisation around tracer cells
(see Fig. 1). The corresponding discrete equations can be derived from the continuous ones by integration
over a discrete control volume cell. Thereby divergence terms are cast into differences of fluxes through
opposite cell interfaces. In order to demonstrate the procedure, in the following only the integration along
the vertical dimension is carried out.

4.1 Layer-integrated equations

The vertical discretisation of the transformed space into k., layers with interfaces at fixed levels sj1/,
(independent of x, y, t and with k € [0, knax]) is equivalent to a discretisation of the physical space into
Emax layers with interfaces at variable levels 2y 1/, (x,y,t) = 2 (a:, Y, Sk41/2, t) and 211, > 21/, S€€
Burchard and Petersen (1997).

With layer heights hy(x,y,t) = ;:fll//j D5 2ds =z — z_155, layer-averaged prognostic quan-

Zp41/2

o1, qdz, for k€ [1, ko] and ¢ € {1,u,v,0,5}, and wi,,, (z,y,t) =

w® (Jc, Yy Zk41/2, t), the layer-integration of (3.1), (3.3), (3.4), (3.10) and (3.12) yields the prototype equa-
tion:

tities qi(z,y,t) = h;'

O (higr) + Ox (hyurgr) + 0y (hyvrgr) + (w2+1/267k+1/2 - w2_1/2q~k—1/2)
= =0 (hiJ3y) = 0y (had i) = (Tippne = Tiein) + heFR. (42)
In (4.2) the interfacial values g1/, with ¢ € {u,v,©, S} are approximated by the vertical advection

scheme, see Sec. 7.1. According to (4.1) the kinematic boundary conditions (3.9a) and (3.9b) transform to
wlsﬂmax"rl/Q — E — P and UJ§/2 — 0
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Fig. 1. Control volume for cell-centered tracer variables (top), staggering showing the location of the dependent
variables in the horizontal (bottom, left) and in the vertical (bottom, right).

The full set of layer-integrated equations can be found in A. The layer-integrated continuity equation
(A.1) can be obtained from (4.2) with ¢ = 1 and J} = Fl=o.

Within the layer-integrated momentum equations (A.2) and (A.3) the momentum fluxes through the
interfaces, i.e. the vertical shear stresses, are defined as

T[vay]<ukaX’ Uljmax)’ [ ] k - kmax
u,v u,v — U,V
- z[k;—&-]l/z = Tx,y],k+1/2 = KM,k+1/2 as ka ke [17 kmax - 1] 5 (43)
7 Zk4+1 — Rk
T[l;(7y](h1,u1,1}1)’ k=0

based on (3.15) with the dynamic boundary conditions (3.6) and (3.8), and with centre positions z; =
% (zk_1/2 + zk+1/2). Following the discussion in Section 3.2, the lateral contributions of the stress tensor
are often approximated according to Mellor and Blumberg (1985) and Kantha and Clayson (2000a):

ﬁ[i’y}(h, u,v) = }1L (&,} (hTX[ij] (u, v)) + 0, (hTy[xy}(u,v))) , (4.4)

i.e. J[‘)‘(’y} = —Tjxyx and J[Zc,y] = —Tjxy}y In (4.2), with the components of the stress tensor 7,5 given
by (3.16) or (3.17) and all gradients calculated along layer k. In case of diffusion along directions not
aligned with constant s, additional terms due to non-diagonal elements of the diffusion tensor would occur
(Griffies (2004)). One numerically demanding contribution to F, iu’v} is the internal pressure gradient force
given by

1 Zk+1/2 n
Flestn = 5 / (), / b(z,y,2')dz'dz, (4.5)

Zr—1/2

and approximated in terms of the layer-averaged buoyancies b, (see Section 7.2).
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Fig. 2. Sketch showing a vertical transect through a coastal ocean model domain including four different vertical
coordinates. The blue lines indicate two selected isopycnals representing a tidal front with a stratified shelf sea region
to the right and a well-mixed coastal region to the left. The vertical lines indicate the horizontal discretisation, the
red lines show the vertical coordinate surfaces and the bold black lines show the bottom and surface representation
of the coordinates. a: o-coordinates with zooming towards the surface and the bottom; b: S-coordinates with high
near-surface resolution; c: Adaptive coordinates with increased resolution in the stratified region; d: Geopotential
coordinates (note that shaved cells would remove the staircase representation of the bottom topography).

Within the layer-integrated temperature and salinity equations (A.4) and (A.S5) the turbulent fluxes

J[[Sfi] are based on (3.18). The surface temperature flux is given according to (3.11) by Jz(?kmx by =

. . c g . Iy 11 1
%;:Qb and the source term by the divergence of the interfacial irradiance F}? = Clpo ast Qhk B2
p P

As mentioned in the context of the boundary condition for salt fluxes (3.13), the surface salinity fluxes

are zero. In a Lorenz-grid this can be easily achieved by setting S kmaxt1/2 = 0 and JZS’ Fmax 172 = O-
4.2  Examples for vertical coordinates
The almost arbitrary choice of the transformation function s = s(x,y, z,t) or equivalently of the

moving layer interfaces zj41/, (x,y,t) allows for a high degree of freedom for the vertical layout which
can be exploited to improve the model performance.
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4.2.1 Geopotential coordinates

Geopotential (or z-) coordinates (see Figure 2d) are based on globally defined z-levels 2.1/, which do
not depend on location or time, except for the uppermost coordinate level 2y, 41, = 7 which is identical
to the free surface. Vertical resolution is typically increased near the surface to properly reproduce the
dynamics of the surface mixed layer. Since for too fine near-surface vertical resolution the moving and
sloping free surface might intersect with one or more coordinate levels, the fixed geopotential coordinate
level 2.1, must be chosen such that it is below the minimum surface elevation. For models of shelf
seas with a large maximum tidal range (see Sec. 2.2) this would result in a large mean thickness of the
upper layer of &/(10m), such that near-surface processes are not well-resolved (see, e.g., Mathis et al.
(2015)). For simulations of shallow coastal regions including drying and flooding this would mean that
all areas with intertidal flats are not vertically resolved. One solution to this problem has been proposed
by Casulli and Cheng (1992) and Burchard and Baumert (1998): Layers at the surface are locally added
or removed when the surface layer becomes too thick or too thin, respectively. This problem can also be
solved by applying so-called z*-coordinates (Adcroft and Campin (2004)), where geopotential coordinates
are obtained for 7 = 0 everywhere, and all layer thicknesses are then locally multiplied by (n + H)/H,
such that the layers are squeezed or expanded with the changing water depth. Another advantage of these
surface-following coordinates is a reduced vertical transport across the moving layer interfaces and thus
significantly reduced numerical mixing caused by advection schemes (see Sections 4.2.3 and 7.5.2). In
particular near the surface the tidal elevation triggers a large oscillating vertical velocity relative to the
fixed z-coordinate levels which generates strong numerical mixing.

At the bottom geopotential layers will be intersecting with the sloping bottom. This leads to a stair-case
type of discretisation of bottom slopes which leads to low accuracy in resolving bottom parallel currents
such as dense bottom currents (Ezer and Mellor, 2004). A partial solution to this problem has been pro-
posed by Beckmann and Doscher (1997) by coupling an empirical terrain-following bottom boundary
layer model to the geopotential model grid, allowing for bottom-parallel down-slope flow. Another ap-
proach to improve representation of along-bottom flow has been proposed by Adcroft et al. (1997): to
introduce partial steps and shaved cells at the bottom to better fit the bottom topography. Geopotential
coordinates over sloping topography have one other inherent problem: practically they do not allow a high
vertical resolution near the bottom. A resolution of the bottom layer of 1 m would require equidistant
geopotential coordinates over the entire water column, which is often computationally not affordable.

Given all these disadvantages of geopotential coordinates they can generally not be recommended for
coastal ocean simulations. There is however one potential problem of vertical coordinates which is not
relevant for geopotential coordinates: the internal pressure gradient problem, see Sec. 7.2. Furthermore,
in strongly stratified systems isopycnal surfaces can align well with geopotential levels, and in this case
diapycnal mixing is not artificially increased by any along-layer mixing. Therefore, models with geopo-
tential coordinates are still applied for problems with strong stratification such as the Baltic Sea, see e.g.
Hordoir et al. (2015).

The numerical treatment of geopotential coordinates fits into the concept of general vertical coordinates
by formally allowing layers of zero thickness at the bottom and, in the case of removable surface layers,
also at the surface.
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4.2.2  Terrain-following coordinates

A transformation function of the form
z(x,y,s,t) —n=S(x,y,s,t)D (4.6)

with the local water depth D = n + H, the stretching function S being strictly monotone in s, S (51/2) =

—1and S (skmaerl/Q) = 0 generates terrain-following coordinates with 2y, = —H and 2, 11, = 7.
In addition to the free surface being a coordinate surface (as for the z*-coordinates), also the bottom is
a coordinate surface. Thus, in every watercolumn k., layers are active and masking of layers is not
necessary. A classical option for coastal ocean model simulations are o-coordinates defined by S = s =
o (Nihoul et al. (1986); Blumberg and Mellor (1987)), see Figure 2a. They result in layer thicknesses
proportional only to the local water depth, which is a disadvantage especially in deeper waters (where
layers may become too thick and thus resolution in critical parts of the water column too coarse) or
above steep bottom slopes (where coordinate slopes are relatively steep throughout the water column, see
Deleersnijder and Beckers (1992)). One other problem of terrain-following coordinates is the intersection
of sloping coordinate surfaces with isopycnals. For the calculation of the internal pressure gradient, this
results in a balance of two large terms which typically results in large truncation errors and thus artificial
currents (see Sec. 7.2 for a detailed discussion).

Some of these problems can be reduced by using non-equidistant o-levels o1/, (equivalent to non-
linear stretching functions S(s)) and modified stretching functions S(z, y, s) that rescale the near-surface
layer heights proportional to a fixed critical water depth instead of to the local water depth (Song and
Haidvogel, 1994; Shchepetkin and McWilliams, 2009b), see Figure 2b.

An alternative transformation function that maintains high resolution at the surface or at the bottom
independently of the local water depth has been developed by Burchard and Petersen (1997) and Burchard
and Bolding (2002).

In order to obtain higher accuracy, hybridisations between s- and z-coordinates have been proposed,
leading to less steep coordinate slopes than for s coordinates and smaller bottom steps than for z-coordinates,
see Gerdes (1993), Burchard and Petersen (1997), Dukhovskoy et al. (2009) or O’Dea et al. (2012) for
details.

4.2.3 Arbitrary Lagrangian-Eulerian (ALE) coordinates

For geopotential and terrain-following coordinates the transformation function z(s) is explicitly pre-
scribed. The temporal evolution of the corresponding interface positions zj1/,(z, ¥, ) and layer heights
hi(z,y,t) is fully determined by a prognostic equation for the sea surface elevation 7(z,y,t) (see Sec.
5.1). In this case the continuity equation (A.1) does not serve as a prognostic equation for hy, but as a
diagnostic equation for the grid-related vertical velocity wyj, ,,,. Following Adcroft and Hallberg (2000),
this is the Eulerian treatment of the vertical direction (EVD).

In contrast, the Lagrangian treatment of the vertical direction (LVD) is based on a Lagrangian vertical
coordinate, formally defined by %ﬁ = 0 (Starr, 1945). In this case the grid-related vertical velocity vanishes
w® = 0, see (4.1), and the continuity equation (A.1) serves as a prognostic equation for the layer heights
hx. Numerical mixing (induced by truncation errors of discrete advective fluxes; see Section 7.5.2) is
significantly reduced in Lagrangian vertical coordinates because of the missing advective transport through
the coordinate surfaces. However, a pure Lagrangian movement of the layers is prone to grid distortion
and possibly vanishing layers, which complicates the numerical treatment.
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Therefore, a combination of LVD and EVD gains increasingly popularity. Originally Hirt et al. (1974)
defined the Arbitrary Lagrangian-Eulerian (ALE) method by a Lagrangian mesh movement (LVD step)
followed by an optional readjustment of the mesh associated with grid-related advective transports (EVD
step). The advection during the EVD step can be replaced by instantaneous “remapping” (monotone and
conservative interpolation, see e.g. White and Adcroft, 2008) which relaxes the strict CFL constraint to a
less severe Lipschitz type criteria of the form At max |Vu| < 1.

Another approach is to consider Lagrangian tendencies in the calculation of the layer heights used
in EVD algorithms. As the treatment of the full motion in a Lagrangian way is prone to grid distortion,
only particular contributions are considered. Separable terrain-following coordinates of the form z — n =
S(s)D(x,y,t) inherently imply a Lagrangian treatment of merely barotropic motions (Shchepetkin and
McWilliams, 2009b). Non-separable terrain-following coordinates with time-independent stretching func-
tions S(z,y, s) do not exactly treat barotropic motions in a Lagrangian way, but also significantly reduce
the corresponding grid-related vertical transports by scaling the layer heights according to hy = %hg’zo).
The same holds for the z*-coordinates of Adcroft and Campin (2004), see Section 4.2.1. Recently, Leclair
and Madec (2011) proposed to also treat fast oscillating baroclinic currents in a Lagrangian way by intro-
ducing the so-called z-coordinate.

4.2.4 Adaptive coordinates

In order to further optimise the vertical grid layout in 3D models, Hofmeister et al. (2010) presented
adaptive coordinates, see Figure 2c. These do not only consider Lagrangian tendencies, but also a zoom-
ing of layers towards boundaries, stratification and shear. This zooming is based on a vertical diffusion
equation for the interface positions,

at2k+1/2 - (D%Eﬁ (Zk+3/2 - zk+1/2) - D]%rid(zk_l’_l/g - Zk_1/2)> = 0, (4.7)

with boundary conditions zi, = —H and z,, 1, = 7 (Burchard and Beckers, 2004). A vertically
constant layer “diffusion” coefficient D& (unit s—!) tends to generate equidistant layers, whereas locally
increased coefficients (e.g. proportional to stratification and shear) increase the local concentration of layer
interfaces and thus the vertical resolution. Improved vertical resolution decreases the truncation errors of
vertical advective fluxes and thus reduces vertical numerical mixing. The layer distribution in adjacent
water columns is coupled by lateral adjustment of layer heights and interface positions.

In addition, an optional isopycnal tendency, based on estimating the positions Z of prescribed target
densities p from a truncated Taylor series Z = z + (p — p) /0,p, aligns the layers with isopycnals and thus
reduces the spurious diapycnal mixing of tracers due to explicit and numerical along-layer mixing in the
model. Furthermore, an isopycnal alignment of the layers reduces internal pressure gradient errors (see
Sec. 7.2). It should be noted, that pure isopycnal coordinates are not appropriate for coastal ocean models,
because of the relatively large mixed layers according to (2.1).

Griawe et al. (2015) demonstrated the clear advantages of adaptive coordinates compared to o-coordinates
in a realistic state-of-the-art model application with different dynamical regimes (tidal/non-tidal parts, sea-
sonal thermocline / permanent halocline).
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5 Choices for barotropic-baroclinic mode-splitting and drying & flooding

Due to the presence of a free surface, fast surface gravity waves are part of the numerical solution,
and in shallow areas of the domain drying and flooding is possible, see (2.2). Both issues require special
numerical techniques that will be outlined in the following two subsections.

5.1 Barotropic-baroclinic mode-splitting

Within the EVD-treatment (see Section 4.2.3) the layer-integrated continuity equation (A.1) serves as a
diagnostic equation for the grid-related vertical velocities wj_, ,, and the layer heights /, are determined
in terms of the total water depth D and the free surface elevation 7). In this case a prognostic equation for
the free surface elevation must be derived from the vertical sum of the layer-integrated continuity equation
(A.1) and consideration of the kinematic boundary conditions (3.9a) and (3.9b):

Emax kmax kmax
k=1 k=1 k=1

The direct numerical integration of the set (5.1) and (A.1)—(A.5) is possible. However, the compu-
tational costs can be significantly reduced by a barotropic-baroclinic mode-splitting, based on different
time-stepping of the barotropic mode associated with fast surface gravity waves, and the remaining baro-
clinic dynamics. Within an explicit temporal discretisation the time step of the barotropic mode is strongly
constrained by the celerity of shallow water surface gravity waves (Beckers and Deleersnijder, 1993),
whereas the much slower baroclinic motions can be integrated with an O(10') times larger time step.
Therefore, a split-explicit mode-splitting (see e.g. Simons, 1974, and Section 5.1.2) is based on the prog-
nostic integration of the barotropic mode by a series of smaller time steps carried out during one baroclinic
time step. Alternatively, a (formal) split-implicit mode-splitting (see e.g. Madala and Piacsek, 1977, and
Section 5.1.1) avoids the explicit time step constraint due the fast surface gravity waves by treating the
transports in (5.1), and the surface slopes in (A.2) and (A.3) implicitly. Both methods have their own mer-
its and complications, which will be outlined in the following Sections. An excellent comparison can also
be found in Section 4 of Griffies et al. (2000).

5.1.1 Split-implicit mode-splitting

Following the #-scheme of Casulli and Cattani (1994) the set (5.1), (A.2) and (A.3) can be solved
simultaneously, with the transports in (5.1) being temporally weighted such that they are between the
levels of the old and the new surface elevation, and equivalently, with 7 in (A.2) and (A.3) being temporally
between the old and new transports. Insertion of (A.2) and (A.3) into (5.1) then gives an elliptic system for
the new surface elevation with a matrix of dimension N x N with N denoting the number of free-surface
grid boxes. Depending on the treatment of the Coriolis terms (explicit or implicit), each row of the matrix
has 5 or 9 non-zero entries, such that the matrix is very sparse. One of the challenges for solving these large
systems of equations is to find accurate (typically iterative) solvers which are efficient also on massively
parallel high-performance computers. An early example for a semi-implicit coastal ocean model including
semi-implicit treatment of the Coriolis term has been presented by Backhaus (1985).

To avoid the requirement of solving one large elliptic system, a directional-split method had been intro-
duced by Peaceman and Rachford (1955), in which in an alternating manner the equations are solved along
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one and then along the other coordinate direction implicitly. This method is called Alternating Directions
Implicit (ADI). Many models in coastal engineering had adopted this approach (see, e.g., Pietrzak et al.,
2002). While ADI is easier to handle computationally, additional errors due to the directional splitting
have to be considered.

The advantage of the (formal) split-implicit mode-splitting is the relatively easy coupling between the
modes, since both are computed with the same time step. In case of ADI, the baroclinic equations (A.1),
(A.4), (A.5) and other tracer equations must be stepped forward consistent to the directional-split stepping
of (5.1). A disadvantage of implicit schemes is the demanding computation of large and sparse linear
system on parallel computers. While the scheme with § = 0.5 is energy-conserving (but still sensitive
to instabilities arising from the discretisation of other terms), a larger degree of implicitness (# — 1)
stabilises the scheme, a procedure which however for larger time steps becomes too dissipative and thus
artificially reduces the free surface variability (Walters et al., 2009). In tidal or tsunami simulations this
sets a practical limitation to the overall model time step. In addition, the dispersion errors increase with the
model time step of a semi-implicit formulation and this also imposes an accuracy constraint on the value
of the model time step.

5.1.2  Split-explicit mode-splitting

In order to prognostically integrate the barotropic mode in a series of smaller time steps constrained by
the celerity of shallow water surface gravity waves, an additional set of equations must be derived. Usually
the slightly depth-dependent barotropic mode is approximated by the depth-integrated equations (also
called external mode), given by (5.1) and the vertical sum of the layer-integrated momentum equations
(A.2) and (A.3):

O + 0, (D) + 0, (Dv) = —(E — P), (5.2a)

oy (Du) + 0, (Duu) + 0, (Dvu
= DFY(D,u,v) 4 75(4,0) — 7°(D, @, 9) + fD0 — gDd,n — D-0,p, + Sy, (5.2b)

X PO

—~

Oy (Dv) + 0, (Duv) + 0, (Dvv)
— DFMD,4,7) 4 75(a,7) — 7°(D, %, 0) — fDa — gDd,n — D-Ldypq + Sy, (5.2¢)

y

with the water depth,
kmax
D= Z hi, (5.3)
k=1
the barotropic transports,
krnax
[DQ_L, Dl_)} = Z [hkuk, hkvk], (54)
k=1



and the barotropic-baroclinic interaction terms:

klnax
Shxy] = 0. (Dulu, v]) =Y 0y (hiug[ug, vi))
k=1
klnax
+0, (Dulu, v]) — Y 0y (hwug[ug, vg))
k=1
~h klnax ~h
_DF[X’Y} (D7 'L_L, Q_J) + ];1 hkﬂx,y] (h/k, Uk, Uk)
_T[b;(,y] (a7 @) +7—[§(,y] (ukmax ? Uk‘max)
+T[§(,y]<D7ﬂ’1—)) _T[};y](h/l)uhvl)
kmax
+;;m@ﬁk (5.5)

The remaining 3D equations (A.1)—(A.5), as well as the turbulence closure equations (section 3.2) and
other tracer equations such as biogeochemical model equations represent the internal (baroclinic) mode.
With (5.3), (5.4) and (5.5) the splitting into external and internal mode equations is exact. But, as men-
tioned above, it does not exactly separate the slightly depth-dependent fast barotropic dynamics from the
slow baroclinic ones. Therefore, the time-stepping of the internal mode might still be constrained by some
fast dynamics. Besides that, since the surface elevation and the barotropic transports are provided by the
external mode, an explicit temporal discretisation of the internal mode is not constrained by the celerity of
the fastest surface gravity waves anymore.

In order to provide a reasonable free surface elevation and barotropic transports for updating the internal
mode from stage ™ to stage "', the external mode is integrated explicitly within a subcycle of M. time
steps from stage ™ to stage ™*m=x, The timestep of the external mode is At,p,, whereas the internal mode
is integrated with a larger internal timestep Aty = M Aty with M < Myax.

It is easy and accurate to discretise the external mode (5.2a)—(5.2¢) with an explicit-in-time solver.
In the following a time-staggered two-level scheme is outlined. Staggering in time between the surface
elevations and the barotropic transports would still guarantee second-order in time accuracy. This would
be achieved by subsequently calculating the surface elevation and the barotropic transports with using
the newly updated transports and elevations on the right hand sides (except for the barotropic-baroclinic
interaction terms; see below). In the following the focus will be on volume and tracer mass conservation.
Therefore, the discretisation of the momentum equations will be not presented in detail. A time-staggered
discretisation of the free-surface equation (5.2a) is given by:

n,m+1 _ . nm
n

T 0. (D) 0, (Do)

= —(E—P)"""" (5.6)

Following Shchepetkin and McWilliams (2005) a filtered surface elevation is provided to the internal
mode,

™ =3 ann™™, (5.7)

with normalised filter weights 2%23" a,, = 1. If the initial surface elevation of each external mode cycle
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is reset to ™ = (n)", the compatible surface elevation equation resolved by the internal mode can be
derived from (5.6) as

<77>n+1 — <77>n n+1/2 n+1/2

— ((E = P))"* (5.8)

with

Mmax 1

()" = Z D tp (5.9)

and b, = 5; L s"Mmax . The general filter applied in (5.7) offers different types of filtering. Deleer-

m/=m+1
snijder (1993) proposed to provide the instantaneous surface elevation <77)”+1 = ™M and averaged
barotropic transports {([Di, D))"/ = LS 01 [Di, Do]™™* to the internal mode. This treatment

corresponds t0 M. = M, @y = Opnrs by = M and involves no reset of the external quantities, i.e.

g0 = M oand [Da, Do) = [Da, Dv]"™ "%, In order to stabilise the retained fast dynamics
within the internal mode and to prevent aliasing errors Griffies (2007) suggested to provide an averaged

surface elevation (n)""" = ST Yoy n™™ to the internal mode, obtained by Mynax = 2M, ay, = 577 =

and b,, = % Non-uniform filter weights, centered around m = M < M., were presented by

Shchepetkin and McWilliams (2005) to offer more frequency-selective filtering.

Volume conservation requires that the layer-integrated continuity equation (A.1) in the internal mode,

n+1 n
h’k _ hk

A+ O ()" 4 9, (o) 4 (Wil = wi™57) =0, (5.10)

recovers (5.8) when vertically summed. Thus

kmax
Z hZ—i—l = <n>n+1 + <H>n+1 _ <_l)>n—i-17 (511a)
k=1
kn]ﬂx 1 L
kUL, NEVE = u, Dv , .
h h n+1/2 Di. D n+1/2 (5.11b)
k=1
= (B =P (5.11¢)

Compatibility condition (5.11b) requires a correction of the velocity profiles [uy, v;]"*"/>* obtained from
the baroclinic momentum equations (A.2) and (A.3). In order to preserve the vertical shear of the original

velocity profiles, the final profiles [uy, vk}"+1/ ? can be obtained by shifting the original ones:
[u, Uk}nJrl/Q = [ug, Uk]nJrl/Q’*
kmax
+ (<<[Du7 Do)y =y [hkukahkvk]n+l/2’*) /(DY (5.12)
k=1

It should be noted again, that for tracer mass conservation the discrete tracer equations must recover
(5.10) for constant tracer concentrations. Therefore, the shifting of velocity profiles must be done before
the grid-related vertical velocity is diagnosed from (5.10) and the tracer equations are integrated. At the
end of each internal timestep, the interaction-terms (5.5) can be updated in terms of ({[Du, D@]>)"+1/ ?
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cycle, integrating the barotropic transports from [Du, D@]"H’OA/ * to [Du, D@]"H’Mm“*l/ ?, a time lag is
introduced. It should be noted that the barotropic-baroclinic interaction terms provide a correction to the
corresponding temporally-resolved barotropic terms in (5.2b) and (5.2c). Thus, the barotropic terms up-
dated during the external subcycle only provide a tendency, whereas the interaction terms consider the
more accurate estimates based on the vertically resolved quantities from the last internal time stage. Due
to the strong non-linearity (see Section 2.2) and fast response time (see Section 2.4) of the coastal ocean,
in particular the advection and drag terms in (5.2b) and (5.2c) are not kept constant (in contrast to many
large-scale ocean models).

[P, hkvk}Ml/ *and Fg?ﬁ“. Since these interaction-terms are held constant over the next external sub-

5.2 Drying & flooding

In many coastal areas intertidal flats are an important topographic feature. During high water those
areas are inundated and during ebb tide they may fall dry, approaching zero water depth D — 0, but never
becoming negative. To understand how this is reflected in the mathematical formulations for coastal ocean
dynamics, it is instructive to reformulate the depth-integrated continuity equation (5.2a):

0D + 10, D + v9,D = — (0,u+ 0,0) D — (E — P). (5.13)

The form (5.13) demonstrates positivity of the water depth, because its total derivative depends on a sink
term which vanishes for decaying water depth. The divergence stays bounded, because for frictionally
dominated regimes the depth-integrated momentum equations (5.2b) and (5.2c), and the quadratic bed
friction (7.15) guarantee bounded depth-mean velocities. The evaporation £/ which reduces the water
depth also vanishes for vanishing water depth.

Various ways have been proposed in coastal ocean models to guarantee the two major properties (i)
volume conservation (for incompressible flow) according to (5.2a) and (ii) positivity according to (5.13),
also numerically.

Volume conservation can easily be achieved by a Finite-Volume discretisation of (5.2a). Positivity
of the water depth requires some more care. Since any direct manipulation (e.g. clipping) of the water
depth violates volume and tracer conservation, in most coastal ocean models the barotropic transports in
(5.2a) are modified in a physical sound and reasonable way instead. For a semi-implicit barotropic model
Stelling and Duinmeijer (2003) suggested to treat (5.2a) as an advection equation for the water depth and
to approximate D at the interfaces of a water column according to positive-definite advection schemes.
However, in an explicit discretisation as (5.6) this treatment seems to be inconsistent, as the barotropic
transports are already known.

Therefore various approaches have been developed, all of them leaving a thin film of water in dry water
columns, where the dynamics is manipulated in some way to avoid further drying towards zero or negative
water depth. Of course any manipulation to the barotropic momentum equations must also be considered
in the baroclinic ones in order to guarantee consistency of the barotropic and baroclinic transports. In early
coastal ocean models (Flather and Heaps, 1975; Backhaus, 1976, 1985; Jungclaus and Backhaus, 1994), a
number of rules were defined on how to reduce fluxes out of a water column when the application of these
fluxes would lead to negative water depth (or the undercut of a prescribed minimum water depth). Also
the drying & flooding schemes of Oey (2005) and Warner et al. (2013) are based on this principle. The
method works reliably, but it has to be taken into account that reduction or shut-off of fluxes around one
water column would change the net fluxes into the neighboring columns, such that an iterative procedure
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might become necessary. This problem has been partially solved by Warner et al. (2013), by shutting off
transports around a water column when the water depth at the old time step is below the critical depth,
see also Defne and Ganju (2015) who simulated a large lagoonal back-barrier estuary at the US east coast
including extensive intertidal flats. Moreover, the direct correction of fluxes might in some models lead
to spatially and temporally oscillating patterns of dry and wet water columns. Furthermore, shutting on
and off transports instantaneously could lead to complications in turbulence closure models, since the bed
stress which largely determines the eddy viscosity profiles (via the turbulent kinetic energy and the macro
length scale of turbulence, see section 3.2.1) would be suddenly switched on or shut off regularly.

In some models (e.g., Casulli and Cattani, 1994) the water depth at the transport points of a C-grid is
chosen as the minimum depth between the adjacent pressure points, with the consequence that velocities
feel the shallow water and bed friction strongly reduces the volume transport. This however might lead to
significantly delayed drying and flooding processes (Burchard and Bolding, 2002).

In order to avoid explicit switching on or off of transports in drying water columns, Burchard et al.
(2004) (see also Burchard and Bolding, 2002) proposed the following measures when calculating the
layer-integrated momentum equations:

e A critical water depth D, and a minimum water depth, D,,;, are defined with D > Dy, (see
fig. 3). Typical values would be Dy = 0.2m and D,,;, = 0.05m. To simplify the dynamics in
very shallow water with D < Deiit, many terms in the momentum equations are reduced by a factor
linearly decreasing between 1 (for D = Derit) and O (for D = D,,;,), which basically reduces the
local dynamics to an external pressure gradient - friction balance. Such a balance supports reduction
of local transports, since the friction coefficient calculated from the law of the wall increases towards
infinity for the water depth converging towards zero, see equation (7.15).

e Additionally, when the surface elevation in one water column is below the bottom coordinate plus
the minimum depth in any adjacent column (which often happens at steep bathymetry in shallow
water and relatively coarse horizontal resolution, see fig. 3, where 7,11 ; < —H; j + Dyin), a virtual
surface elevation is defined from which the external pressure gradient (9,7, d,n) is calculated. In
that case, 7,41, = max{n;41, —H;j + Dm}, and the surface elevation gradient is calculated as
(Mit1,; — mi;)/Ax. In the extreme case shown in fig. 3 water volume would actually flow against the
elevation gradient, because 7, ; < —H; j + Dpin.

e Despite the above measures, direct reduction or shut-off of transports surrounding a water column
may still be necessary at singular locations. To stabilise the drying and flooding algorithm, increasing
the minimum and critical water depth is often a preferred option.

Using these algorithms Griawe et al. (2016) could carry out a stable and multi-annual simulation of the
entire Wadden Sea of the South-Eastern North Sea at a horizontal resolution of 200 m.

6 Treatment of open boundary conditions and model nesting

Coastal ocean models focus on limited areas of interest and thus data are needed to force the models at
open boundaries, see Section 2.5. The data can typically come from an external source (e.g. climatology,
coarser resolution run on a wider domain) following a one-way (coarse — fine) approach. In comparison,
in a two-way approach, the external data (a numerical model) feel the local coastal solution through a feed-
back term. Local and external models generally differ on several <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>