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Abstract. Each Emergency Medical Assistance Centre in France (SAMU), 
includes an emergency call service. It provides an adequate and immediate 
response to medical problems. The processing of the incoming calls can be seen 
as a collaborative process involving several stakeholders. The control of such a 
process is crucial. Indeed, the effectiveness of the response to these incoming 
calls strongly impacts the quality of service of these centres, which is the main 
information which the government relies for their funding. The aim of this 
paper is to analyse such a collaborative process, regarding the performance 
targets requested by the French government. To this end, we suggest applying a 
new approach, based on the combination of two well-known engineering 
techniques, in consecutive manner. We will first use process mining techniques 
to obtain meaningful knowledge about the studied collaborative processes, 
relying on real data from a French Emergency Medical Assistance Centre. 
Secondly, we will use a Discrete Event Simulation approach as an effective tool 
to assess the efficiency of the current management of this emergency call centre 
and to ask (and answer) some 'what if?' questions to identify possible ways of 
improving their effectiveness. 

Keywords: Emergency Call centre, collaborative Process analysis, Knowledge 
discovery, Process mining, Discrete-Event Simulation, Key Performance 
Indicators 

1   Introduction 

Since 1986 in France, each administrative department has its own Emergency 
Medical Assistance Centre (named SAMU in French) whose 24-hour service able to 
provide assistance for all medical emergencies. SAMU works closely with local 
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public services and emergency teams having skills and facilities suitable to many 
situations.  

Each SAMU has an emergency medical regulation call centre that can be reached 
by dialling 15 or 112. The origins of phone calls are varied: ordinary people, call 
centres of firemen, private general practitioners, public or private medical centres. 
The aim of this centre is to give a suiting answer to the medical problems submitted to 
it as soon as possible. The action to take in a medical emergency depends on the 
degree of urgency, ranging from a simple medical advice to the commitment of the 
Hospital Mobile Intensive Care Units (H-MICU) which are the most potent means of 
action at the disposal of SAMU call centres. 

The processing of the incoming calls may be schematically described as a 
collaborative process involving several stakeholders, as show in Fig. 1. There are 
three kind of human resources devoted to a SAMU call centre to regulate the calls: 1) 
the Medical Regulation Assistant Operator (AO), 2) the Hospital "regulator doctor" a 
regulator doctor (RD), 3) the general practitioners of the health care permanence 
(GP). This collaborative process can be done through four major functions: 1) to 
receive and sort the calls 24 hours a day, 2) to send and coordinate the most suited 
first aid means as soon as possible, 3) to check the availability of hospital beds to 
refer the patients to the most appropriate service depending on his/her pathology, 4) to 
inform the service which will be in charge of the patient for a better welcome.  

 

 

Fig. 1. Operational organisation of the SAMU 81 

According to the statistics announced by the National French SAMU [1], a very 
large number of calls, which currently varies from tens of thousands to several 
million, is processed each year and continues to increase from one year to the other, 
despite constant means.  

While these figures are impressive, the processing of the incoming calls has been 
considered, for too long, of minor importance. The search of better response to the 
patient and better efficiency in the use of resources induces, in France today, to 
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consider this process as crucial for the regulation of emergency medicine. The Speed 
of response between calling 15 and the actual answering of the call has become one of 
the top priorities of a SAMU call centres [2, 3]. Indeed, the effectiveness of the 
response to the incoming calls strongly impacts the quality of service of these centres, 
on which is the main information which the government relies for their funding [4].  

Thus, the improvement of the quality of service in these centres has got an 
increasing interest in these recent years. It is therefore important to highlight that the 
quality of service is tightly related to the means made available to the SAMU and the 
service organization established.  

Hence, our present study is focused on the analysis of the performance of the 
processing incoming calls of such centres with two major aims: 1. To investigate the 
management of a SAMU call centre and assess the efficiency of the current 
management of this emergency call centre regarding to the performance targets 
requested by the French government; 2. To find out some possible ways of improving 
the speed and quality of service offered by SAMU .  

The remainder of this paper is structured as follows: First, in the next section we 
are going to give an overview of our proposed approach to analyse and ascertain 
proposals able to improve the current functioning of emergency call services. This 
approach is based on the sequential combination of two well-known engineering 
techniques. In the third section, we will focus our endeavour on the presentation of 
the two first steps of our proposed approach. These steps lie on the use of process 
mining techniques to obtain meaningful knowledge about the studied collaborative 
processes, relying on real data from a French Emergency Medical Assistance Centre. 
In Section 4, we will present the main results provided by a Discrete Event Simulation 
approach as an effective tool to assess the efficiency of the current management of 
this emergency call centre and discuss some possible ways of improving their 
effectiveness. Finally in section 5, we will conclude and present some future works. 

2   Proposed Approach for Process Reengineering  

The deployment of a process reengineering approach is needed to achieve the two 
objectives mentioned above. Indeed, the aim of process reengineering approach 
according to [5] is rethinking and radical redesign of business processes to achieve 

dramatic improvements in critical, contemporary measures of performance, such as 

cost, quality, service and speed.  
Roughly speaking, the deployment of process reengineering approach involves 

three main stages: 1) the discovering stage which aims to reveal how business 
processes currently operate, 2) the redesigning stage which seeks to find out new 
ways of organizing tasks, organizing people, able to improve efficiency of these 
processes; 3) the implementation stage which takes a close interest on how to 
implement these process changes in an efficient manner. 

Traditionally, for the first stage, the discovery of business process models result 
from a field observation and survey allowing the emergence of knowledge of how the 
process works which in turn will lead to model the As-Is process in formal process 
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modelling language. However, this traditional approach is time-consuming, as it 
implies lengthy discussions with workers, extensive document analysis, careful 
observation of participants, etc. and also it may not provide an accurate picture of 
business processes, Indeed there often are discrepancies between the actual business 
processes and the way they are perceived or described by people [6]. 

As outlined in several works [6–9], Process Mining techniques appear to be an 
appropriate tool for going beyond the drawback of this traditional process discovery 
approach. Indeed, process mining is a promising approach to obtain a better 
understanding about how business process of an organization are currently being 
performed and this by analysing the historical process data recorded in the 
information system of the organization. Consequently, we suggest a new process 
reengineering approach which consists of a synergy of two well-known engineering 
techniques, in consecutive manner: process discovery technique with discrete Event 
Simulation method. In particular, after a period of observation and data gathering, we 
will use a process mining technique to provide an accurate view on the process of the 
regulation of incoming calls and model how it is really executed by analysing the 
historical process data recorded in the information system of the call centre.    

Based on the output of the process mining technique enactment, we will use a 
discrete Event Simulation approach as an effective tool to assess the efficiency of the 
management of the current process and to ask some 'what if?' questions to identify 
possible ways of improving their effectiveness.  

Discrete events simulation is a data-processing tool widely used in industry and by 
the researchers to reproduce the dynamic behaviour of a manufacturing system 
studied [10, 11] in order to subject them to predictive experimentation without risk or 
disturbance of the real life system. More specifically, our proposed approach consists 
of the following four successive steps, shown in Fig. 2:  

 

Fig. 2. Proposed system reengineering approach based on the combination of two well-known 
engineering techniques: Process mining and Simulation. 

1. Data collection and preparation step: it is the starting point of any process 
mining technique. It consists in looking at historical process data and 
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generating a dataset in the form of so-called event logs that can be used as 
input for the process mining step.  

2. Process mining step: the aim of this step is to discover and construct, from the 
generate event logs, the process model of the processing of incoming calls of 
the Medical Assistance Centre. So, the output of this step is the As-is model  

3. Model Transformation step: Following an approach grounded in Model-Driven 
Engineering (MDE), this step aims at generating a computer simulation model 
from the As-Is knowledge model. The resulting model will be executed on the 
selected simulation tool.   

4. Simulation step: It seeks to ascertain and to assess a couple of scenario for 
process improvement regarding to the performance targets requested by the 
French government. The development of the simulation model of our process 
is carried out with the software Witness1. 

It is worth noting that this proposed approach is not limited to analyse and to 
enhance an emergency call centre but could be used for any reengineering process 
needed since a significant time-stamped and valuable data are tracked and closely 
related to the process execution.  

3   The Discovery of the Incoming Call Regulation Process  

3.1 Data Collection and Preparation  

The generation of a representative activity log is the starting point for process mining 
techniques. It is the aim of the data collection and preparation step. It includes 1. 
Searching and extracting useful data about process execution, 2. Structuring and 
cleaning these data (correcting typos, outliers, and missing values); 3. Converting 
these data to the format required by the process mining tool. 

For our case study, the data gathering was undertaken in the emergency medical 
call centre of SAMU 81, located in Albi, France. To identify the relevant data needed 
to be extracted, our method was based on the analysis of the states throughout an 
incoming call with this call centre. Indeed, many time-stamped data can be found in 
the information system of this emergency call centre related to call states updates. The 
main interesting call states for our study are (see Fig. 3):  

• An incoming call state: it is the initial state which corresponds to a call 
initiated by an exterior caller to the SAMU ending up at its private automatic 
branch exchange (PABX). The time of reception of an incoming call is the one 
of the relevant event tracked by the SAMU IT support system. 

• A rejected call state consists of an incoming call that has been automatically 
filtered by SAMU PABX. It could be possibly a number phone among the 
black list of SAMU or rejected automatically beyond a deadline set. 

                                                           
1 http://www.lanner.com/en/witness.cfm 
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• A presented call state is an incoming call on the verge of being handled by an 
operator (AO)  

• A hold call state consists of state which a call has been handled by an operator 
(AO)  

• A lost call state consists of state which a presented call is neither held  

• An answered call state it is the final state which corresponds to a call picked 
up and processed. 

 

Fig. 3. Generate activity log from call and regulate file states 

Although these states are interesting to discover the incoming call regulation 
process, it remains a blur to discover milestones between the moment where the call is 
picked up and the moment where it is hung up. Indeed, a hold call can generate one or 
several movements corresponding to periods of communication on distinct phone line 
services. 

To overcome this issue, we have enriched our dataset by other useful time-stamped 
data related to the emergency regulation file states. In fact, when the AO holds the 
incoming call, he opens a regulation file (RF) and if necessary a medical regulation 
file (MRF), localizes the request and saves the phone number, evaluates the gravity of 
the emergency in differentiating a real emergency from a felt one, transmits the call to 
the regulator doctors. Then, he has to pass the intervention requests on, either after a 
practitioner's regulation or directly (Reflex Departure) during very few cases 
according to the service protocols (sudden death, cardiac arrest, death by hanging…). 
In the IT support system, there also are many data related to the lifecycle of theses 
emergency regulation file, as depicted in Fig.3.   

Once these data have been collected, we conducted a first cleaning which allowed 
us to exclude all outgoing calls-related data and to complete some missing information. 
After we have proceeded to the merger of the two dataset into one log file by linking 
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together information of both dataset that belong to the same process execution . This 
linking is based on the identification of the phone number and the date of creation of 
each regulation file and incoming call and several others data as the line service 
number or the kind of resource (AO, GP, RD) as show in Fig 3.  

3.2   Displaying the Mined Model  

The next step was to run the process mining algorithm within Disco tool2, namely the 
Christian’s Fuzzy miner, to discover the control flow of the incoming call regulation 
process. The resulting mined model is shown in Fig. 4. It is based on the sequence and 
timing of the activities in the generate event log dataset.  

We can see that there are 267 cases which represent the total incoming calls 
covered by the chosen timeframe which corresponds on the most critical day (Sunday). 
We can easy notice that all these cases start with the activity reception call and are 
served according to the first-come first-served discipline. 

 

Fig. 4. The resulting mined model of the incoming call regulation process from the generated 
log file 

The section below presents the statistics deduced from this mined model and in 
relation to the simulation process model 

4   Simulation Model 

4.1   “As-Is” Call Centre Simulation Model 

In this section, we present the "As-is" simulation model built with the information 
discovered from the process mining tool. We decided to focus our simulation study on 

                                                           
2 https://fluxicon.com/disco/ 
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the (AO) Assistant Operator's activities because the performance of the emergency 
call centre is mainly dependent on the answer speed of this resource. The call duration 
of the AO is another KPI we will examine as an outcome of the simulation. The 
development of the simulation model of our process is carried out with the software 
package Witness (see a screenshot on Fig. 5).  

Witness is a general-purpose discrete-event simulation software widely used to 
simulate manufacturing processes. Its simulation engine can however also be used to 
simulate any service or information process. In our study case, there are three 
modules (AO, GP and RD) corresponding to the three resources of the call centre 
(Assistant Operator, General Practitioner and Regulator Doctor). As outlined in the 
mined model, when somebody calls the emergency number, the incoming call is 
buffered in a queue “Queue_AO”. If the AO is available, he picks up his phone to 
answer the call. If the AO is busy, then the incoming call is waiting until the end of 
the process done by the AO. Once a call is held, the AO must open a regulation file 
and Complete information about the patient. After this stage, regarding to the 
evaluated severity, either the AO (1) keeps the call (severity index = 3, not urgent 
call) and only gives some advice to the patient or (2) puts the call in the queue 
"Queue_GP" (severity index = 2, serious call requiring a Regulation process by a 
doctor) or (3) activate a Reflex start of an emergency team with a hospital mobile 
intensive care unit (severity index = 1, life is at risk) if any regulation doctor is not 
available or transfer the call to the queue "Queue_RD" of the RD.  

 

Fig. 5. Simulation model (Witness software tool) 

The speed to answer an incoming call must be as short as possible (less than 30 
sec. is the objective for this kind of service [4]), particularly for severity index =1.  

The simulation study has been carried on the most critical day (Sunday), as it is the 
day when the number of incoming calls is the highest. Fig. 6 illustrates the 
distribution of 267 incoming calls on 48 slots of 30 minutes. As far as the incoming 
call distribution is concerned, the simulation model is based on statistics from data 
collected by the SAMU 81. 
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Fig. 6. Incoming calls profile 

As presented in Table 1, the processing times of the different activities follow a 
uniform distribution and have been established thanks to data collected and the 
outcomes of the process mining step.  

Table 1. Processing times 

Res. Activities Process time (sec.)

ANSWER and SORT OUT UNIFORM(20,50)

COMPLETE regulation file UNIFORM(20,30)

ADVISE UNIFORM(100,140)

R
D REGULATE UNIFORM(300,420)

G
P REGULATE UNIFORM(300,420)

A
O

 

The simulation runs for 24 hours from 00:00 to 24:00. At 00:00, the call centre is 
empty. The statistics are recorded between the 26th and the 263th call after a warm up 
period. Fig. 7 shows the different values of speed to answer time and processing time 
(call duration) for all the calls supported by the AO during 24 hours.  
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Fig. 7. Speed to answer time (red - thin) and AO's processing time (blue -bold) 

Fig. 8 highlights the speed to answer according to severity index (level 1 is for a 
very serious call, level 2 is for an urgent call and level 3 for non-urgent call). In this 
"As-is" process, each call is processed by the AO until the transfer or the end of 
communication, even if another call is in the queue "Queue_AO".  
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Fig. 8. Speed to answer by AO (As-Is) 

Table 2 gives the descriptive statistics for each type of calls according to its 
severity index. We can see that a very serious call (severity index = 1) can wait more 
than 5 minutes whereas the objective is to pick up a call in less than 30 seconds.  

Table 2. Statistics for each severity index of call (As-Is) 

Level 1 

Resuscitation 

- Emergent

Level 2

Urgent - Less 

Urgent

Level 3

Non Urgent
All

82 90 66 238

Mean 00:01:21 00:01:01 00:03:00 00:01:41

Min 00:00:42 00:00:45 00:02:26 00:00:42

Max 00:05:56 00:01:18 00:03:35 00:05:56

Mean 00:00:37 00:00:58 00:00:50 00:00:48

Min 00:00:00 00:00:00 00:00:00 00:00:00

Max 00:05:13 00:05:48 00:07:45 00:07:45

Severity    Index

Number    of    calls    answered    by    AO

Call    duration    by    AO

Speed    to    answer    by    AO

 

4.2   “To-Be” Call Centre Simulation Model 

With the "As-is" rule, all the calls are treated in the same way whatever their severity 
index. Following this work, we want to assess a "To-be" process with a new rule for 
the AO: rather than process a call until its transfer, even if a new call arrived in the 
queue, we propose to put it on hold in order to quickly evaluate the severity index of 
the new call. If the severity index of the new call is smaller than the current one, the 
AO process it until its transfer to RD or GP and then pick up the previous call he was 
processing. 
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Fig. 9. Speed to answer by AO (To-Be) 
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Fig. 9 presents the speed to answer with this "To-be" rule evaluated with the 
simulation and Error! Reference source not found. gives the same statistics as those 
presented for the "As-is" situation in Table 2. In the "As-is" process, the maximum 
waiting time of a very urgent call reached more than 5 minutes (00:5:13).  

With the proposed rule, the maximum waiting time does not exceed 1 min 29 sec. 
while the mean value is 7 seconds (37 seconds with the "As-is"). The speed of answer 
of less urgent calls does not highly increase contrary to not urgent calls.  

To summarize, the simulation study shows that applying this new rule could be the 
first step to improve the performance of this call centre by taking into account an 
incoming call in the queue.  

Table 3: Statistics for each severity index of call (To-Be) 

Level 1 

Resuscitation 

- Emergent

Level 2

Urgent - Less 

Urgent

Level 3

Non Urgent
All

82 90 66 238

Mean 00:01:34 00:01:20 00:04:34 00:02:19

Min 00:00:42 00:00:45 00:02:35 00:00:42

Max 00:05:56 00:04:37 00:11:38 00:11:38

Mean 00:00:07 00:00:17 00:00:17 00:00:14

Min 00:00:00 00:00:00 00:00:00 00:00:00

Max 00:01:29 00:05:31 00:05:26 00:05:31

Severity    Index

Number    of    calls    answered    by    AO

Call    duration    by    AO

Speed    to    answer    by    AO

 

5   Conclusion and Future Work 

In this article, we describe a new approach for reengineering process, based on the 
combination of process mining and discrete-event simulation techniques in 
consecutive manner. We suggest to show the interest of the use of this approach to 
improve the management of an Emergency Call Service. The applying of the process 
mining technique allowed us to discover the control flow of the incoming call 
processing and several others useful figures. The most challenging point was the 
generation of the log file. In addition, the use of Simulation to analyse the "As-is" 
dynamic behaviour of the process allows us to identify weaknesses, to identify and 
implement the best KPI's. Moreover, the main reasons to include simulation in our 
study is to evaluate "To-be" improvements of the current process as optimizing 
business rules, effective staff deployment, etc. 

The future work can be focused on the use of the simulation to optimize the human 
resources in relation with the call centre activity. The timetables and work 
organisation could be considered as control variables. Furthermore, we attend to 
extend our log files by other useful information to cover all the functions of the 
SAMU. 
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