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Abstract

Recently, a subspace fitting approach has been proposeibfation-based finite element model updating. The ap-
proach makes use of subspace-based system identificatiene the extended observability matrix is estimated from
vibration measurements. Finite element model updatingifopmed by correlating the model-based observability
matrix with the estimated one, by using a single set of expental data. Hence, the updated finite element model
only reflects this single test case. However, estimates fribnation measurements are inherently exposed to uncer-
tainty due to unknown excitation, measurement noise antkfitata length. In this paper, a covariance estimation
procedure for the updated model parameters is proposedhhdpagates the data-related covariance to the updated
model parameters by considering a first-order sensitivighgsis. In particular, this propagation is performed tiyio
each iteration step of the updating minimization probleyntaking into account the covariance between the updated
parameters and the data-related quantities. Simulatedtidb signals are used to demonstrate the accuracy and
practicability of the derived expressions. Furthermoreapplication is shown on experimental data of a beam.

Keywords: Stochastic system identification, Subspace fitting, Uadett bounds, Finite element model

1. Introduction

Linear system identification methods are of interest in rma@al engineering for modal analysis. Using output-
only vibration measurements from structures, Operatidhadial Analysis (OMA) has been successfully used as
a complementary technique to the traditional Experimeltadlal Analysis (EMA) methods [1-3]. With methods
originating from stochastic system realization theoryliimear systems, estimates of the modal parameters of gitere
(natural frequencies, damping ratios and observed modeeshaan be obtained from vibration data. Among these
methods, the stochastic subspace identification (SSihigeas [4, 5] identify the system matrices of a state-space

model, from which the modal parameters are retrieved. Sadesmethods are well-suited for the vibration analysis
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of structures in operation, which is due to the fact that thaye excellent theoretical and computational properties,
for instance numerical efficiency and robustness, see@®.d].|

For any system identification method, the estimated paempetre afflicted with variance errors due to finite
data length, unknown excitation and measurement noise.vatignce of the modal parameter estimates is a most
relevant information for assessing their accuracy. It dépen the chosen system identification algorithm. A prattic
approach for the variance estimation of modal parametessieaeloped in [8], where an estimated covariance on the
measurements is propagated to the desired parametersdigeang a sensitivity analysis. The required sensitgiti
are derived analytically through first-order perturbatioory, from the data to the identified parameters, and are th
computed using the system identification estimates. Intf@,covariance computation scheme for the covariance-
driven subspace method (SSI-cov) has been developed, §@] ia fast and memory efficient implementation of the
covariance computation for SSI-cov has been proposed.

The identification of modal parameters or, more generdily,dystem identification results of a structure in op-
eration find an important application in the calibration ofi@nerical model of the investigated structure. Finite
element (FE) models are used e.g. to verify design spedifitatto assess stress fields in structures, to predict-vibra
tion levels under prescribed harmonic excitations, to@eibnormal structural behavior in the context of strudtura
health monitoring [11, 12], and so on. With model updatinchtéques, the parameters of the FE model are cal-
ibrated such that some model properties are close to the ahserved structural properties. Vibration-based FE
model updating techniques [13, 14] identify model paramseby minimizing a cost function involving the identi-
fied and model-based modal parameters (or derived varitiibesof). The involved experimental data are subject
to uncertainties. In a broad sense, these uncertaintiebeafassified into two categories of aleatory (irreducible)
and epistemic (reducible) uncertainties [15]. Aleatorgentainty may result from geometric dimension variability
due to manufacturing tolerances or inherent variabilitynaiterials such as concrete, while epistemic uncertainty is
caused by lack of knowledge (e.g. due to finite number of datapses, undefined measurement noises, unknown
excitations, and so on). These uncertainties can be coerslidetwo ways in model updating. First, the uncertainty of
the updated parameters can be evaluated based on the imgartthe experimental data. Second, the uncertainty of
the experimental data can be taken into account in stochgstiating techniques as suggested in [12]. In this paper,
we consider the first way.

While many FE updating methods analyze the impact of aleatougtural uncertainties on the updated parameters
(see for instance [16]), we consider the problem of evahgathe uncertainty of the updated FE parameters that
result from the uncertainty when estimating parametens fuibration measurements. This statistical uncertainty
falls into the category of epistemic uncertainties sinceeduces as the number of measurements increases. We
consider a recently proposed subspace fitting (SF) approsdhE model updating [17], which is a deterministic
approach closely linked to subspace identification [18].this framework, the model parameters of a coarse FE
mesh are updated in a minimization problem that consist@iretating a FE-based extended observability matrix
with an experimental one that is identified from SSI-cov. cBitthe experimental observability matrix is estimated
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from measured vibration data, it is afflicted with uncertgirin this paper, we propose a covariance analysis of the
structural parameters obtained from the SF approach takio@ccount this uncertainty. The identified observapilit
matrix and its covariance are estimated with SSI-cov [9,ad] propagated to the updated FE parameters by means
of a sensitivity analysis. The expressions of the covadaraf the FE parameters are an original contribution of the
present paper. In particular, we show how the covarianggraiing from the vibration data is propagated through
the iterations of the minimization problem for the solutimithe FE parameters, taking into account the covariance
between the parameter estimate in each iteration and theelated quantities. The derived expressions are vatidat
through Monte Carlo simulations. Notice that the covargarstimation from multiple datasets as in Monte Carlo
simulations is computationally much more demanding [1®npared to the covariance estimation from a single
dataset as in the proposed approach. Also, an applicatittre @pproach on a lab experiment is reported.

The paper is organized as follows. In Section 2, the thezadtiamework of the FE-based SF method is presented.
The covariance expressions of the updated FE model paremagéederived in Section 3. In Section 4, the covariance
estimation procedure is illustrated regarding the vibratiata issued from a numerical model of a beam. Results
are validated with standard deviations obtained from M@delo simulations. Finally, in Section 5, the proposed

method is applied to model updating using experimental dssbeam.

2. SF method for model updating

Model updating has the purpose to calibrate the parameter$-B model such that some model properties are
close to the truly observed structural properties. In tlppsed SF method, the considered quantity for calibragon i
the extended observability matidX of the underlying linear system. The main idea is to coreelain a least squares
sense — the matri@ obtained from experimental data with the ma@#k(@") issued from a FE model of the structure,
whered" € R™ is the vector of structural parameters of the FE model to loatgul.

In this section, the subspace identification method is éhtoed to obtair) from experimental data, and the SF

method, based of andO"(6") for updating the vector of parameta#sis presented.

2.1. Stochastic subspace identification

The vibration behavior of a linear elastic structure, whicbbserved at some sensor positions, can be described

through the following equations [1]

Ma(t) + »a(t) + Ka(t) = v(t),
y(t) = Hqa(t) + Hua(t) + Had(t) + w(b),

(1)

whereM € R™" K € R™" andy € R™" are, respectively, the mass, stiffness and viscous danmpétigcest denotes
continuous timeg € R" is the vector of displacements, ands the number of degrees of freedom (DOFs). Boolean

matriceHq, Hy andH, € R™" localize the DOFs at which displacements, velocities acélacations are measured in



the vectory € R". Finally,v e R" andw € R" are white noise vectors of unmeasured excitation forcesrmasurement
noise, respectively.
Sampling system (1) at discrete time instantskr, wherer is the sampling rate, leads to the discrete-time linear

time-invariant (LTI) state-space model
Xir1 = AXg + Vi,

()

Yk = CXy + W,
wherex, = [q(kr)T q(kr)T]T € R is the state vectoyy € R" is the vector of measurement outputs. Al8og RZ™2"

andC e R™® are state transition and output matrices, respectivepressed by

In

A =exp
-M7K M1y

T] ) C=[Hd—HaM‘1K | Hy-HM1y|. 3)

The vectorsy, € R?" andwy € R" are zero-mean white noise, i.E[v,] = 0 andE[w,] = 0, with covariance matrices

(4]
S
Vp

S" R
whered g is the Kronecker delta. The stochastic process (2) is agstorise stationary, i.eE[xk+1xI] = X whereX

E

€ R?™2" does not depend on time with zero mean, i.eE[x¢] = 0. Also, vx andwy are assumed to be independent
on the actual state, i.€E[xv; ] = 0 andE[xw; ] = 0.

Define the output covariance matfi € R™" as
Ri = E[YieiYi ], )

and the state-output covariance mateix R>™" as
G = E[Xcayil- (6)

The output covariance matric@ can be stacked into a block Hankel matfike R(P*D<a" wherep andg are chosen

such thatin(pr, gr) > 2n, as follows

R R ... Ry
RZ Rg e ﬂq+1
H = ‘ . (7
Rp+1 Rp+2 e Rp+q
The Hankel matrixH has the factorization property [20]
H =0OC, (8)



whereQ € RP*D™>21 andC e R2™I are the extended observability matrix and controllabititgtrix, respectively,

which are given by
C

CA
O=| |. C=|G AG ... AYIG|. (9)

CAP

Notice that the matribO is full column rank [4, 17]. Within the SSI framework [5], astanate/{ of the output

Hankel matrixH can be built fromN + p + g measurements as

ﬁzﬁwwf, (10)
where
Yo Yagr1 . YN+g-1 Yo+1 Y2 oo+ YN4g
. yq.—l Yq yNth—Z L yr- yq'+2 Yq'+3 YNth+1 . (11)
Y1 Y2 ... YN Yogrp+1  Ygips2 .- YN+piq

From (8), it can be readily proved tht andO share the same column space. Hence, an estithafehe extended
observability matrix can be obtained from a Singular Valwee@mposition (SVD) ofi{ and its truncation at the order
2n

Y T Ar 0 I T
H =UAVT = [Ul Uo] ~ U1A1V;, (12)
0 Ao Vg
and thus
O =Uy, (13)

whereA; is the diagonal matrix of therRdominant singular values df{, andU; € R+ i the related matrix
of left singular vectors. While estimateé,(A) of the system matrices and subsequently the modal paresreet

obtained from) in subspace identification, the SF approach requires oelyrtitrixQ in the following.

Remark 1. The LTI state-space syst€8) is defined up to a change of basis. Hence, for any invertiblesfiormation
matrix T, the matrix systems defined (§, A) or (CT, T~XAT) are equivalent and share the same modal parameters
(eigenfrequencies, observed mode shapes and modal dashpivith respective observability matricésor OT.
Thus, any of these state-space systems may be considetizk INwever that the true transformation matflix—

i.e., the one which is considered to express the estimadeim{13) in the basis corresponding {8) — is unknown.

In other words, there exists an unknown maffisuch thaOT is an estimate of in (9).



2.2. FE-based SF method

In many applications, a numerical FE model is available #pgiroximates the vibration behavior of a structure

whose dynamic equilibrium equation is provided by (1)-®)is model yields an analogous equation of motion
M) + 24" (1) + K ") = V().
(14)
y(t) = HGa"(®) + HIG"(®) + Hia"(®) + w"(o),

whereM" e R™" KM e R™" andy" € R™" are, respectively, the mass, stiffness and viscous danmpérigices which
are issued from the FE modeling of the structure, and ther etimables being analogously defined as in (1). The
matricesM", K" andy" depend on a vect@" = [6] 65 --- 61 ]T € R™, which contains the structural parameters that
will be updated.

Similarly as in the previous section, sampling (14) at rateads to a discrete-time state-space model as in (2)

with the system matrices

0 In

AN = exp
—(M h)—lKh —(M h)—lyh

T], ch= [Hg—Hg(Mh)-lKh | HE—HAMM) YN, (15)

which depend on the parametda@?} j- Also, the related extended observability matrix is expeelsby
Ch
chah
oM = P (16)

Ch(AM)P

Finite element mesh

o Inputs v

\\t/\\: * Outputs yp

Figure 1: Vibrating structure (left) and corresponding FEsmdiscretization (right).

When the assumed FE model fits the experimental data perfétiyextended observability matric@8(6")
issued from the FE model ai@estimated from experimental data are equal up to a changesef (see Remark 1),

i.e.0"(6") = OT for some matrixT. Then, both matrices share the same column space. Howkigeis hardly the



case in practice and the vector of paramef@nseeds to be adjusted to satisfy this condition. The key idédnd SF

is to adjust the respective subspace defined@tg") such that
6" = argmin|jo"@") - OTJI2, (17)

where|| - ||r denotes the Frobenius norm.
Assume that the matri®" depends on a few paramet@fs This leads to a minimization problem whose resolution
does not require excessive computational times.

The first step in solving this minimization problem is to exgs the unknown matrik. It is easy to see that
T =0'o"@" (18)

is the minimum-norm solution of the linear least squaredlem (17) for fixedd", whereQ' is the Moore-Penrose
pseudoinverse af. By replacing the expression dfin the original problem (17), the minimization problem take
the following form [21]

6" = argmin||(l (ps1y — 00O (@2 (19)

Using vector notations with the column stacking vectoi@abperator veg}, the minimization problem turns out to
be
h _ H 2
6" = argmin||r||5, (20)

wherer € R2P*DM has the meaning of a residual vector, defined as
r = [120® (I(pray — 00" vec{0"(@")} . (21)

and|| - ||z is the Euclidean vector norm. One of the most popular ana#fealgorithms for solving least squares
problems like (20) is the Gauss-Newton method [22]. The oktis based on a second-order expansion of the
objective function||r||§ about some approximated values of the paraméferand iteration steps so as to find the
local extrema of|r||§. Assuming an initial deterministic parameter vaﬂgethe k—th iteration of the Gauss-Newton
algorithm can be written as

o =6 -7 r« (22)

fork > 1, wheregf = [0, --- 6f ,]" andé_, = [6], , --- 6% ,_,]" are the vectors of structural parameters identified
at iterationk andk — 1of the Gauss-Newton algorithm, respectively. Alsois the residual vector at iteratidn

M= {120 ® (I pray — 00")| vec(O"(@L.,)}.
jfk is the Moore-Penrose pseudoinverse of the Jacobian nyatrix R2(P+DmMxm “namely the derivative afi with

respect to the approximated value9of

jrk = [' n® (l (p+1)y — ééT)] joh,ofk‘_l- (23)
7



In (22), Jon g , is given by

_ | avedoh(™) ovedon(6")}
Torgy, = |2GEN 2o, (24)

A simple way to calculat "eqa‘;'h’("h)}
i

o=, is by numerical differentiation using the central diffecertheorem [23]

dvedon(6")}

h ‘0“=9'1 Y
ad! 2860,

|vec{0"@}_, + 6i6f_,)} - vec{0"@f_, - 516k 1)}], (25)

whereéjt‘)'k‘_1 € R™ is a vector whose components are zero, except foj-ttie component which is equal ﬁﬂ?k_l.

2.3. Mode-based approach

Notice that the computation of the minimization problem &@ncumbersome even though a reduced set of pa-
rameter®" is involved, which is explained by the fact that the size &f thatrixO"(8") is usually large. To solve this
issue, a model reduction technique is employed which mase®fithe concept of reduced mode expansion. In this
framework, the vector of nodal displacemeqtf the FE mesh of the structure is expressed in terms of maajgesh

vectors{qﬁ?}j. These are solutions of the following generalized eigebigr
K¢ = (w])’M"g", (26)

where{w*j‘},- are to be understood as the eigenpulsations of the vibrstiingture. The reduced mode expansion hence
consists in expressing the vector of nodal displacengghtsing a reduced set of mode shape veqﬁ?}sjzl...n, which

is extracted from the full se{tb?}jzl,.“,n, i.e.,{g?)?}j:l,.mr c {q)*j‘},-:l,...,n wheren, < n. The reduced mode expansion is
expressed as follows

' ~ > de = 8", 27)
-1

where({}; have the meaning of generalized coordinates; adoandh(t) are expressed ab" = [} - J):] and
a"(t) = [a7(t)--- &b (1)]". As aresult, a reduced extended observability ma¥fi@"), having a size of g + 1)r x 2n;,

can be expressed as

GhAN
oreh=| | (28)
Ch(AN)P
whereAM and C" are matrices whose determination involves projecting #wisd-order differential equation (14)
onto the reduced bas{@?}j through Galerkin procedure. This is done by left multiptyithis equation by(i)h)T
and invoking the orthogonality properties of the mode shagztors — i.e., ®)TM"®" = | and @")TK"®" =

diag{(&)';)z}j — as well as the fact that the matri«i)?)Tyh(ﬁh is assumed to be diagonal. As a result, one has

§"(t) + diagl22a);G" (1) + diagl(@)?);6"() = (1), (29)

8



where the parameteré';}j denote modal damping ratios. Expressions of the matAfendCh in the corresponding

discrete-time state-space model follow as

0 I

Al = exp .
~diag{(@;")?); -diag{2£]ah);

T], ch= [Hgdnh— Hg&)hdiag{(&';)z}j | Hh®" - HQ&)“diag{zg';a)f;}j .
(30)

By considering Egs. (16) and (28), the minimization problervolving the reduced extended observability matrix

(5“(0“) can be expressed as

" = argmin|[f|13, (31)

where

= [120 ® (pray - 00N vec|O"@} (32)

Similarly as in (22), the Gauss-Newton iteration is definged a
~h ~h ~
O =01 — T; T (33)

where the residudl, writes as
= [lznr ® (I (psay — ééT)] vec{éh(éz_l)}. (34)

It is understood that the parametéFsare almost equal to those involved in the original mininmi@aproblem (20),

i.e.,@h ~ @". For simplicity of notation, only" instead of" is used in the following, neglecting the tilde sign.

3. Uncertainty quantification

Analyzing the statistical uncertainty of identified pardems is mandatory to assess the quality of the estimates
from the data. When estimated from a finite number of data sssnplot the “true” parameters of the system are
obtained, but estimates that are naturally subject to veei@rrors depending on the data and the estimation method,
due to unknown noise inputs, measurement noise and finikel elagth.

A variance analysis of the system matrices obtained frorohststic subspace identification has been made in
[9, 10] by computing a sample covariance that is closelydihto the measurements and propagating it to the system
matrices through a sensitivity analysis. In this sectibe,uariance analysis of the updated structural parameters f
the FE-based SF method of the previous section is made.

The following notation is used. Lét be a matrix-valued function of. Expression of its covariance follows from

a Taylor approximation
vedY(X)} ~ vedY(X)} + JyxvedX - X} = cov(Y(X)) ~ TyxExTvx- (35)

where Jyx is the sensitivity matrix, defined hyyx = dvedY(X)}/ovedX}. A consistent estimate is obtained by

replacing, in the sensitivity matrix, the theoretical wdliesX with consistent estimate% issued from data. Using

9



delta notation, theoretical first-order perturbationsdetned, yielding
vedAY} = JyxvedAX}. (36)

Using this relationship, a perturbatiaw:( of the Hankel matrix is propagated towards the observability matrix
O and ultimately the structural parameters through the Ghlesgion algorithm to obtain the respective sensitivity
matrices. Together with a sample covariaige of the Hankel matrix, which can be easily computed on the mea-
surements, the covariance of the structural parametetstasned through (35). Since the output-covariances of the
data and the Hankel matrix estimate are asymptotically SangforN — oo) [24], the statistical delta method en-
sures that each variable in the computation chain — dowretdéisired structural parameters — is also asymptotically
Gaussian [25], and that the respective covariance estim&ig. (35) is exact foN — co.

The expressions of the covariances of the Hankel matrix asdreability matrix have been derived in past works

[8, 9] and are recalled here for the sake of clarity.

3.1. Covariance of the Hankel matrix

The derivation of an estimate of the covariance of the Hamlalix, namerE(H, is achieved by splitting the data

matrices¥* andY~ in (11) intony, blocks, as follows
e R B L7 PR (37)
For each pair of sub—matrice.y{, yj-), the corresponding Hankel matﬂ;(,- can be estimated as in Eqg. (10) as
Hj = Nib%*(yj‘)T, (38)
whereNp = N/n,. As a resultﬂ:( = (1/np) ZTil 7311- and the estimaté«H is given by

1

.
Np(np — 1) '

Sy = Z (veqf{j} - veqf{}) (vec{f{,-} - vec{ﬁ}) (39)
=t

3.2. Covariance of the observability matrix
A perturbationA of the Hankel matrix is propagated towards the observshbitiatrix. In order to obtaimO
from an estimate oD (see Eq. (13)), the sensitivities of the left singular vestd, (see Eq. (13)) are to be derived,

as follows [10]

B1C1
vec(AUs} = Ju,x VedAH} =| ©  |vedA%), (40)
BonCon
where 4
- v [0 - 0. ~n
Bi _ |(p+1)r + ﬂ@i & M 1(p+1)r ﬂz)i ’ Di _ |qr + qr—1,(p+1)r _ w (41)
i i u’ o 2v! i

10



and
Ci = i (I(p+1)r - Uiu;r)(v;r ® I(p+1)r) ’ (42)
7i (lqr - ViViT)(l ar ® U|T)
whereu; andv; stand for tha—th left and right singular vectors, respectively. Then, atingate of the covariance
matrix of O can be derived from (35) as

S0 = JurEnT Y u- (43)

3.3. Covariance matrix of the structural parameters

The purpose of the present section is to link the parametaurpationAOE with the perturbation of the observ-
ability matrix. The main result is that
A8} = MvedAO), (44)

where M, e Rm<2(p+1r |t js defined iteratively by
Mic= Mica = (Ff ® 1) LNk — T} Qi (45)

where Mo = On, 2n(p+1yr,» While matricesLy, Nx and@y will be detailed in the following. Hence, an estimate of the
covariance matrix 002 is given by
S = MEoMy, (46)

Whereioﬂ is the parameter covariance matrix for #eth iteration.
In a constructive proof, relation (44) is derived by indoati Obviously, (44) holds fok = 0, sinceAd! = 0, due

to the deterministic nature of the initial value. Then, fdixad k with k > 1, assume that (44) holds fhr 1, i.e.
A8}, = Mi1vedAO), (47)

and the relation (44) fdk is proved as follows.

The starting point is to consider a perturbation on the fitena!! = GE_l - j;krk in (33). Separating zeroth- and

first-order terms and using the fact that 8B} = (B” ® I ,)vedA} for any matricedA € R*® andB e RP*° [26], this
yields
NG = ABY_; — (P} @ I, VedAT] } - T Ay (48)

From Appendix B, both vectors verj;k} andAfy can be written in terms of vqmé} as

vedAJ} ) = LiNwedAO), (49)
AFy = QvedAO), (50)

where

11



e Following the calculations in Appendix B witk = (5“(0',271) andY = fy, Qx is expressed by
Q= - [(é“'éh(oﬂ,l))T ® (p+1)r] - [(éh(oﬂ,l))T ® é] K + 120, ® (pery ~ 00N Ty Mica.  (51)
wherejéh’ez_1 is defined as in (24) and matriK satisfies veméf} = (I(vec{Aé} with
K = {-[(00")" ® (0T0)™] + [l (pray ® (OTO) 11Ppsryan — [(ON) ® O] (52)
following from Appendix A with permutation matri® .1y 2n defined in (A.3).
o Matrix £ satisfies ve@\7; } = LivedAJr,} with
L= {-[(T7T5)" @ (T7.T7) 1 + Daenm, @ (T5.T5) TP tynem — [(T3)T © T{ ] (53)
following from Appendix A.

o Matrix Ny satisfies ve\J7,} = NivedAO} with

Ne=| 1, (54)

Nnh,k

whereN; s derived from Appendix B witlX = 77 ,whereJs, ,, € R(P+1r<2n js sych that VTS, )=

Yik-1 jk-1

Jéhﬂ?k?l, andY = [lzn, ® (I (pray — (5(5*)] j@hﬂ?kil being thej—th column of Jt, as in (23). It follows

h gh
Hle1

~ T T ~ ~ A
Niwe== [(OW San) @ '(p*l’r] } [(j s © O] Kot[lon @iy ~000] Ty, Micr (59)

Matrix J° T s satisfies vemj(’ghﬂquk 1} =9 T ’92_1vec{A0[2_1} and is obtained by numerical differentia-
Rl K= Fik-1

k-1
tion similar to (25).

Finally, introducing Egs. (47), (49) and (50) into Eq. (48)yes the assertion for the perturbation on the parameter
at iterationk in (44) with My defined as in Eq. (45). The estimate of the covariance mdtthecstructural parameters

iaﬂ (see Eg. (46)) can thus be obtained for kh¢h iteration of the Gauss-Newton algorithm.

4. Numerical validation

4.1. Introduction

The proposed approach is used to estimate the variancemefre@chanical parameters of a vibrating cantilever
beam whose measurement data result from a fine FE mesh witinketwaracteristics, see Figure 2. The character-

istics of the beam are: length ofrl cross-section of .0249n x 0.0053n, Young's modulus of 208 Pa, density of
12



7,850kg/m? and Poisson’s ratio of.8. The damping matrix is defined so that M + 10°°K, whereM andK are
the mass and stiffness matrices of the beam. The refereneaeSE is composed of 3D tetrahedral elements with

three DOFs per node and containS@ DOFs, see Figure 2. The eigenfrequencies of the 3D FE aeareported in

Table 1. The output data (vectgy) refer to the transverse displacement of the structurelwisicecorded by means

Yk

Embedded face

e e

e =0.0053m [T
-
I = 0.0249m

Figure 2: 3D FE model of the beam.

of one displacement sensor located mtftom the clamped end. The sampling frequency used for mig@stirese

data is 1280Hz and the number of sampleshis= 12,800. A Gaussian random noise is added to the output with a

signal to noise ratio of 20B.

3D beam 1D beam

E = 160GPa E=20021GPa
Mode f[HZ] f [HZ] Err [%] f[HZ]  Err[%]
1 43293 38653 1072 43238 013

2 271280 242241 1070 270975 011

3 759513 678433 1066 758907 008
4 1488102 1330385 1060 1488193 001

5 2439611 22667 1045 2463943 018

6 3673624 3290845 1017 3691267 048

7 5129839 4629843 975 5179027 Q96

Table 1: Comparison between the eigenfrequencies of the 3BeBE and those of the updated 1D model.

4.2. Young's modulus updating and standard deviation egtim
The FE-based SF approach and uncertainties quantificatdnaestigated. In this framework, a coarse FE mesh
based on the Euler-Bernoulli beam theory is considered asrsin Figure 3. This mesh is made up of 10 Euler-

13



Bernoulli beam elements of same length with six DOFs per nddea result, this coarse FE mesh contains 60

DOFs, which appears to be small compared to the number of D& to discretize the 3D structure. The number
of DOFs involved can be further reduced by considering thdeheeduction strategy depicted in Section 2.3. In this
framework, a reduced number of modes are used to descrilulytizenic behavior of the 1D beam. The manner by

which these modes are selected follows from the procedysiaieed in [27], which yields. = 7 modes.

L=1m

Figure 3: Coarse 1D FE mesh of the beam

The issue here consists in updating the Young's modulus -elyad — of the coarse 1D FE model, which is

assumed to be unknown. This yields a single-parameter Simimation problem, as follows
E=argmirf|3  where ¥ =iz, ® (I(peay — OO")] vec{O"(E)} (56)

whereO" is the observability matrix issued from the 1D FE model of leam (Figure 3). To solve Eq. (56), the
algorithm procedure depicted in Section 2 can be easilyémphted using MATLAE wherep = 50 and 2, = 14.

In order to validate the proposed method, a comparison iemitthi Monte-Carlo simulations [28], where a large
numbern, of output-only datasets are generated from random exmitatFor each dataset, the paramdgék (i =
1,...,ng), is computed with the SF approach, see Section 2. From thuf gkentified parameters, the sample standard
deviation can be directly evaluated. Monte-Carlo simalatis the most accurate method but is computationally
expensive, i.e., it can be impracticable for experimenpgliaations. Hence, a set af = 1,000 output signals are
obtained by applying random state and input noises to theBbdam. The minimization problem (56) is solved for
each set of output signals, leading t600 values of the Young's modulus.

The sample mean of the updated values of the Young’s modaitrsi Monte-Carlo simulations — namefy =
1/ne 3., E® —, which results from an initial valug = 160G Pa, is found to beE = 20021G Paafter 20 iterations as
shown in Figure 4. The eigenfrequencies of the 1D beam, wigishlt from the initial and updated Young's modulus,
are reported in Table 1 and compared with those of the refergd model.

From the uncertainty quantification method described irti&e@8, the standard deviation of Young’s modulus for

(U] Eal
O-E,S E= \ZEO, (57)

14

each dataset can be estimated by
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Figure 4: Young's modulus distribution obtained from Mo&terlo simulations.

whereZgq is the estimate of the variance of the Young’s modulus eséithfiom datasdt see Eq. (46). Itis evaluated
by using the procedure explained in Section 3, whgre 100, and its mean is found to btfsp = 0.53GPaat the
last iteration of the Gauss-Newton procedure. This valumilshbe close to the sample standard deviation of the

Young'’s modulus obtained from the Monte-Carlo simulatjomiich is given by

1 &
OMCSF = J 1 Z(E(') -E), (58)

Ne— 14

and is found to bej s = 0.61GPa Indeed, this value is close to the estimated standardtitaviaith the proposed
method. The difference may be explained by the approximatfdhe covariance estimation in (35), which is getting
more precise when the number of sampiem the datasets increases. In fadt= 12,800 for a sampling frequency
of 1,280Hz may be relatively low for convergence.

The distribution of the estimated standard deviations efbung’s modulus in (57) is displayed in Figure 5. The
sample standard deviation of the estimated standard dmsatan be computed from the Monte-Carlo simulations
and is found to be-(riSF = 0.13GPa This represents about 25% of the estimated standard aevish other words,
the estimation error on the standard deviation from a sidgtaset is about 25%, which is a reasonable value for a

second-order statistic.

15



70

Count
w NN
© 9

10 1

3 4 5 6 7 8 9 10

. E 8
Standard deviation GA,SF [Pa] x 10

Figure 5: Distribution of the variance of the Young's modulus

Furthermore, considering thé&tis the only unknown parameter of the FE model, the standarititens of the
eigenfrequencies — namelf}, — can be obtained from the estimate of the variance of the §sunodulus as (see
Eqg. (36))

if, = Jf,-,EiEjij,E, (59)
where
of;
jfj,E = E (60)

Their means are displayed in Table 2. In comparison, the kastandard deviations of the eigenfrequencies can be

obtained from the Monte-Carlo simulations as

n, n,
f 1 &5 o + 1&g
Twos > J Ne—1 2 l(fj(l) -0 fi= 2 4 . (61)
i= j=

They are reported in Table 2. It can be seen that the uncrtadnds obtained from the proposed approach are close

to those provided by Monte-Carlo simulations, as expected.
Notice that the mean of the CPU time involved to solve the mination problem (56) and to calculate the estimate

of the standard deviation of the Young’s modulus is256, which appears to be quite reasonable. Within the Monte

16



Carlo framework, the CPU time involved to solve th8d0 minimization problems is 1842s, which is significantly

higher than that of the proposed approach.

£0) 0
mode frequencyl o,gr  oycs

1 43238 00058 00066
2 270975 00361 00416
3 758907 01011 01165
4 1488193 01983 02285
5
6
7

2463943 03283 03783
3691267 04918 (05668
5179027 06900 (07952

Table 2: Standard deviation of the eigenfrequencies.

Figure 6: Experimental set-up of the beam.
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5. Experimental application

An application on a real experimental beam is carried outvestigate further the accuracy of the uncertainty
estimation. The experimental structure is shown in Figyneih dimensions which are similar to those depicted in
Section 4. The density, Poisson’s ratio and damping of thetstre are supposed to be known. The excitation is a
random noise which is generated by a shaker locatecbetridrom the clamped end. The output data are recorded
through a mono-axial accelerometer located on the free et doeam.

Output data are sampled at a rate of/&8Hz. The number of samples is set to He= 496000, which results
in a measurement time of approximatelyslB\fterwards, the data are filtered with a low-pass filter wéthbut-off
frequency of 30Blzand resampled at 5H2, which reduced the number of sampled\tea= 7750. The pre-processed
data are used to update the Young’s modulus of the 1D FE besarH{gure 3), which is unknown. The parameters
used in the updating procedure gre- 20,n = 8 andn, = 100.

As awhole, 70 runs are conducted in order to estimate 70 valithe Young’'s modulus by means of the proposed
approach. The mean of the updated values of the Young’s msdwhich results from an initial gue&s= 160G Pa,
is found to beE = 18850G Paafter 30 iterations as shown in Figure 7. The mean of the atandeviation is found
to bezy s = 0.13GPa

X 10ll

1.9

1.85

18

1.75

1.7

Young’'s modulus [Pa]

5 10 15 20
Iteration

Figure 7: Overview of the iterative updating procedurearding the Young’s modulus of the experimental beam.

Again, the Monte-Carlo procedure is carried out in orderalidate the proposed approach. The sample standard
deviation of the Young's modulus is computed from the 70neations and it is found to bef,. s = 0.15GPa see
Figure 8. As expected, this value appears to be closelydimkth the standard deviation issued from the proposed

approach.
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Figure 8: Young's modulus distribution obtained from Mofterlo simulations.

6. Concluding remarks

In this paper, a theoretical framework has been proposeddantiy the variance in a SF model updating proce-
dure. In this framework, a strategy has been proposed talesdccovariance estimates when updating the parameters
of a FE model from measurement data. The proposed methodelassbiccessfully validated through Monte Carlo
experiments conducted on numerical and experimental heltithas been shown that the variance estimates result-
ing from the proposed method are in good agreement with tlessdting from sample statistics of the Monte Carlo
procedure.

Variance estimation procedures have already been dewkfopsubspace methods. Such works only addressed
the simpler case of global system identification algorithinghe current paper, first variance results were obtained
for the case of iterative optimization algorithms. It is aising approach that could be applied to other algorithms
based on Gauss-Newton optimizations such as maximumHhikadi approaches.

Every uncertainty quantification scheme aims at obtainimggttainty information based on prior information and
collected measurements. In a Bayesian model updating €chem.g. outlined in [12], the prior information, i.e. the
non-calibrated FE model parameters, are considered tademavariables with a given probability distribution, and
the final uncertainty is derived in a likelihood frameworksbd on the Bayes formula in a direct computation. In
the proposed approach, only the uncertainty related to #ssarement data is considered, which does not require
prior information about the FE parameters as in the Baydstamework. The estimated parameters issued from SSI
methods follow an asymptotically Gaussian distributiofl][2eading to an asymptotically Gaussian distribution of
the updated FE model parameters. Then, a prior Gaussiaitdigin of the initial FE model parameters could easily

be incorporated in the proposed approach.
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The impact of uncertainties still constitutes an open andlichallenge in FE model updating. Future works may
involve incorporating the parameter covariance matrixeaath iteration of the FE-based SF identification algorithm,

in order to regularize the procedure.

Appendix A. Vectorization of Moore-Penrose pseudoinverse atrix perturbation

Consider a matriX € R which is assumed to be full column rank. Then the Moore-Panpseudoinversé
of X is expressed as
X' = (XTX) "X, (A.1)

The first-order perturbation ot" writes
AXT = A [(xTx)‘l] X7+ (XTX) " AXT
= —(XTX)TAXTXXT = XTAXX T + (XTX)™1AXT,

using the relatiol\[Y 1] = =Y ~tA[Y]Y 1 for invertible matrixY = XTX. Then, the vectorization X" is obtained
as
vedAX T} = —[(XXN)T @ (XTX) vecAX T} — [(XT)T @ X vec|AX} + [Ia ® (XTX) vecAXT} (A.2)

Define the permutation matriR,, such that [9, 10]
vedX '} = PapvedX). (A.3)
Hence:
vedAX'} = ({=[(XX )T ® (XTX) ™ + [la® (XTX) }Pap — [(XT)T & X']) vedAX} (A.4)
Appendix B. Perturbation of Y = [l 2, ® (I (p+2)r — OOT)]ved X}

Consider the relation
Y = [l2n, ® (I(ps2y — OO veciX} (B.1)

whereX € R(P+Drx2n O andX are afflicted with uncertainties, and assume
vedAX} = Ty g A6y ;. (B.2)

The goal is to derive the relationship between{xet} and ve¢AO).
From (B.1) it follows

AY = —[l2n, ® (A[OOIveciX) + [12n, ® (Ips2yr — OOT)vedAX ). (B.3)
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e The first term in Eq. (B.3) can be developed as
[12n, ® (A[OOT)IvectX} = [12n, ® AOO Vec(X} + [12n, ® OAO vec(X} (B.4)
where

— by using the relationl g, ® AB)vedC} = ((BC)" ® I (pr1yr)vedA}, whereA € R+ B ¢ R20(p+ir
andC e R+ [26]

(120, ® AOOIveciX} = [(OTX)T ® I (ps1y JveciAO) (B.5)
— by using the relationl g, ® AB)vedC} = (CT ® A)vedB}
[12n, ® OAO vec(X} = (XT ® O)vedAOT} (B.6)

From Eq. (A.4) it comes that

vedAO'} = K vedAO), (B.7)
where
K = {-[(O0N)T ® (0T0)™ + [l pe1y ® (OTO) 1P (prryn - [(OT) ® O']. (B.8)
Eq. (B.6) is then formulated as
[12n, ® OAO vec(X} = (XT ® O)KvedAD). (B.9)

e Using Eq. (B.2), the second term in Eq. (B.3) can be develased
[12n, & (I (pe1y — OO")vedlAX) = [I2n, ® (1 pray — OO )Ty gn AB ;. (B.10)

By using Eq. (47), i.e.,
AB)_, = My1vec|AD), (B.11)

Eq. (B.10) is rewritten as
[12n ® (I (pr2y — O0")vedAX} = [I2n, ® (I(pray — OO Ty gy M- 1vec{AO) (B.12)
By introducing Egs. (B.4), (B.5), (B.9) and (B.12) in Eq. 8R.the relation between vetY} and ve¢AO) writes as
AY = Jy 5vedAO), (B.13)
where

Ty =10 X) @1 (piay] = [XT @ OIK + [I2n, & (I psay — OO Ty gy Mic1. (B.14)
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