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Abstract. Function creep, i.e. when the purpose specification principle is 

breached, is a major challenge for  personal data processing operations. This is 

especially a clear risk in the field of Identity Management when biometric data 

are deployed. The concept of privacy by design, set forth in  the data protection 

reform, could, in principle, contribute to mitigating function creep. An imple-

mentation is discussed hereunder in relation to Automated Border Control 

(‘ABC’). 

 

Keywords: function creep; automated border control, ABC, identity manage-

ment, biometric data, privacy by design, automated erasure, attribute based cre-

dentials, pseudo-identities  

1 Introduction 

In the era of globalization, mobility becomes fast and easy. People on touristic or 

professional travels flood airports, which becomes a challenge for border authorities. 

Automated Border Control is proposed by some as a solution. While there is no for-

mal definition yet, ABC is understood as an automated system which performs sever-

al border control functions: travel document authentication, verification that the trav-

eller is the rightful holder of this document, database checks, and automated verifica-

tion that the entry conditions are fulfilled (FRONTEX, 2012) (European Commission, 

2013). 

ABC represents a new concept and trend in the technologies for external border 

control in the EU. External border control refers to the entry and exit checks carried 

out at the external borders of the Schengen Member States
1
  (e.g. when one travels 

between Poland and Costa Rica), as the internal checks between the Schengen States 

have been abolished (e.g. between France and Germany). ABC in the EU is designed 

for people traveling internationally, which means crossing the external borders of the 

                                                           
1 All EU Member States, except the UK, Ireland, Bulgaria, Romania, Cyprus, Croatia, but 

including 4 non-EU Member States: Iceland, Norway, Liechtenstein and Switzerland. 



EU. External borders can be Schengen borders but  also some EU non-Schengen bor-

ders, e.g. UK. While national ABCs are different from one another and are currently 

primarily used by EU/EEA/CH citizens, proposals are being made to allow certain 

Third-Country Nationals to use it as well (see Smart Borders Package). Thus, the 

future might bring an increasing number of travellers from all over the world using 

ABC. 

At the same time, the amount of existing and available data has globally exploded. 

This amount of data is often too big to be traditionally managed and from this factor 

the notion of Big Data emerged. Viktor Mayer-Schöneberger and Kenneth Cukier 

describe Big Data as “things one can do at a large scale that cannot be done at a 

smaller scale” which could change the relationship between citizens and governments 

(Mayer-Schöneberger & Cukier, 2013). What is special about this, is that Big Data is 

the “technique to mine relevant patterns from stored or even streaming data” (Hilde-

brandt, 2013). A common criticism with regard to big data is that much information is 

collected to the largest possible amount whereas the patterns emerging from it will 

determine how data will be used later (Andrejevic, 2014). The use of big data analyt-

ics can bring a lot of advantages, since their claimed main potential is ”the ability to 

uncover new purposes in the data which may create a win-win situation” (Hilde-

brandt, 2013). However, Big Data might also give rise to  function creep,  as it might 

enable data processing activities for purposes not foreseen when the data was initially 

collected.  

In such a context and taking into account the opportunities that emerging technolo-

gies, such as ABC, are able to offer, traveller data is often of interest for law enforce-

ment. Even though crossing the border is related to the protection of public and na-

tional security, the act of crossing a border is not registered and is not a criminal act 

per se. Thus, in general, the processing of personal data in a border control context 

and subsequently by ABC falls within the Directive 95/46/EC  soon to be replaced by 

the proposed General Data Protection Regulation.
2
 Therefore, the purpose specifica-

tion principle of article 6(1) b of the Directive applies and has to be considered in the 

case of ABC. Hence, the purpose should be clearly defined and personal data, espe-

cially biometric data, when used, for example for border control purposes, should not 

be further processed in ways incompatible with those purposes. 

The same Directive 95/46/EC  provides in article 13 for derogations on different 

grounds that provide the possibility to deviate from the principle of purpose specifica-

tion, for example, in case of the prevention of criminal offences, national and public 

security on a case-by-case basis and when safeguards are put in place.   

In this paper, we first examine ABC as an identity management application and its 

risks. We present the specificities of ABC as a new trend in border control, and we 

dive into the concept and factors that trigger function creep (Section 2). Later on, we 

explore the potential of the concept of Privacy by Design to present some measures 

for privacy-preserving. ABC, by proposing certain  privacy enhancing technologies as 

                                                           
2  The data processed by the Schengen Information System II (Council Decision 

2007/533/JHA) on wanted persons and objects, consulted occasionally when EU/EEA/CH 

cross external borders of the EU, is not subject to Directive 95/46/EC. 



viable technical applications (Section 3). Finally, we conclude that Privacy by Design 

is an approach which certainly offers many advantages but that the peculiarities of 

certain applications, such as ABC, require particular attention and further specifica-

tions (Section 4).   

2 From manual to Automated Border Control: new trend, new 

challenges  

2.1 ABC as a new trend in border control 

The number of e-Gates
3
 and national ABC programmes throughout the EU has 

been growing  (e.g. No-Q and PRIVIUM in the Netherlands; PARAFE in France).
4
 

Depending on the national implementation, some systems rely on prior registration 

into a programme. Other systems do not require a prior registration and they are based 

on verification of the facial or fingerprint image against the chip of the EU biometric 

passport. 

Currently, border checks are regulated by the Schengen Borders Code (SBC). The 

SBC, however, does not constitute a sufficient legal basis for ABC, as it regulates the 

process as carried out by border guards, not by self-service e-Gates (article 7 and 15 

SBC). To solve the problem of the missing  legal basis, national authorities either 

amended their national laws or used article 7 of Directive 95/46/EC. Those national 

ABC programmes that rely on consent (article 7 a), must ensure that consent is in-

formed and freely given (article 2 h). Travellers must be informed about how, why 

and by whom their data are going to be processed and how they can exercise their 

rights as data subjects. In addition, consent implies a voluntary act, which requires the 

existence of a viable alternative  (Art. 29 WP, 2012), i.e. a real opportunity to choose 

between ABC and manual border control.   

We will examine the case of automation of the manual border checks for 

EU/EEA/CH citizens; in case of Third-Country Nationals the process is more com-

plex. 

                                                           
3  Although the e-Gates in the EU differ in their design and functionality, in general terms  

they refer to an electronic gate where the border control check is carried out in a self-service 

manner by the travellers themselves. Normally it is equipped with a travel document reading 

device and a device for biometric scanning and verification or identification and is connect-

ed to the relevant background systems (e.g. for wanted individuals, such as the Schengen In-

formation System II). 

4  The enumerated programmes are national ABC programmes introduced by the individual 

Member States and exemplify different implementations of ABC. While both PRIVIUM and 

PARAFE require a prior registration, in the case of PRIVIUM the biometric data (iris) is 

stored on a smart card, while in PARAFE the biometrics (fingerprints) are stored on a cen-

tral database (French citizens do not need to register). No-Q, on the other hand, does not re-

quire pre-registration. 



2.2 ABC as Identity Management Application 

Identity management at the Schengen borders raises the issue of trust. The Schengen 

Member States must ensure that the used token(s) and identifier(s) to claim/verify 

traveller identity are reliable, and not fake, forged, or stolen. Passports are in general 

considered to provide reliable identification although they can still be counterfeit or 

forged. In order to maintain this high level of trust between Schengen Member States, 

ABC proponents propose biometric processing for verification and/or identification 

purposes, as biometrics are considered to be a reliable link between travellers and 

their travel documents or the biometric data stored on a database for registered travel-

lers. Biometric-based ABC hence changes the nature of identity management at bor-

ders, e.g. the method of registration and authentication. This raises privacy and data 

protection concerns as will be examined below.  

The border control process can be split in the several steps of an Identity Manage-

ment process. While there are numerous approaches to Identity Management, the two 

basic steps are always registration and authentication.
5
  

 

Registration. The first step is the enrolment/registration. In case of border crossing 

the identity provider is the national issuing governmental authority of the traveller’s 

home country. This authority verifies that the traveller is registered as citizen and 

issues a token (usually a passport). In addition to personal information like nationality 

and name, the passport contains a facial image of the person and his/her fingerprints 

as identifiers on the chip of the passport. These tokens can be used for both manual 

and automated border control, but in the case of a Registered Traveller Programme 

(“RTP”), a separate pre-registration is necessary to use the system.
6
 Currently, there 

are different national implementations of RTPs across the EU and the processes are 

not harmonized (e.g. PARAFE in France and PRIVIUM in the Netherlands). General-

ly, for registration in RTPs, first the identity of the traveller needs to be verified with 

the passport. Then it is examined that the traveller fulfils the entry requirements. Af-

terwards the identity is registered in the database and linked to the biometric identifi-

ers of the traveller. These biometric identifiers could be stored either on a central 

database (e.g. PARAFE) or on a separate token, like a card (e.g. PRIVIUM). 

 

                                                           
5 For example: OECD, Digital Identity Management: Enabling Innovation and Trust in the 

Internet Economy, 2011, describes registration, authorization, authentication, access control 

and revocation as IdM processes. A. Jøsang divides IdM in the Registration -, Operation - 

and Termination phase: Identity management and trusted interaction in Internet and mobile 

computing, IET Information Security, 2014, 8/2, p. 71.  

6 For example, the European Commission has tabled a proposal for a Registered Traveller 

Programme that would apply to some Third Country Nationals, who fulfill certain 

requirements. It is part of the Smart Borders Package, which is currently subject to a 

feasibility test (study and pilot). As it concerns Third Country Nationals and not 

EU/EEA/CH citizens, the proposal is outside the scope of this paper. See Proposal for a 

Regulation of the European Parliament and of the Council establishing a Registered 

Traveller Programme, COM (2013) 97 final, Brussels, 28.2.2013. 



Authentication. Authentication is the process of verifying the claimed identity of a 

user (OECD, 2007). Border control in general seeks to address three issues: whether 

the passport (1)  is valid and authentic,  (2) has not been stolen, lost or misappropriat-

ed (and therefore has been revoked), and (3) that it belongs to the person presenting it 

(Article 7(2) SBC). In order to establish the link between the person presenting the 

identifier and the identifier itself, sometimes an additional verifier is used. A verifier 

is an attribute which is somehow hard to produce or a secret between the system and 

the user  (Wayman, 2008). In ABC biometrics are used as verifier or identifier as it is 

claimed to be more secure and trusted.  

The ABC systems which do not make use of pre-registration can only make use of 

biometric data already included in the travel document. Usually this is done with a 1:1 

comparison, comparing, for example the face of the traveller automatically against the 

data in the passport. Since the verification is done by comparing the information on 

the chip of the passport, in principle no registration or data base of the biometric data 

is needed. But the possibility that the information presented is retained after automat-

ed verification to build a database or the information is to be checked with other data-

bases cannot be ruled out, unless appropriate measures are taken to prevent this. 

RTPs are not restricted to the information on the passport and can make use of ad-

ditional biometric and alphanumeric data. The authentication can take place in three 

ways: i. the biometric identifier is registered in a database and then becomes the only 

identifier of the traveller in a 1:n comparison against all biometrics in the database, ii. 

the biometric information in the database is linked to a key which the  traveller  gets 

in order to open the database and perform a 1:1 verification, or iii. the registered trav-

eller gets a token (e.g. a smartcard) with the biometric identifier for a 1:1 verification 

against the token.  

2.3 Function creep as a risk of ABC 

Automated Border Control changes the nature of identity verification at external bor-

ders through the automated processing of biometrics during the check. During the 

manual check, the border guard visually compares the facial image on the passport 

with the persona standing in front of him. However, in the ABC process, the verifica-

tion is automated, i.e. the biometrics on the chip of the passport are verified against 

the live image. Article 29 WP recognized that the deployment of biometrics  poses 

specific data protection and privacy challenges, due to its sensitive nature and thus 

their processing should be examined, inter alia,  in  light of the purpose for which they 

are processed  (Art.29 WP, 2013).  

Nevertheless the processing of biometric data in ABCs raises, amongst other legal 

concerns,
7
 privacy and data protection risks. One of these risks is the problem of func-

                                                           
7 Another relevant legal concern is, for instance, the question of legality – on what occasions is 

the comparison of live fingerprints against the chip of the passport allowed (cfr. Opinion of 

Advocate General in the case of Schwarz (Curia, 2013). According to the Advocate General, 

the fingerprints of EU citizens are to be verified when there is a suspicion as to the whether 

the passport belongs to the one presenting it but this is at present not officially decided. 



tion creep. Function creep refers to the “gradual widening of the use of a system or 

database beyond the purpose for which it was originally intended” (EDPS, 2012, p. 

7). This entails the risk that the new usage of the data might have a more severe effect 

on the rights of data subjects than the initially planned usage (EDPS, 2012) (Lodge, 

2010). In addition, since the incompatible usage of data would violate the purpose 

limitation principle  (EDPS, 2012) (EDPS, 2006), this could result in an “erosion” of 

all other related data protection principles by using already available data beyond the 

purposes for which they were originally collected  (Art.29 WP, 2013).  

In the context of ABC, function creep could emerge as a result of several factors.  

These factors could be central storage of (biometric) data in databases if registered 

traveller databases are created or data from the e-Gates is not deleted and technical 

interoperability between different databases. This in turn enables the re-use of the 

already stored data for incompatible purposes, e.g. law enforcement. 

 

Central Storage. Creation of central databases  which store biometric identifiers 

of travellers is one important factor enabling function creep, as it facilitates the later 

use of them for further purposes, such as law-enforcement purposes. The core issue is 

that the biometric data, when stored centrally, are not under the control of the travel-

ler, and thus he or she cannot effectively determine their use and re-use. This is espe-

cially problematic in the case of biometric data, which are unique and irreplaceable, in 

contrast to PINs and passwords. Thus, their misuse could have severe consequences 

for individuals. Central databases can be established in the framework of an RTP or 

when live biometric data are presented at the border only for verification purposes, 

but they are stored for later, instead of being deleted as soon as the traveller crosses 

the border. In addition, the storing of any personal data of EU/EEA/CH citizens using 

ABC technology challenges the Union right to freedom of movement, as it provides 

the opportunity to track their movements in and out of the Schengen area and there is 

currently no legal basis to track the entry and exit of EU/EEA/CH citizens. 

Interoperability. Once databases are created, technological interoperability enables 

interlinkages between them. This blurs the functional separation between databases 

created for different purposes. Data from different databases, e.g. national and Euro-

pean databases
8
 used for border control, are cross-matched with each other or even 

with other databases, not used for border control purposes such as law enforcement 

databases.
9
 From the combined information further knowledge about travellers can be 

                                                           
8 The databases meant here, in the context of EU citizens, are the Schengen Information Sys-

tem (“SIS II”), which can store facial images and fingerprints, relevant national databases 

which can contain biometric data, as well as national RTP programmes, such as PARAFE in 

France. 

9 E.g. a database of registered travellers is cross-matched against a police database on wanted 

criminals. 



derived, which is enabled with big data analytics (Rubinstein, 2013).
10

 This is further 

facilitated by the usage of biometric identifiers, which can serve as the primary key to 

these databases (Kindt, 2013). In this way biometrics can become universal identifi-

ers, instead of every database producing its own unique identifier. For example, the 

live biometric may be  presented for verification at e-Gates and at the same time may 

be  used to search national and European databases in real time with little effort.   

Re-use of data for law-enforcement purposes. The breach of the purpose limita-

tion principle could lead to a function creep and potentially have a negative impact on 

individuals, in a sense that storage and cross-matching of data might enable re-use of 

data in a way that it can be used against travellers.  

 ABC processes automatically (biometric) data of the travellers who use it. The 

majority of these travellers are presumably innocent individuals. Saving and cross-

checking their data on a systematic basis with law-enforcement databases would be 

disproportionate, as EU/EEA/CH citizens should be checked in criminal databases 

such as SIS II only on a non-systematic basis (article 7 (2) Schengen Borders Code). 

Thus there is no legal basis for checking whether all EU/EEA/CH travellers that use 

ABCs are in some way suspects, under investigation, etc. That is why it is important 

to keep the functional separation between databases. 

Such further usage of biometric data, e.g. for law-enforcement purposes, when not 

regulated by a law which enshrines sufficient safeguards for data subjects, could cre-

ate a legal vacuum and place in effect all travellers under general suspicion without a 

sufficient level of protection for their rights. An illustrative example is a potentially 

false hit of the fingerprints of a registered traveller against a law-enforcement data-

base and subsequent proceedings against the individual. Access to law-enforcement 

authorities has already been granted in the case of EURODAC, which was not initial-

ly envisaged in the original Regulation. Thus, the purpose of EURODAC was extend-

ed from regulating the asylum application process to law-enforcement, without suffi-

cient corresponding safeguards to individuals, as the EDPS  criticized the Commis-

sion Proposals of 2008, 2009 and 2012 to extend access to the data for law- enforce-

ment purposes (EDPS, 2012). EURODAC was officially amended anyway to grant 

access to law-enforcement authorities ( (Official Journal of the European Union, 

2013). The Visa Information System (VIS) was also amended to allow access to law-

enforcement authorities (Council, 13.8.2008). When the access by law-enforcement 

authorities is not clearly regulated, including the consequences on individuals of such 

access, as well as measures to prevent arbitrariness and to allow individuals to exer-

cise their rights, a legal vacuum emerges. Thus, the issue of legal vacuum, which can 

be observed also in ABC, is another factor which has to be taken into account when 

considering function creep. (Kindt, 2013)  (CBP, 30.03.2007). 

The issue of access by law-enforcement authorities to data processed via ABC, if 

such access is deemed to be necessary to be granted in the first place, has to be clearly 

regulated in law as the authorities cannot evoke randomly article 13 Directive 

                                                           
10  Rubinstein refers to Big Data as the “… more powerful version of knowledge discovery in 

databases or data mining, which has been defined as ‘the non-trivial extraction of implicit, 

previously unknown, and potentially useful info from data”. 



95/46/EC. It is important to bear in mind that article 13 requires a legislative measure 

before a derogation is applied and this measure should be justified under article 8 

ECHR (CURIA, 2003).  

 For the reasons above, a law regulating the access of law enforcement authorities 

to ABC data should be adopted.  This law should contain sufficient safeguards for 

individuals. In practice, any restriction of the rights of travellers or any re-use of their 

data for purposes such as security must be carefully assessed and only applied on a 

case by case basis. 

 

3 Is Privacy by Design a solution? 

To address function creep triggered by applications employing biometrics in the field 

of ABC, one should consider relevant legal, technical and organisational measures. A 

concept that promises tremendous benefits to the way relevant measures should be 

implemented is Privacy by Design.   

Privacy by Design is an approach to privacy that helps enforce the privacy rules 

and ensures that new technologies, products or services do not create new privacy 

concerns but protect individuals’ privacy. Its quintessence is to identify and mitigate 

privacy risks from the very beginning, when the means for the processing of data are 

determined and throughout the lifecycle of the processing (Alvaro, 2012).  It is often 

argued that Privacy by Design is about using technology as a regulatory instrument 

and thus has been referred to as “code as code” or “techno-regulation” (Lessig, 2000)  

(Koops, Bodea, Hoepman, Leenes, & Vedder, 2009).  

However, in this paper, Privacy by Design is not perceived just as a general re-

quirement for system developers to embed as many data protection requirements as 

possible in the design of the system, in a sense of strictly automating compliance with 

the legal framework (Koops & Leenes, 2013). Rather, privacy by design is understood  

as a whole mind-set which embodies the idea to respect privacy at technical and or-

ganisational level (Koops & Leenes, 2013). This means that privacy should be re-

flected in the culture of an organisation and drive choices regarding technical design 

and data processing as well as strategy development and top-level decisions.    

In order to unveil Privacy by Design and understand its implications in the context 

of ABC we first consider its development. Further, we discuss certain Privacy by 

Design technical applications in light of their potential to address the challenges at-

tached to the use of biometrics without undermining the need for security of the ABC 

process. Special attention is given to the ISO/IEC 24745, from which we finally de-

rive prerequisites to specify Privacy by Design. 

 

3.1 Development of the concept 

The concept of Privacy by Design is not explicitly included in the Directive 

95/46/EC. However, the intention of the legislator to enforce privacy and data protec-



tion principles through technology is clear, since it provided that the data controller 

has to take technical and organizational measures both at the stage of the design of the 

system as well as at the time of the processing of personal data
11

. While legal and 

administrative instruments have been exhausted on policy development and monitor-

ing, the introduction and elaboration on Privacy Enhancing Technologies have been 

an alternative approach to implement Privacy by Design (Koorn, van Gilsm, ter Hart, 

Overbook, & Borking, 2004). Privacy Enhancing Technologies have extensively been 

developed in relation to two data protection principles: data quality (article 6 Di-

rective 95/46/EC) that includes both the principles of fairness and of data minimiza-

tion and data security (article 17 Directive 95/46/EC). Departing from Privacy En-

hancing Technologies, it was illustrated that privacy-aware design cannot be seen 

independently from other processes that are related to organisational aspects (Ca-

voukian, 2011) (Koorn, van Gilsm, ter Hart, Overbook, & Borking, 2004). Besides 

technologies, privacy should, therefore, have an impact on the border control process-

es as well as on border authorities’ attitude towards privacy concerns raised by data 

processing activities. 

Within the preparatory work for the data protection reform, both the Article 29 WP 

and the EDPS expressed the opinion that Privacy by Design should be recognised as a 

general principle and has to be articulated in provisions of specific legal instruments 

(Cavoukian, 2010) (Art. 29 WP, 2009) (EDPS, 2010), as an extension of the current 

rules on organizational and technical security measures and the general principle of 

accountability (EDPS, 2010). The recent Proposal for a Draft General Data Protection 

Regulation (European Commission, 2012), refers to data protection by design (article 

23). Following the Parliament discussions, data protection by design requires that 

privacy should be embedded within the entire life cycle of the technology, from very 

early design stage, right through to its ultimate deployment, use and final disposal
12

. 

The Council in its report of 3
rd

 October 2014 deleted this definition. The new Recital 

61, as proposed by the Council, reads: “In order to be able to demonstrate compliance 

with this Regulation, the controller should adopt internal policies and implement ap-

propriate measures, which meet in particular the principles of data protection by de-

sign and data protection by default. Such measures could consist inter alia of minimis-

ing the processing of personal data, (…) pseudonymising personal data as soon as 

possible, transparency with regard to the functions and processing of personal data, 

enabling the data subject to monitor the data processing, enabling the controller to 

create and improve security features”(Council of the EU, 3
rd

 October 2014).  

                                                           
11  Recital 46 and article 17 of Directive of the European Parliament and of the Council of 24 

October 1995 on the protection of individuals with regard to the processing of personal data 

and on the free movement of such data (OJ L 281 31). 
12 Recital 61 of the European Parliament legislative resolution of 12 March 2014 on the pro-

posal for a regulation of the European Parliament and of the Council on the protection of in-

dividuals with regard to the processing of personal data and on the free movement of such 

data (General Data Protection Regulation).  



3.2 Applications 

Automated erasure. Automated erasure is a Privacy by Design routine that can po-

tentially fulfil the procedural safeguards mentioned in article 23 of the Draft General 

Data Protection Regulation, regarding the accuracy, confidentiality, integrity, physical 

security and deletion of personal data. It can be perceived as an expression of data 

minimization, as deriving from article 6.1(b) and (c) of Directive 95/46/EC. It re-

quires from the data controller not to collect more personal data than what is absolute-

ly adequate, appropriate and necessary in order to accomplish a specified purpose. In 

that sense automated erasure can take several forms, including installing in the system 

data self-destructing mechanisms (Mayer-Schönberger, 2009)(Art. 29 WP, 2012). In 

light of the opportunities often arising from big data analytics (Polonetsky, 2012), 

which for example could be useful to enhance the functionalities of the system, auto-

mated erasure should be applied on the basis of proportionality. Storing and analysing 

huge data sets of travellers might enhance the security functionalities of the system 

but would not be necessary provided that security measures already exist at the air-

ports.  In the case of ABC, data processing involves not only alphanumeric but also 

biometric data, which have recently been included in the special categories of data 

under article 9 of the Draft General Data Protection Regulation. The fact that this 

sensitive data could be useful for general security purposes does not overweight the 

privacy risks that might emerge from such operations. It should be noted that security 

mechanisms are already in place, such as general surveillance measures in the airports 

as well as criminal law enforcement data bases. Thus a reuse of sensitive data under 

the excuse that they are intended to overcome security concerns would be unneces-

sary. 

In an ABC context, automated erasure could be embedded at the stages of registra-

tion and authentication. As to the stage of registration, it is a privacy enhancement 

that can be achieved by not storing, i.e. erasing automatically, the original image of 

the biometric characteristic or any other intermediate data between the extraction 

steps and the (protected) template (Kindt, 2010). In this way any unprotected captured 

data are deleted automatically in order to prevent their misuse and mismanagement  

(Art. 29 WP, 2012).  At the stage of authentication, any stored biometric data shall be 

used only for the purposes of border control and therefore should be automatically 

erased after the transaction with the ABC technology. They further should not be 

retained for longer than necessary to accomplish their intended purpose (EDPS, 

2010). Other data, such as time and place of crossing, data from the biometric pass-

port, etc., should be deleted as well, unless storage is required by law.  

  

Use of Attribute-based Credentials for ABC? The use of Attribute-based Cre-

dentials is a Privacy by Design technique which decouples the process of identifica-

tion from the process of authentication in an Identity Management system. Attribute-

based Credentials are cryptographically secured carriers of properties for a particular 

individual and allow authentication on the basis of certain required attributes that are 

necessary for ABC  (Jacobs & Alpár, 2013).  



As described in section 2, the Schengen Borders Code provides the requirement of 

article 7 (2) of the Schengen Border Code to conduct minimum checks to establish 

identities on the basis of a travel document. Additionally the article provides that on a 

non-systematic basis, border guards may consult national and European databases in 

order to ensure that EU/EEA/CH travellers do not represent a threat to the Member 

State. 

 Applying attribute-based credentials to ABC would mean in practice that the trav-

eller would be issued in advance with a token on which certain hashed personal data 

are stored. The hashed attributes could represent names, passport number and country 

code, expiration date of the passport and age of the traveller. This  could be useful to 

establish whether the traveller is eligible to use the ABC by confirming he has an 

EU/EEA/CH nationality, is above 18 and his passport has not expired yet.  

Nevertheless, to establish the identity and carry out the accompanying checks as 

required by the SBC, the actual personal data of the traveller would be needed.  

For the establishment of identities, the names, sex, passport number and issuing au-

thority, date of birth and expiration date of the passport are required. 

Further, to search the SIS II and relevant national databases on alerts for lost, sto-

len, misappropriated and invalidated documents, border guards need at least the pass-

port number and country code, but could also use names, date of birth, sex, etc. 

The above-mentioned personal data are also needed to search these databases for 

alerts on persons (non-systematically).  

For these reasons, the attribute-based credentials may not be a workable solution 

for ABC. However, if in principle a specific law regarding ABC would be introduced, 

information minimizing techniques such as attribute-based credentials could possibly 

be taken into account in the wording of the legislation. In such a case, the inherent 

loss of usable/searchable information due to the use of such a technique would be 

expected to face opposition from the side of the border guards.  

 

Pseudonymous biometric identities. Function creep stemming from the factors 

attached to biometric authentication in the context of ABC could possibly be further 

addressed with pseudonymous biometric identities. Pseudonymous biometric identi-

ties , sometimes also referred to as ‘pseudo-identities’, as a generic framework for 

existing biometric template protection techniques, propose an architecture, which 

does not reveal any information permitting retrieval of the original biometric data of 

its owner by any person besides the enrolled data subject. In this sense, they are diver-

sifiable, protected identity verification strings within a predefined context (i.e. the 

protected biometric ecosystem)  (Breebaart, Busch, Grave, & Kindt, 2008).   

Pseudonymous biometric identities are able to materialize biometric authentication 

for ABC in a privacy-respecting way. They allow storage of information which is able 

to perform biometric verification. As pseudonymous biometric identities represent a 

solution which focuses on biometric and not on alphanumeric data, it is still possible 

to establish the identity of the traveller on the basis of biometrics and to search the 

relevant databases with alphanumeric data. They can ensure data minimization and 

secure processing of biometric data according to Directive 96/45/EC. Further, they are 

able to address the requirements for the protection of biometric information posed by 



ISO/IEC 24745, as described below, since they are irreversible, unlinkable and revo-

cable.  

These requirements for the protection of biometric identifiers are:   

Irreversibility of the biometric identities: It calls for transformation of the bio-

metric data in such a form that the stored biometric information cannot be reversed to 

the initially captured biometric data. The fact that a system is not able to trace back 

the data subject significantly eliminates the possibilities for misuse and mismanage-

ment of biometric data. Subsequently function creep, which could take place in case 

of law enforcement access to biometric data of travellers that were collected for the 

purposes of border control, is avoided.  Irreversibility seems however hard to achieve. 

 Unlinkability of the biometric identities: It prevents comparison of the biometric 

information with other databases or applications and calls for random generation of 

cancellable identifiers (Kindt, 2013). Implementing this requirement would not allow 

further reuse of biometric data for cross-linkages between interoperable databases, 

such as data stored for border control purposes and for example national (law en-

forcement) databases. Pseudonymous biometric identities can be renewed and diversi-

fied; multiple independent protected templates can derive from the same biometric 

data in order to allow travellers’ authentication that cannot be linked with previous 

ones  (Breebaart, Busch, Grave, & Kindt, 2008). Even though interoperability of da-

tabases is generally associated with function creep, use of pseudonymous biometric 

identities do not allow linking data subjects across databases, for surveillance purpos-

es or across applications of the law enforcement systems.  

Revocability of the biometric identities: This requirement allows that the data sub-

ject or the data controller request revocation. This would be useful in case of data 

breach or of function creep occurring as a result of excessive failures of the ABC or 

because a traveller does not wish to participate to the ABC system anymore. 

Finally, pseudonymous biometric identities are universal and flexible, as they can 

support combinations of biometric modalities in any architecture for ABC and can be 

integrated in existing verification methods  (Breebaart, Busch, Grave, & Kindt, 2008); 

i.e. two-factor verification with passport and biometric.  

 

4 Conclusions 

 

With the examples of automated erasure and pseudonymous biometric identities 

we illustrated that Privacy by Design offers promising solutions for ABC to handle 

identity verification based on biometric information in a privacy friendly way. In the 

event that the proposed reform data protection package comes into force, it will cer-

tainly foster privacy risk management through provisions such as the one on Privacy 

by Design. The obligation to implement a principle which proposes proactive embed-

ding of privacy into systems design is expected to reduce the leeway for misuse and 

mismanagement of biometric data in the context of ABC.  



As it has been particularly illustrated in the case of pseudonymous biometric iden-

tifiers, Privacy by Design could be inspired by technical standards in applications 

employing biometrics, as for instance the ISO/IEC 24745:2011, on biometric infor-

mation protection (ISO/IEC, 2011). We support the idea that implementation of the 

requirements for biometric template protection would satisfy the requirement for 

building privacy into the design of the system, as Privacy by Design stipulates.  

As it has been shown, to mitigate the risks of function creep in ABC, Privacy by 

Design should be approached in a holistic way and namely with technical, organisa-

tional and legal measures. Guidelines or specific legal measures should be developed 

in order to respond to the particularities of crucial Identity Management applications, 

as ABC. In addition, further legislative measures such as a proper legal basis for 

ABC, defining clearly the purpose, scope and functionalities of ABC, including safe-

guards for travellers, should be taken. Finally, as in the case of all legal principles, 

while Privacy by Design calls for safeguards that can enhance data protection at the e-

Gates and kiosks, the question for actual implementation through enforcement re-

mains. 
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