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Chapter 19

ASSESSING CYBER RISK USING
THE CISIApro SIMULATOR

Chiara Foglietta, Cosimo Palazzo, Riccardo Santini and Stefano Panzieri

Abstract

Dependencies and interdependencies between critical infrastructures are
difficult to identify and model because their effects appear infrequently
with unpredictable consequences. The addition of cyber attacks in this
context makes the analysis even more complex. Integrating the conse-
quences of cyber attacks and interdependencies requires detailed knowl-
edge about both concepts at a common level of abstraction.

CISIApro is a critical infrastructure simulator that was created to
evaluate the consequences of faults and failures in interdependent infras-
tructures. This chapter demonstrates the use of CISIApro to evaluate
the effects of cyber attacks on physical equipment and infrastructure
services. A complex environment involving three interconnected infras-
tructures is considered: a medium voltage power grid managed by a
control center over a SCADA network that is interconnected with a
general-purpose telecommunications network. The functionality of the
simulator is showcased by subjecting the interconnected infrastructures
to an ARP spoofing attack and worm infection. The simulation demon-
strates the utility of CISIApro in supporting decision making by electric
grid operators, in particular, helping choose between alternative fault
isolation and system restoration procedures.

Keywords: Critical infrastructure, simulation, cyber attacks, risk

1.

Introduction

Critical infrastructures are vital to modern society. Airports, rail transport,
network communications, electric grids, oil refineries and water systems are
examples of critical infrastructure assets. Industrial operations adhere to the
so-called N — 1 standard, which refers to the ability to operate without the loss
of service after the failure of one key component. Industrial plants also have
the ability to operate despite the loss of two key components (N — 2 standard).
However, the N — 2 standard is inadequate for critical infrastructures because
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major service outages, coordinated cyber attacks and faults often initiate in
other interconnected infrastructures and propagate to the infrastructure of in-
terest. Conditions within the infrastructure of interest as well as the existing
infrastructure interdependencies must be considered and evaluated in order to
restore services as soon as possible.

For more than fifteen years, researchers have grappled with the problems of
modeling interdependencies and predicting the effects of infrastructure failures.
The 2003 North American blackout was the first example of cascading effects
after a power outage. The blackout, which was due to a software bug in an
electric grid control room, impacted water supply, transportation, communica-
tions systems and several industries [1]. Another example is Hurricane Katrina,
which interrupted oil production, transportation, refining, ocean shipping and
exports as well as electric utilities [10].

Critical infrastructures adhere to the NV — 1 standard and they are protected
from failures that initiate in their own sectors. In the event of a failure in the
power grid, operators can reconfigure the grid to isolate the fault and restore
power to customers (some users might still not have power, but the blackout is
not complete). The reconfiguration procedure can be automated or executed
manually and it depends on the specific topology (the sequence of opening
and closing circuit breakers is related to the topology) as well as on other
infrastructures, especially the telecommunications network, which is used to
send commands to circuit breakers. This procedure is called fault isolation and
system restoration (FISR) or power load shedding.

If a cyber event or a failure occurs in the telecommunications network, the
procedure for restoring power may fail without any alerts being sent to power
grid operators. In this situation, a routine failure can evolve to become a
large-scale blackout that lasts for an extended period of time. One of the most
famous cyber attacks on a SCADA network was perpetrated by Stuxnet [9].
This chapter focuses on the modeling and assessment of the impacts of cyber
events on interconnected critical infrastructures.

The vast reach of telecommunications networks leads to poorly understood
situations that can have uncontrolled effects on physical equipment in critical
infrastructure assets. However, the problem of detecting cyber anomalies is
outside the scope of this research because the approach presented here is inde-
pendent of anomaly detection techniques. Indeed, the assumption here is that
intrusion detection systems and malware protection software are in place to
collect data about potential anomalies.

This chapter demonstrates the application of CISIApro to evaluate the ef-
fects of cyber attacks on physical equipment and infrastructure services. A
complex environment involving three interconnected infrastructures is consid-
ered: a medium voltage power grid managed by a control center over a SCADA
network that is interconnected with a general-purpose telecommunications net-
work. The functionality of the simulator is illustrated by subjecting the inter-
connected infrastructures to an ARP spoofing attack to compromise a secure
communications channel, which is then used to launch a worm infection. The
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simulation demonstrates the utility of CISIApro in supporting decision mak-
ing by electric operators, specifically helping choose between alternative fault
isolation and system restoration procedures.

2. Related Work

This section conducts a brief analysis of techniques and tools for modeling
and simulating interdependent critical infrastructures, with a focus on evaluat-
ing the consequences of cyber attacks.

2.1 Infrastructure Modeling and Simulation

Satumitra and Duenas-Osorio [15] have published an exhaustive survey of
the principal methods for critical infrastructure modeling and simulation. Their
survey reveals that most of the approaches for dealing with infrastructure inter-
dependencies, cascading system failures and risk mitigation are complementary
rather than competing. The modeling approaches include techniques based on
game theory, graph theory, risk-based models, Petri nets and Bayesian net-
works. However, many of the interdependency models are primarily conceptual
in nature or are limited to simple or high-level scenarios.

Rahman et al. [13] have developed the Infrastructure Interdependency Sim-
ulator (I2Sim) based on the well-known cell-channel model. In this model,
infrastructures and their interconnections are represented using cells and chan-
nels. A cell is an entity that performs a function. For example, a hospital
is a cell that uses input tokens such as electricity, water and medicines, and
produces output tokens such as the number of patients served. A channel is a
means through which tokens flow from one cell to another. The interdependen-
cies between infrastructures are non-linear relationships that are summarized
in the form of human-readable tables. 12Sim helps decision makers optimize
resources and prioritize system restoration actions after critical events. 12Sim is
the core element of DR-NEP (Disaster Response Network Enabled Platform),
an advanced disaster management tool that is based on a web services infras-
tructure and incorporates domain simulators. The modeling technique has been
validated by several case studies, including one involving the Vancouver 2010
Winter Olympics. However, the case studies mainly focus on natural disasters
and do not consider the impacts of cyber attacks.

A survey of the research literature reveals that the majority of simulators
employ the agent-based paradigm, in which a population of autonomous inter-
acting agents coordinate their decisions to reach a higher-level global objective.
Each infrastructure is modeled as an agent. Interdependencies are modeled as
edges between agents. This enables agents to exchange information: each agent
receives inputs from other agents and sends its outputs to other agents (see
Nieuwenhuijs et al. [12] for further details). The CISIApro (Critical Infrastruc-
ture Simulation by Interdependent Agents) simulator [3] used in this research
employs the agent-based paradigm, where each agent has a high-level descrip-
tion of the internal dynamics of an infrastructure. The main goal of CISTApro
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is to study the propagation of faults/attacks and the resulting degradation in
performance [6]. Of course, a disadvantage of the approach is the difficulty in
acquiring detailed information about the internal dynamics of infrastructures
in order to create the agents.

Another recent trend is the use of co-simulation frameworks, where several
domain-specific simulators are connected using a well-defined and generic inter-
face (API) for simulation interoperability [16]. The main goal of a co-simulation
framework is to reuse existing models in a common context to simulate com-
plex scenarios. The Mosaik ecosystem [16] has been applied to analyze a smart
grid scenario in which telecommunications network and power grid simulators
are integrated. This work integrated various simulators for the electrical side,
including models of electric vehicles in Python, photovoltaic cells in MAT-
LAB/Simulink, residential loads as CSV time series data and two power distri-
bution grids in Python. Mosaik is still at an early stage of development, but it
can cope with different temporal resolutions (e.g., continuous, every minute or
every fifteen minutes).

2.2 Cyber Attack Impact Assessment

Motivated by Stuxnet, researchers have focused on understanding how cyber
attacks can affect physical critical infrastructure assets by leveraging SCADA
telecommunications networks. This problem is complex because it requires
deep knowledge from different domains — telecommunications and the specific
physical infrastructure. Smart grids and power grids, in general, are perfect
environments for evaluating the effects of cyber threats. Power grids have
detailed analytic models at almost every level of abstraction and they also have
well-documented control algorithms.

Lemay et al. [11] have used an industrial control system sandbox for the cyber
portion of a cyber-physical system and optimal power flow algorithms for an
electrical simulator to replicate the physical portion of an electrical power grid.
The ability to model the physical damage caused by cyber attacks enables
defenders to accurately evaluate the risk using metrics such as the delivered
power and generation costs.

Sgouras et al. [17] have analyzed the impact of denial-of-service and dis-
tributed denial-of-service attacks on a smart meter infrastructure. They demon-
strated that an attack on a single meter causes a temporary isolation or mal-
function, but does not impact the power grid. However, the partial non-
availability of the demand-response mechanisms in a large number of smart
meters due to a distributed denial-of-service attack could impact load shedding
when the grid reaches an unsafe zone close to its maximum capacity. For these
reasons, an attacker would prefer to conduct a distributed denial-of-service
attack during a peak-use period in order to achieve greater impact.

Dondossola et al. [7] have assessed the impact of malware using a cyber-
physical risk index that incorporates a probabilistic interpretation of vulnera-
bility existence, threat occurrence and intrusion success. The basic idea under-
lying the cyber assessment methodology is to adopt a frequency interpretation
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of probability; specifically, the probabilities comprising the risk index are trans-
lated to their corresponding frequencies.

Another approach is to fuse information from the cyber and physical do-
mains. To accomplish this, Santini et al. [14] have developed a data fusion
framework using evidence theory. The data fusion framework was used to
identify the cause of a cyber-physical attack (i.e., a denial-of-service attack
that caused a breaker in a smart grid to malfunction).

Critical infrastructure operators are especially interested in the quality of the
the services provided to their customers. Therefore, it is vital to understand the
effects of cyber attacks on physical systems and their services. The CISIApro
simulator used in this research is specifically designed to help determine the
consequences of cyber attacks on physical equipment and the services they
provide.

3. CISIApro Simulator

This section describes the main features of the CISIApro simulator, including
its reliance on the mixed holistic reductionist (MHR) approach.

3.1 Mixed Holistic Reductionist Approach

The mixed holistic reductionist approach [5] was created to exploit the ad-
vantages of holistic and reductionist methods. In holistic modeling, infrastruc-
tures are seen as singular entities with defined boundaries and functional prop-
erties. On the other hand, reductionist modeling emphasizes the need to fully
understand the roles and behaviors of individual components to comprehend
the infrastructure as a whole. Different types of analyses require one or both
points of view and their boundaries are lost when complex case studies are con-
sidered. In the mixed holistic reductionist approach, the relationships between
infrastructures can be viewed at different levels via a top-down or bottom-up
approach. Critical infrastructures have specific requirements in terms of the
quality of the services delivered to customers. This requires the addition of
another layer — the service layer — that describes the functional relationships
between components and the infrastructure at different levels of granularity. In
the mixed holistic reductionist approach, services provided to customers and to
other interconnected infrastructures are explicitly considered as a middle layer
between the holistic and reductionist layers.

3.2 Simulator Description

CISIA is an agent-based simulator in which all agents have the same struc-
ture (Figure 1). An agent receives resources and failures from other agents. A
resource is a good, service or data produced and/or consumed by an agent that
is represented in CISTA as an entity. The ability to produce resources is sum-
marized by the concept of an operative level, which depends on the availability
of received resources, propagation of faults and functionality of the entity itself.
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Figure 1. CISIA entity diagram.

An entity also receives failures via its upstream interconnections and spreads
the failures to downstream entities. The failures propagate different types of
faults in different ways. The output of an agent depends on the actual value
of the operative level. The classes of interdependencies considered are physi-
cal, logical, geographical and cyber. Interested readers are referred to [6] for a
detailed description of the CISIA simulator.

Risk is defined as the product of the impact, threat and vulnerability:

Risk = I'mpact x Threat x Vulnerability (1)

Risk is usually computed as a numeric value from the impact severity, the
likelihood of occurrence of the threat and the vulnerability measure. In CISTA
applications, the likelihood of occurrence is replaced with the trust of the infor-
mation. For each entity, a user can also add a vulnerability variable; however,
in the case study discussed in this work, it is assumed that the vulnerability
depends only on the distance from the source and on the persistence of the at-
tack. The operative level of each agent is associated with a risk level. The risk,
which is defined as the amount of harm due to a specific event (e.g., failure),
is evaluated as:

Risk =1 — Operative Level (2)

where 1 represents the maximum value of the operative level. A high operative
level corresponds to a low risk.

In 2014, the CISTApro simulator was developed to overcome certain imple-
mentation problems associated with CISIA. The main problem was the possibil-
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Figure 2. CISTA graphical user interface.

ity of an infinite loop when resources are instantly exchanged between entities.
CISTA’s main cycle buffers all the information exchanged between entities at
each time step. If the exchanges form a cycle, then the simulation time step
never ends, which results in an infinite loop. The CISIApro simulator ensures
that the information flow is well defined using a maximum execution threshold
for a time step; this eliminates infinite loops.

Another disadvantage of CISIA was the extended period of time required
to set up and debug the system. In CISIApro, a graphical user interface is
provided to create and connect entities and to add the exchanged resources in
an efficient manner (Figure 2).

After creating the entities and their interconnections (i.e., interdependen-
cies) and adding the exchanged resources, it is necessary to implement the
behavior of each entity. Each entity is composed of four modules that are
executed: (i) RECEIVED, which evaluates the received resources and faults;
(i) DYNAMIC COMPUTED, which implements dynamic evolution; (iii) IN-
STANT COMPUTED, which implements instantaneous evolution; and (iv)
SENT, which evaluates the resources that are sent to the downstream entities.

CISTApro uses a database to capture all the information needed to represent
multiple critical infrastructures and their interconnections. Figure 3 shows the
database structure. Each entity is an instance of an entity type whose status
is expressed using variables. Each entity has ports for exchanging resources
and creating the mixed holistic reductionist model layers. Each layer embodies
various interdependencies.
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Figure 3. CISTApro database representation.

d_output

—@| id_run (P) | VARCHAR id_cisia_output (P) INT
currDate | DATETIME —>® id_run VARCHAR
timestamp INT currDate DATETIME
millisec DOUBLE timestamp INT
millisec DOUBLE
sim_time INT
delta_t INT
step INT
name_entity VARCHAR
name_var VARCHAR
val_type VARCHAR
val_status VARCHAR

Figure 4. CISIApro output database representation.

The CISIApro output is stored in a separate database (Figure 4). This
database stores timestamped data for use by operators.

Adjacency matrices that represent interdependencies existing between enti-
ties are generated during the design phase. During the simulation, the matrices
are represented as queue data structures to speed up computations.

The ability of CISIApro to support operator decision making has been val-
idated by two European Union projects, FACIES [8] and CockpitCI [4]. Fig-
ure 5 shows the information flow from input acquisition to operator display.
The physical system data is gathered from the SCADA control center and the
cyber threat data is obtained from cyber detection systems such as intrusion
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detection systems and anti-virus software. All the information is translated
and saved into the CISIApro database (CISTA MHR) and the output is placed
in the CISIA RUN database. The CISTApro execution results are displayed to
operators via human-machine interfaces (HMIs).

4. Case Study

The case study considers three interconnected infrastructures: a medium
voltage power grid controlled by a SCADA network and connected to a general-
purpose telecommunications network. Interested readers are referred to [2] for
details about the interconnected infrastructures.

Figure 6 shows a portion of the medium voltage power grid. It consists of
two lines fed by two substations that transform current from the high voltage
grid. During normal conditions, the two lines are usually disconnected by two
circuit breakers that are normally open (Breakers #7 and #8 in Figure 6).
Also, Breakers #3 and #5 are open in order to maintain a radial topology.

All the circuit breakers, except for the two located at the substations (not
numbered in Figure 6), are controlled from the SCADA control center via a
telecommunications network. This proprietary network, which belongs to the
power grid owner, uses a protocol compatible with TCP/IP. A remote terminal
unit (RTU) is directly connected to each circuit breaker, except for the two
breakers located at the substations. The SCADA control center in Figure 7
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sends commands to the remote terminal units to open or close the associated
circuit breakers.

Figure 8 shows the general-purpose telecommunications network (i.e., Inter-
net) that is connected to the SCADA system. The network essentially has a
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ring topology. In the event of a link failure, network packets are transmitted
back to the sending node in order to change the routing protocol.

In the case of a permanent failure in the power grid, the operator executes a
fault isolation and system restoration procedure to open or close circuit break-
ers. This procedure determines where the fault occurred and how to restore
power to customers after the damage is repaired. If a cyber fault occurs in the
telecommunications network, then the fault isolation and system restoration
procedure fails with unpredictable consequences.

The attack scenario considered in this work involves a cyber attacker who
attempts to modify the behavior of the power grid using a computer worm to
infect the remote terminal units, as in the case of Stuxnet [9]. The attack begins
with an ARP spoofing attack that exploits ARP vulnerabilities. The goal is
to map the attacker’s MAC address to the IP address of a trusted node in the
network so that traffic directed at the trusted node is sent to the attacker. The
attacker is assumed to be connected to the telecommunications network and
uses the connectivity to send the worm to the remote terminal units and their
associated circuit breakers.

5. Simulation Results

The simulation, which lasted 40 seconds, is divided into two parts. The first
part, lasting from 1 to 10 seconds, involves the attacker performing a man-in-
the-middle attack on Node #6 in the telecommunications network (Figure 8).
The second part, lasting from 11 to 40 seconds, involves an infection being
spread from Node #6 to the remote terminal units and their associated circuit
breakers via the SCADA network (Figure 7).
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Figure 9. Telecommunications Node #6 simulation results.

The man-in-the-middle attack has a static aspect — no changes occur during
the first 10 seconds of the simulation for the involved entities. The spreading of
the cyber attack depends on the distance from the infected node: the greater
the number of hops needed to reach a node, the lower is the effect of the
cyber attack and the lower is the risk of the node malfunctioning. Figure 9
shows the simulation results for Telecommunications Node #6 (Figure 8) whose
operative level was 0.4 during the man-in-the-middle attack. The operative
level of the downstream SCADA node (Node #6 in Figure 7) was 0.85 as shown
in Figure 10. The operative levels of the remote terminal units connected to
SCADA Node #6 (in particular, RTUs #3, #4, #6 and #9 on Figure 7) were
also 0.92 as shown in Figure 12.

Figure 9 shows that, after the infection is detected at 11 seconds, the telecom-
munications node (Node #6 in Figure 8) is greatly affected and with high
confidence. Note that the SCADA network has two paths for sending infor-
mation to the remote terminal units; the bottom path in Figure 7 is via the
telecommunications network. The CISIApro simulation did not consider the
real path over the telecommunications network, but instead, it considered the
global evaluation of the service level of the network, which is referred to as the
telecommunications network service (TNS) and whose operative level is shown
in Figure 11.

As seen in Figure 10, the downstream node of the SCADA network (SCADA
Node #6 in Figure 7) is affected by the infection after 12 seconds. Nodes that
are further away from the source of the infection are affected after nodes closer
to the source node. Therefore, SCADA Node #6 needs more time to become
completely unavailable with respect to Telecommunications Node #6. The
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remote terminal units (RTUs #3, #4, #6 and #9) that are linked to SCADA
Node #6 exhibit similar trends, with delays of one time step (Figure 12).

The CISIApro simulator is designed to enhance operator decision making.
The reconfiguration of a power grid is a task that requires the consideration
of the interconnected infrastructures. Assume that the fault in the power grid
shown in Figure 6 is the result of an explosion. Then, two alternative fault
isolation and system restoration (FISR) procedures may be considered:
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m FISR #01: Open Breakers #4 and #6. Close Breaker #8. Break-
ers #5 and #7 are already open due to the initial configuration. Only
Customer #4 is disconnected. Load #3 is fed by Substation #2.

m FISR #02: Open Breakers #4 and #6. Customers #3 and #4 are
isolated.

Figure 13 shows the trends for the two fault isolation and system restoration
procedures. The graphs show that the two procedures yield different results
because of the manner in which the infection spreads. Note that the first
procedure is less risky than the second procedure.

6. Conclusions

The CISIApro simulator advances the earlier CISIA simulator by providing
a convenient graphical interface for modeling infrastructure entities and their
interconnections and interdependencies. The simulator helps evaluate the im-
pacts of cyber attacks on interdependent infrastructures; the attacks include
ARP spoofing, SYN flooding and worm infections. CISTApro has been validated
using complex case studies involving approximately 70 entities that exchange
around twelve distinct resources. The case study described in this chapter in-
volves three interconnected infrastructures: a medium voltage power grid man-
aged by a control center over a SCADA network that is interconnected with a
general-purpose telecommunications network. The real-time simulation involv-
ing an ARP spoofing attack and worm infection demonstrates the utility of the
CISTApro for supporting decision making by electric grid operators, in partic-
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ular, helping choose between alternative fault isolation and system restoration
procedures to reduce the attack impact and enhance system recovery.

Future research will evaluate the impacts of cyber attacks on other critical
infrastructures such as water distribution networks and gas pipelines; the goal
is to enhance the CISTApro library of cyber attacks and the understanding
of their outcomes. Additionally, research will focus on the detailed modeling
and simulation of telecommunications networks to better understand attack
propagation and to devise approaches for measuring and reducing the impacts
of failures within the telecommunications infrastructure as well as failures that
propagate from other interdependent infrastructures.
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