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ABSTRACT

Wind turbine noise is often annoying for humans living in close proximity to a wind farm. Reliably estimating the intensity of wind turbine noise is a necessary step towards quantifying and reducing annoyance, but it is challenging because of the overlap with background noise sources. Current approaches involve measurements with on/off turbine cycles and acoustic simulations, which are expensive and unreliable. This raises the problem of separating the noise of wind turbines from that of background noise sources and coping with the uncertainties associated with the source separation output. In this paper we propose to assist a black-box source separation system with a model of wind turbine noise emission and propagation in a recursive Bayesian estimation framework. We validate our approach on real data with simulated uncertainties using different nonlinear Kalman filters.

Index Terms— Audio source separation, nonlinear Kalman filtering, uncertainties, wind turbine noise

1. INTRODUCTION

Wind energy is one of the most used sustainable energies in the world. The stochastic nature of wind raises numerous research problems including control [1], short-term wind prediction [2, 3], resource assessment [4] or power curve estimation [5, 6]. Among the limiting factors of the electric production, acoustic annoyance has been somewhat left behind in the prediction and control field. Yet, complaints from inhabitants can lead to severe penalties for the owners that must ensure the compliance with the applicable law of the country where the farm is set. In all countries acoustic annoyance is quantified by either the total noise level resulting from all acoustic sources which is called ambient noise, or by the acoustic emergence [7]. The acoustic emergence is the difference between the ambient noise level and the background noise level due to other noise sources besides the turbines. It can be seen as the acoustic gain brought by the use of wind turbines.

The acoustic emergence is difficult to estimate because both the propagation of the sound of the wind turbines [8] and the background noise rapidly fluctuate in an outdoor context. Nowadays, numerical simulation and measurement campaigns are used for that purpose but the calculated emergence is often inaccurate because of the sensitiveness of the acoustic variables to the fine topology and meteorological conditions [9, 10]. To address this problem, the iEar project\textsuperscript{1} introduced an online control system [11] based on permanent sound level meters that estimate the intensity of wind turbine noise and background noise in real time by means of a proprietary audio source separation system using audio input only. The output of this source separation system is not perfect, though, since wind turbine noise and background noise often exhibit similar spectral and spatial characteristics that make them difficult to separate. Uncertainties associated with source separation have received some interest for speech and speaker recognition [12–16], but they have not been studied for environmental sounds yet, to the best of our knowledge.

In this paper, we propose a recursive Bayesian estimation framework for estimating the intensity of wind turbine noise and background noise that jointly takes into account the output of a source separation system (considered here as a black box) and a model of wind turbine noise emission and propagation. Our approach has the advantage of considering simultaneously the sound level meter measurements, the noise emission values provided by turbine manufacturers, and the results of audio source separation and acoustic simulation. We evaluate the suitability of different nonlinear Kalman filters to solve the estimation problem. Since the ground truth is unknown in real conditions, we validate our approach on real data obtained from an acoustic compliance study of a selected wind farm to which we added simulated uncertainties.

The rest of this paper is organised as follows. In Section 2, we present the background and the notations. Then we present the proposed recursive Bayesian model in Section 3. In Section 4, we present the conducted experiments with nonlinear Kalman filters tested on semi-simulated data. Finally perspectives and discussions are given in Section 5.

\textsuperscript{1}http://www.venathec.com/fr/iear
2. BACKGROUND AND NOTATIONS

2.1. Acoustic variables

We assume that acoustical engineers have set sound level meters in different locations indexed by \( j \in \{1, \ldots, J\} \). Each sound level meter measures the ambient noise \( b_{t,j} \), i.e. the total noise level at location \( j \) and time \( t \) in A-weighted decibels (dBA). Each time \( t \) corresponds to a period of 10 min.

The ambient noise is the sum of the wind turbine noise \( l_{t,j} \) and the background noise \( r_{t,j} \) at location \( j \) and time \( t \). These two signals are assumed to be uncorrelated and to sum up on a linear scale (W/m²) [17] which gives in dBA:

\[
b_{t,j} = 10 \log_{10} \left( 10^{\frac{l_{t,j}}{10}} + 10^{\frac{r_{t,j}}{10}} \right). \tag{1}
\]

Furthermore, the acoustic emergence \( e_{t,j} \) is defined as

\[
e_{t,j} = b_{t,j} - r_{t,j}. \tag{2}
\]

This quantity represents the increase of the noise level due to the wind turbines and it has the meaning of an a posteriori signal-to-noise ratio.

2.2. Acoustic model

Besides acoustic measurements, acoustic simulations are conducted to predict the wind turbine noise \( l_{t,j} \) with the help of the acoustic noise emission curves of the turbine manufacturer. These simulations are conducted by means of specific software such as Datakustik cadnaA\(^2\), that uses ray-tracing to simulate the propagation. To reduce the number of simulations, the variables \( c_t \) and \( o_t \) that respectively represent the turbine command variables (pitch angle, etc) and the meteorological variables (wind speed and direction), are reduced to a small number of number of discrete values denoted by \( C = \{c_1, \ldots, c_N\} \) and \( O = \{o_1, \ldots, o_N\} \) and the following acoustic formula is generally considered [18]:

\[
l_{t,j} \approx 10 \log_{10} \left( \sum_i 10^{\frac{x_{c_t,o_t,i,j}}{10}} + 10^{\frac{x_{o_t,i,j}}{10}} \right). \tag{3}
\]

where \( i \in \{1, \ldots, I\} \) indexes the wind turbines, \( x_{c_t,o_t,i,j} \) is the noise emitted by turbine \( i \) in dBA that both depends on the command \( c_t \) in use and on the meteorological conditions \( o_t \), and \( a_{o_t,i,j} \) is an attenuation factor between wind turbine \( i \) and sound level meter \( j \) which depends on the meteorological conditions \( o_t \) only.

2.3. Measurements and uncertainties

Finally, we assume that a source separation system separates the wind turbine noise and background noise signals and produces an estimate of the background noise level at each location and time. Neither the acoustic model nor the sound level measurements and the source separation outputs are exact: they suffer from uncertainties. To distinguish them from the ground truth values, we adopt the following notations:

\[
b^*_{t,j} \text{ and } r^*_{t,j} \text{ respectively denote the sound level measurement of } b_{t,j} \text{ and the audio source separation estimate of } r_{t,j}.
\]

They are stacked across locations into \( J \) \times 1 vectors \( b^*_{t} \) and \( r^*_{t} \). \( x_{c_t,o_t,i,j} \text{, } a_{o_t,i,j} \text{, and } r_{t,j} \text{ respectively denote the real values of}

\[
\text{wind turbine noise emission, propagation, and background noise. They are stacked across turbines and/or locations into an } I \times 1 \text{ vector } x_t, \text{ an } IJ \times 1 \text{ vector } a_t, \text{ and a } J \times 1 \text{ vector } r_t.
\]

We denote by \( z_t = [b^*_t \ r^*_t]^T \) the overall \( 2J \times 1 \) observation vector and by \( y_t = [x^*_t \ a^*_t \ r^*_t]^T \) the overall \((IJ+J) \times 1\) state vector. Finally, \( w_t \) denotes the uncertainty related to a given variable \( v \), that is the deviation from the ground truth.

3. BAYESIAN ESTIMATION

The aim of the proposed Bayesian approach is to refine the prior distribution resulting from the acoustic model thanks to the observations that comprise of the measured ambient noise and the outputs of the source separation system. The posterior distribution is then inferred thanks to the Bayes theorem [19]. In order to define the likelihood and the prior distribution, we model the uncertainties of the system as Gaussian random variables. This assumption is suitable since wind turbine manufacturers, sound level meter manufacturers, and simulation software systematically quantify uncertainties using standard deviations on the dBA scale.

3.1. Prior

For the prior, we use a first order auto-regressive moving average with external output vectors (ARMAX) model [20] for the emission, the propagation and the background noise:

\[
y_t = \begin{bmatrix} x_t \\ a_t \\ r_t \end{bmatrix} = \begin{bmatrix} F_x x_{t-1} + G_x a_t + w_x \\ F_a a_{t-1} + G_a a_t + w_a \\ F_r r_{t-1} + G_r a_t + w_r \end{bmatrix}. \tag{4}
\]

This model takes into account both the temporal correlations (via the matrices \( F_x \), \( F_a \), and \( F_r \)) and the mean values \( m_x \), \( m_a \), and \( m_r \) derived from the acoustic studies (via the matrices \( G_x \), \( G_a \), and \( G_r \)). The matrices \( F_x \), \( F_a \), \( F_r \), \( G_x \), \( G_a \), and \( G_r \) can be determined by learning in principle, even though we haven’t tried this yet and we chose a simple random walk model for \( F_r \) (\( F_x = 0 \)) as well as simple model for the propagation (\( G_x = 0 \) and \( G_a = 0 \)).

3.2. Likelihood

For the likelihood, we consider the following model:

\[
b^*_{t,j} = 10 \log_{10} \left( \sum_i 10^{\frac{x^*_{c_t,o_t,i,j}}{10}} + 10^{\frac{a^*_{o_t,i,j}}{10}} + 10^{\frac{r^*_{t,j}}{10}} \right) + w_{b^*_{t,j}} \tag{5}
\]

\[
r^*_{t,j} = r_{t,j} + w^*_{r_{t,j}} + w_{r^*_{t,j}}. \tag{6}
\]
We model the ambient noise $b_{i,j}^*$ measured by the sound level meter at location $j$ as a Gaussian deviation from the real ambient noise $b_{i,j}$ expressed as a nonlinear function of the state variables with (1)–(3). Similarly, we model the background noise $r_{t,j}^*$ estimated by the source separation algorithm as a Gaussian deviation from the true $r_{t,j}$. The source separation uncertainty $w_{\nu}^*$, and the measurement uncertainty $w_b^*$ are strongly correlated with each other since source separation is performed from the same sound level meter input. Therefore the overall observation covariance is given by:

$$
\Sigma_z = \begin{bmatrix}
\sigma_b^2 I_J & \sigma_{br}^2 I_J \\
\sigma_{br}^2 I_J & (\sigma_b^2 + \sigma_{r}^2)I_J
\end{bmatrix}
$$

(7)

with $I_J$ the identity matrix of size $J$.

3.3. Recursive Bayesian model

The proposed formulation now fits with the recursive Bayesian filtering framework. We can summarize (4)–(6) with the general recursive Bayesian estimation model

(prior) \( y_t = F y_{t-1} + G_{m} x_t + w_s \), \( y_t \in \mathbb{R}^7 \)

(likelihood) \( z_t = h(y_t) + w_z \), \( z_t \in \mathbb{R}^5 \)

with $h$ the nonlinear function in (5)–(6), and recursively infer the posterior distribution of the state variables by the general filtering equations

$$
p(y_t | z_{1:t-1}) = \int p(y_t | y_{t-1}) p(y_{t-1} | z_{1:t-1}) dy_{t-1}
$$

(10)

and

$$
p(y_t | z_{1:t}) \propto p(z_t | y_t) p(y_t | z_{1:t-1})
$$

(11)

with $z_{1:t} = \{z_1, \ldots, z_t\}$ the set of observations up to time $t$.

4. EXPERIMENTS AND RESULTS

4.1. Data

We validated our approach on data collected by VENATHEC SAS on a wind farm located in the north-east of France. For privacy reasons, the name and exact location of the wind farm are not mentioned. The wind farm is composed of 6 wind turbines (Vestas V112 - 3.3 MW) and 5 measurement locations were set up. In this paper, we consider 19 h of measurements that correspond to 115 time frames of 10 min.

Since the ground truth is unknown in real conditions, we generated the test data as follows. For background noise, we considered the real series $r_t$ measured when the turbines are stopped. For noise emission and propagation, we considered the mean values $m_s$ and $m_a$, provided by the turbine manufacturer and cadnaA, respectively, and generated $s_t$ and $a_t$ by adding random Gaussian uncertainties $w_s$ and $w_a$. We then generated observations $z_t$ using (9) with random Gaussian measurement and separation uncertainties $w_b^*$ and $w_r^*$. Such a simulation procedure is common in the wind turbine acoustics community. The uncertainties were assumed to be temporally and spatially uncorrelated and independent of $i$ and $j$. Hence, we omit indices $i$ and $j$ in the following.

We generated two datasets. The first dataset contains 125 test cases with all 6 turbines and 5 measurement locations. The standard deviations $\sigma_x, \sigma_y$, and $\sigma_r$ of the uncertainties $w_s, w_a$, and $w_r$, are chosen in $\{0.5, 1.5, 2.5, 3.5, 4.5\}$ and all combinations of values are considered. These are plausible values encountered in practice. In the second dataset, $\sigma_x, \sigma_y$, and $\sigma_r$ are fixed to 3.5, but subsets of 1 to 6 turbines and 1 to 5 measurement locations are selected, resulting in 30 test cases. For both datasets, the standard deviation $\sigma_b^*$ of the measurement uncertainty $w_b^*$ is fixed to 1.5 dB, that is the standardized value for Type I sound level meters [21].

4.2. Tested nonlinear Kalman filters

We processed these data using various nonlinear Kalman filters with the following values for the model parameters. We set $F_t = I$, $F_a = I$, $F_r = 0$, $G_x = 0$, $G_a = 0$, and $G_r = I$.

The covariance of $w_s$ was defined as

$$
\Sigma_y = \begin{bmatrix}
\sigma_y^2 I_J & 0 & 0 \\
0 & \sigma_a^2 I_{J,J} & 0 \\
0 & 0 & \Sigma_r
\end{bmatrix}
$$

(12)

with $\Sigma_r$ the covariance matrix of $r_t - r_{t-1}$ measured when the turbines are stopped. The values of $m_s, m_a, \sigma_x, \sigma_y$, and $\sigma_r$ were set as above. The assumptions behind these settings are also common in the wind turbine acoustics community.

The Kalman filter [22] implements the general recursive Bayesian filter in (10)–(11). It provides update rules for the posterior mean $\hat{y}_t$ and covariance $\Sigma_{y,t}$ of the state vector $y_t$ given the sequence of observations $z_{1:t}$ up to time $t$. In the case of a linear function $h$, these update rules are exact.

In our specific problem, the function $h$ is nonlinear, hence we evaluated three different approximations: the extended Kalman filter [23], the unscented Kalman filter [24] and the central difference Kalman filter [25]. The first one is the most common approximation: it relies on first-order Taylor development of $h$ around a single point, namely the estimated state mean. When the covariance is large or $h$ is strongly nonlinear it poorly approximates the posterior distribution and the estimation can be weak. The two other filters are ingenious improvements of the extended Kalman filter based on statistical linearisation. They approximate the prior distribution with a number of well-chosen points that are propagated through the nonlinearity to capture the mean and covariance. The two filters slightly differ in the choice of the points and the way they reconstruct the mean and covariance.

4.3. Evaluation metrics

We evaluated the results by means of the root mean square error (RMSE) between the estimated background noise value
and the ground truth \( \mathbf{r}_t \) and the log-likelihood of the ground truth \( \mathbf{r}_t \) given the posterior distribution of the background noise, assumed to be Gaussian with mean \( \hat{\mathbf{r}}_t \) (subvector of \( \hat{\mathbf{y}}_t \)) and covariance \( \hat{\Sigma}_{\mathbf{r}_t} \) (submatrix of \( \hat{\Sigma}_{\mathbf{y}_t} \)). We also computed the RMSE and the log-likelihood of the emergence, where the ground truth \( \mathbf{e}_t \) was obtained from \( \mathbf{y}_t \) and the posterior mean \( \hat{\mathbf{e}}_t \) and covariance \( \hat{\Sigma}_{\mathbf{e}_t} \) were obtained by propagating \( \hat{\mathbf{y}}_t \) and \( \hat{\Sigma}_{\mathbf{y}_t} \) through the nonlinearity via the nonlinear Kalman filter under test.

4.4. Results

Tables 1 and 2 report the average RMSE on the background noise estimate and the emergence estimate. The former is similar to the intrinsic standard deviation of the sound level meter (\( \sigma_x^b = 1.5 \) dB), while the latter is much smaller due to the fact that the measurement uncertainty \( \mathbf{w}_t \) on \( \mathbf{b}_t \) and \( \mathbf{r}_t \) cancels when subtracting those two quantities from each other. It is also much smaller than the average uncertainty of the source separation system (2.5 dB). The central difference Kalman filter appears to perform best in terms of RMSE, however the posterior covariance is underestimated so that the unscented Kalman filter yields a better log-likelihood.

<table>
<thead>
<tr>
<th>Filter</th>
<th>RMSE</th>
<th>log-likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>source separation estimate (without Kalman filter)</td>
<td>3.24</td>
<td>( 2.50 \times 10^5 )</td>
</tr>
<tr>
<td>extended filter</td>
<td>1.63</td>
<td>( 2.42 \times 10^5 )</td>
</tr>
<tr>
<td>unscented filter</td>
<td>1.63</td>
<td>( 2.41 \times 10^5 )</td>
</tr>
<tr>
<td>central difference filter</td>
<td>\textbf{1.61}</td>
<td>( 2.40 \times 10^5 )</td>
</tr>
</tbody>
</table>

Table 1. Average RMSE and log-likelihood of the background noise estimate on the first dataset.

<table>
<thead>
<tr>
<th>Filter</th>
<th>RMSE</th>
<th>log-likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>source separation estimate (without Kalman filter)</td>
<td>2.87</td>
<td>( 4.2675 \times 10^4 )</td>
</tr>
<tr>
<td>extended filter</td>
<td>1.01</td>
<td>(-0.69 \times 10^5 )</td>
</tr>
<tr>
<td>unscented filter</td>
<td>0.79</td>
<td>( 1.54 \times 10^5 )</td>
</tr>
<tr>
<td>central difference filter</td>
<td>\textbf{0.76}</td>
<td>(-0.1 \times 10^5 )</td>
</tr>
</tbody>
</table>

Table 2. Average RMSE and log-likelihood of the emergence estimate on the first dataset.

Fig. 1 shows the dependency of the RMSE on the uncertainties in the data and on the number of wind turbines and measurement locations. As expected, thanks to the fusion of the model uncertainties and the separation uncertainties operated by the nonlinear Kalman filter, the RMSE on the emergence estimate decreases with the uncertainties in the data and it is always smaller than the standard deviation of the separation system, except for \( (\sigma_x, \sigma_a, \sigma_{r*}) = (3.5, 3.5, 0.5) \) and \( (\sigma_x, \sigma_a, \sigma_{r*}) = (4.5, 4.5, 0.5) \) where the central difference approximation is poor. Also, the RMSE increases with the number of wind turbines and decreases with the number of measurement locations.

5. CONCLUSION

In this paper, we proposed a recursive Bayesian estimation framework adapted to the context of wind farms in order to improve a black-box source separation system. The proposed framework leverages the noise emission values provided by turbine manufacturers and the results of acoustic simulation. Our experiments showed that the central difference Kalman filter provides the lowest average RMSE on the emergence estimate and that this average RMSE is almost always smaller than the uncertainty of the source separation system alone. Future work includes addressing the poor performance of the central difference Kalman filter when the separation uncertainties are small and the model uncertainties are large, for instance by using iterated Kalman [26] or particle filters [27].
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