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time-dependent Hamilton-Jacobi-Bellman equations with Cordes
coefficients

Iain Smears - Endre Siili

January 6, 2017

Abstract We propose and analyse a fully-discrete discontinuous Galerkin time-stepping method
for parabolic Hamilton—Jacobi—Bellman equations with Cordes coefficients. The method is con-
sistent and unconditionally stable on rather general unstructured meshes and time-partitions.
Error bounds are obtained for both rough and regular solutions, and it is shown that for suf-
ficiently smooth solutions, the method is arbitrarily high-order with optimal convergence rates
with respect to the mesh size, time-interval length and temporal polynomial degree, and possi-
bly suboptimal by an order and a half in the spatial polynomial degree. Numerical experiments
on problems with strongly anisotropic diffusion coefficients and early-time singularities demon-
strate the accuracy and computational efficiency of the method, with exponential convergence
rates under combined hp- and T¢-refinement.

Keywords Fully nonlinear partial differential equations - Hamilton—Jacobi—Bellman equations -
hp-version discontinuous Galerkin methods - Cordes condition
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1 Introduction

We consider the numerical analysis of the Cauchy-Dirichlet problem for Hamilton—Jacobi—
Bellman (HJB) equations of the form

Ow — sup[L%u — f“]=0 inQxI, (1.1)
a€A

where Q C R? is a bounded convex domain, I = (0,7, A is a compact metric space, and
where the L are nondivergence form elliptic operators given by

L% :=a%: D*v + b - Vv — c®v, a € A. (1.2)

HJB equations of the form (1.1) arise from problems of optimal control of stochastic processes
over a finite-time horizon [13]. Note that the specific form of the HIB equation in (1.1) is obtained
after reversing the time variable of the control problem, and thus it will be considered along with
an initial-time Cauchy condition and a lateral Dirichlet boundary condition. We are interested in
consistent, stable and high-order methods for multidimensional HIB equations with uniformly
elliptic but possibly strongly anisotropic diffusion coefficients. Moreover, the results of this work
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2 I. SMEARS & E. SULI

are applicable to other forms of HIB equations, such as the case where the supremum is replaced
by an infimum in (1.1), and also to equations of Bellman—Isaacs type from stochastic differential
games.

Monotone schemes, which conserve the maximum principle in the discrete setting, represent
a significant class of numerical methods for (1.1) and are supported by a general convergence
theory by Barles and Souganidis [5]. Since the history and early literature of these methods is
discussed for example in [13,17] or in the introduction of [16], we mention here only some recent
developments. Building on earlier works such as [8,10], Debrabant and Jakobsen developed
in [11] a semi-Lagrangian framework for constructing wide-stencil monotone finite difference
schemes for HJB and Bellman-Isaacs equations. Uniform convergence to the viscosity solution
of monotone finite element methods was shown by Jensen and the first author in [16] through an
extension of the Barles—Souganidis framework, along with strong convergence results in L? (H 1)
under nondegeneracy assumptions.

An alternative approach to the numerical solution of HIB equations was proposed in [23,24],
based on the Cordes condition which comes from the study of nondivergence form elliptic and
parabolic equations with discontinuous coefficients [9, 18]. The Cordes condition is an algebraic
assumption on the coefficients of the operators L<; it is well-suited for numerical analysis since
the techniques of analysis of the continuous problem can be extended to the discrete setting.
Moreover, HIB equations are connected to the Cordes condition through the fact that linearisa-
tions of the nonlinear operator are nondivergence form operators with discontinuous coefficients.
Unlike their divergence form counterparts, linear nondivergence form equations with discontinu-
ous coefficients are generally ill-posed, even under uniform ellipticity or parabolicity conditions
[14,18]; however, well-posedness is recovered under the Cordes condition [18]. In fact, as first
shown in [24], the Cordes condition permits a straightforward proof of existence and uniqueness
in H? of the solution of a fully nonlinear elliptic HIB equation.

The discretisation of linear nondivergence form elliptic equations by hp-version discontinu-
ous Galerkin finite element methods (DGFEM) was first considered in [23]. There, the stability
of the numerical method was achieved through the Cordes condition and the key ideas of test-
ing the equation with Awvp, where vy, is a test function from the finite element space, and of
weakly enforcing an important integration by parts identity connected to the Miranda—Talenti
Inequality. An hp-version DGFEM for elliptic HIB equations was then proposed in [24] along
with a full theoretical analysis in terms of consistency, stability and convergence. The accuracy
and efficiency of the method was demonstrated through numerical experiments for a range of
challenging problems, including boundary layers, corner singularities and strongly anisotropic
diffusion coefficients.

This work extends our previous results to parabolic HIB equations by combining the spatial
discretisation of [24] with a discontinuous Galerkin (DG) time-stepping scheme [25]. The re-
sulting method is consistent, unconditionally stable and arbitrarily high-order, whilst permitting
rather general unstructured meshes and time partitions. Although other time-stepping schemes
could be considered, Schétzau and Schwab showed in [22] that a key feature of DG time-stepping
methods is the potential for exponential convergence rates, even for solutions with limited regu-
larity; our numerical experiments below show that our method retains this quality.

In order to treat the nonlinearity of the HJB operator, the time-stepping scheme is nonstan-
dard and leads to strong control of a discrete H'(L?) N L*(H?)-type norm. The consistency
and good stability properties of the resulting method lead to optimal convergence rates in terms
of the mesh size h, time-interval length 7, and temporal polynomial degrees g. The rates in the
spatial polynomial degrees p are possibly suboptimal by an order and a half, as is common for
DGFEM that are stable in discrete H2-norms, such as DGFEM for biharmonic equations [20].
In addition to error bounds for regular solutions, we use Clément-type projection operators to ob-
tain bounds under very weak regularity assumptions that are in particular applicable to problems
with early-time singularities induced by the initial datum.
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The contributions of this paper are as follows. In section 2, we define the problem under
consideration and show its well-posedness. Then, in section 3, we introduce the essential ideas
of the time-stepping scheme in a semidiscrete context and show its stability. Full discretisation
in space and time is considered in sections 4 and 5, where we show the method’s consistency.
Stability and well-posedness of the scheme are then obtained in section 6 and error bounds are
derived in section 7. The results of numerical experiments are reported in section 8.

2 Analysis of the problem

Let Q2 be a bounded convex polytopal open set in R, d > 2, let Abea compact metric space,
and let I := (0,7, with 7" > 0. It is assumed that 2 and A are non-empty. Convexity of 2
implies that the boundary OS2 of 2 is Lipschitz [15]. Let the real-valued functions a;;, b;, c and
f belong to C' (ﬁ x I x A) for each 4, j € {1,...,d}. For each « € A, define the functions
afi: (x,t) = agj(z,t, @), where (z,t) € Qx Tandi, j € {1,...,d}; the functions b, ¢* and
f are similarly defined. We introduce the matrix functions a® := (a3;) and the vector functions
b := (b$") for notational convenience. The operators L® : L?(I; H*(Q)) — L*(I; L*(Q)) are
given by

L% :=a": D*v+b* - Vo —c*v, wvelL*(I;H*(Q)), a €A, 2.1

where D?v denotes the Hessian matrix of v. Compactness of A and continuity of the functions
a, b, cand f imply that the fully nonlinear operator F', given by

F:vw— Flv] :=0w — sup [L% — f¥] = inf [Oyv — L% + 7], (2.2)
aEA acN

is well-defined as a mapping from H(I;Q) = L*(I; H*(Q) N H5(Q)) N HY(I; L*(Q)) into

L2(I; L*(€)). The problem considered is to find a function u € H (I; ) that is a strong solution

of the parabolic HIB equation subject to Cauchy—Dirichlet boundary conditions:

Fluj=0 inQxI,
u=0 ondxI, (2.3)
u=wug on®x {0}

where ug € Hj(Q). Note that the lateral condition u = 0 on 9Q x I is incorporated in the
function space H (I;$2). Well-posedness of (2.3) is established in section 2.1 under the following
hypotheses. The function c is nonnegative and there exist positive constants v < 7 such that

Ve < €Ta%(x,t) < ple)? VEER, V(x,t) e U x I, VaeA. (2.4)
We assume the Cordes condition [23,24]: there exist € € (0, 1], A > 0 and w > 0 such that

la®)? + 1/2% +1/w?

1 R
(Tra® 1A+ 1jw? S dpiqe nixl Vach 2.5)

where |a®| denotes the Frobenius norm of the matrix a®. In the special case where b = 0 and
¢ =0, we set A = 0 and assume that there exist £ € (0, 1] and w > 0 such that

|aa|2 + 1/w2

inQx7, VaeA. 2.6
(Tra® + 1jw)® = d+e (2.6)

As explained in [24], A and w serve to make the Cordes condition invariant under rescaling of the
spatial and temporal domains. In the case of elliptic equations in two dimensions without lower
order terms, the Cordes condition is equivalent to uniform ellipticity. Given (2.5), by considering
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transformations of the unknown of the type v = e*‘1i, we can assume without loss of generality
that
|a®® + 02 /22 + (¢*/N)? + 1/
(Tra® 4+ c* /A 4+ 1/w)? “d+1+¢
The relevance of (2.5) is to show that the Cordes condition is essentially independent of the lower
order terms b and ¢%, although it will be simpler to work with (2.7). Define the strictly positive
functiony: Q X I x A — R>q by

inQxIVaeA. 2.7)

(@t a) Tra®(x,t) + /A 4+ 1/w

= ‘aa(a:7t)|2+|ba|2/2>\+(ca/>\)2+1/w2- (2.8)

In the case of b = 0 and ¢ = 0, the function + is defined by

_ Tra“(z,t) + 1/w
V(@ t, ) = o (@, OF 7 1/2" (2.9)

Continuity of the data implies that v € C(Q x T x A), and it follows from (2.4) that there
exists a positive constant v > 0 such that v > =0 on X I X A. For each o € A, define
¥*: (x,t) — v(x,t,a), and define the operator F, : H(I;Q) — L*(I; L*(Q)) by

Fyv] = alreli [ (Oev — L% + f)]. (2.10)

For w and A as in (2.7), we introduce the operators L and L., defined by
Lyv:=Av— v Lov:i=wdw — Lyv. (2.11)
The following result is similar to [24, Lemma 1], so the proof is omitted here.

Lemma 1 Let Q2 be a bounded open subset ofRd, let I = (0,T), and suppose that (2.7) holds,
or that (2.6) holds ifb = 0 and ¢ = 0. Let U C €2 be an open set, let J C I be an open interval,
and let the functions u, v € L*(J; H*(U)) N H'(J; L?(U)), and set w = u — v. Then, the
following inequality holds a.e. in U, for a.e. t € J:

1/2
By [u] — Fy o] — Low| < VI—¢ (w2|atw|2 + |D*w|? + 2| Vw|? + )\2|w|2) . (2.12)

withA=0ifb=0andc= 0.

In the following analysis, we shall write a < b for a,b € R to signify that there exists a
constant C' such that a < C'b, where C'is independent of discretisation parameters such as the
element sizes of the meshes and the polynomial degrees of the finite element spaces used below,
but otherwise possibly dependent on other fixed quantities, such as, for example, the constants
in (2.4) and (2.5) or the shape-regularity parameters of the mesh.

2.1 Well-posedness

For a bounded convex domain Q C R, the Miranda—Talenti Inequality [15,18] states that
|2y < [|AV|| 2 for all v € H?(Q) N Hg (). Along with the Poincaré Inequality,
it implies that H := H?(Q) N H}(Q) is a Hilbert space when equipped with the inner-product
(u,v)a = (Lau, Lxv) 2(q), Where Ly is from (2.11) and A > 0 is from (2.7). It is possible to
identify H*, the dual space of H, with L?(£2) through the duality pairing

o) penn = /Q f(—Lav)de, feL(Q), ve H 2.13)
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Indeed, we clearly have L?(Q) < H*, and H *-regularity of solutions of Poisson’s equation in
convex domains [15] shows that this embedding is an isometry: for any f € L?(Q), we have
I fllz2(2) = | fllz=. If o € H™, then the Riesz Representation Theorem implies that there is a
unique w € H such that (w,v)a = @(v) forallv € H. Then f = —Lyw € L*(Q) satisfies
(f,v)r2xmg = @(v) forallv € H.

The space H{ (Q) may be equipped with the inner-product (u, v) i = Jo Vu-Vo+iuw dz
with associated norm ||| ;13 we note that the Poincaré Inequality implies positive definiteness
of (-,-) g1 in the case of A = 0.

The relevance of these choices of duality pairing and inner-products is that the spaces H,
H}(2) and L?(2) form a Gelfand triple as a result of the following integration by parts identity:
for any w € Hg () and v € H, we have

(W, VY2 g = / w(—Lyv)dz = / Vw - Vv + dwvdz = (w,v) g (2.14)
Q Q
Recall that H (I; Q) == L?(I; H*(Q)NH(Q))NH (I; L*()). The general theory of Bochner
spaces, see for instance [26], yields the following result.
Lemma 2 Let Q C R? be a bounded convex domain and let I = (0,T). Then,
H = H*(Q) N H(Q) — Hy(Q) — L*(Q)
form a Gelfand triple [26] under the inner product (-, -) g1 and the duality pairing {-,-)r2x u-
The space H(I;Q) is continuously embedded in C(T; Hg(Q)), and for every u, v € H(I; Q)

and any t € I, we have

(u(t),v(t)) g = (u(0),v(0)) sz + /Ot<8tu»U>L2xH + (O, u) L2 pr ds. (2.15)
Define the norms ||-|| g on H and ||-|| g (1,0) on H(I; ) by

ol = \Uﬁqzm) + 2)‘|U|§11(Q) + AQH’”H%%Q)» v € H, (2.16)

el = [ w0l + ol d veHI®). @)

We will make use of the following solvability result for the Cauchy—Dirichlet problem associated
to the linear operator L, from (2.11).

Theorem 3 Let Q C R be a bounded convex domain and let I = (0,T). For each g €
L3(I; L*(Q)) and vo € H§ (), there exists a unique v € H(I; Q) such that

Lyv=g ae.in (2, forae.t €1,

2.18
v(0) =v9 inQ. (2.18)
Moreover, the function v satisfies
2 2 2 2
lollz(r0) + @Dy < llgllz2 e 0) +wlvollay- (2.19)

In Theorem 3, well-posedness of (2.18) is simply a special case of the general theory of Galerkin’s
method for parabolic equations, see [26]. The bound (2.19) is obtained by combining (2.15), in-
tegration by parts and the Miranda—Talenti Inequality.

Theorem 4 Let Q C R be a bounded convex domain, let I = (0,T), and let A be a compact
metric space. Let the data a, b, c and f be continuous on Q x I x A and satisfy (2.4) and (2.7), or
alternatively (2.6) in the case where b = 0 and ¢ = 0. Then, there exists a unique strong solution
u € H(I;Q) of the HIB equation (2.3). Moreover, w is also the unique solution of F[u] = 0 in
QxLu=00n0Q x I andu = ug on Q x {0}
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Proof The proof consists of establishing the equivalence of (2.3) with the problem of solving the
equation F[u] = 0 and u(0) = wg, which can be analysed with the Browder—Minty Theorem.
Let the operator A: H(I;Q) — H(I;Q)* be defined by

(A(u),v) = /I /Q Fy[u] Lov dz dt + w(u(0) — uo, v(0)) g1 - (2.20)

Compactness of A and continuity of the data imply that .4 is Lipschitz continuous. Indeed, letting
u,vand z € H(I;Q), we find that

[(A(u) — A(v), 2)| < [[Fy[u] — Fv[v}||L2(I;L2(Q))HszHL2(I;L2(Q))
+ w|[w(0) = v(0) ||z 12(0) |1y < Cllu —vllE(r0) 2l HI0), (22D

where the constant C' Eepglds only on the dimension d, w, T, and on the supremum norms of a,
b, cand f and «y over € x I x A. We also claim that A is strongly monotone. Define w = u — v.
Addition and substraction of f . (Lww, Lyw) p2 dt shows that

(A(u) = Av), w) = [|Low||Z2(1,22 () + wllw(0)[|72
+ // (FyJu] — Fyu] — Low) Lowdz dt.
I1JQ

Lemma 1, the bound (2.19) and the Cauchy—Schwarz Inequality show that
1 2 2 1—¢ 2

(A(u) = A(), w) > Sl Lowl|z2(r;r2(0) +wllwO)E — ——lwllk o)
g . o 2 (2.22)
>l + S )y + ()13
The inequalities (2.21) and (2.22) imply that .4 is a bounded, continuous, coercive and strongly
monotone operator, so the Browder—Minty Theorem [21] shows that there exists a unique v €
H(I;$) such that A(u) = 0.

Theorem 3 shows that for each g € L*(I; L?(Q)), there exists a v € H(I; ) such that
Lyv = g and v(0) = 0. So, A(u) = 0 implies that [, [, F;[u]gdzdt = 0 forall g €
L?(I; L*(2)), and since Fy[u] € L*(I; L*(R)), we obtain F.,[u] = 0. Theorem 3 also shows
that (u(0),v) gz = (uo,v) 3 forallv € HJ(2), hence u(0) = up.

We claim that w € H(I;Q) solves F,[u] = 0 if and only if u solves (2.3). Since v is
positive, 7 (Oyu — L%u + f) > 0 for all « € A is equivalent to Oyu — L%u + f > 0 for all
a € A, so Fyu] > 0is equivalent to F'[u] > 0. Compactness of A and continuity of the data
imply that for a.e. t € I, for a.e. point of 2, the extrema in the definitions of F,[u] and F'[u] are
attained by some elements of A, thereby giving F>[u] < 0 if and only if F[u] < 0. Therefore,
existence and uniqueness in H (I; ) of a solution of F[u] = 0 is equivalent to existence and
uniqueness of a solution of (2.3). O

3 Temporal semi-discretisation

In this section, we explore some of the general principles underlying the numerical scheme for
the parabolic problem (2.3). Before presenting the fully-discrete scheme in section 5, we briefly
consider in this section the temporal semi-discretisation of parabolic HIB equations, so as to
highlight some key ideas in the derivation and analysis of a stable method. The fully-discrete
scheme will then combine these ideas with the methods from [24] used to discretise space.

The proof of Theorem 4 indicates that we should discretise the operator appearing in (2.20),
and find stability in a norm that is analogous to ||-|| (1,0 from (2.17). Although (2.20) expresses



DGFEM FOR PARABOLIC HJB EQUATIONS 7

the global space-time problem, we will employ a temporal discontinuous Galerkin method, thus
leading to a time-stepping scheme.

Let {J-} . be a sequence of partitions of (0, 7") into half-intervals I, = (tn—1,tn] € Jr,
with 1 < n < N = N(7). We say that 7, is regular provided that

0,7T/= |J Tn, 0=to<tn1<ta<ty=T, Vn<N,Vr. (3.1)

I,€J-
For each interval I, € Jr, let 7, = [tn, — tn—1]|. It is assumed that 7 = maxj<,<n Tn. For
each 7, let q = (q1,. .., qn) be a vector of positive integers, so g, > 1 for all I,, € 7. For a

vector space V and I, € J-, let Qg4 (V') denote the space of V-valued univariate polynomials
of degree at most ¢y,. Recalling that i := H?(Q) N H{(S2), we define the semi-discrete DG
finite element space V™' by

VT = {u € LX(I; H), v|;, € Qq, (H) VI, € jT}. (3.2)
Functions from V79 are taken to be left-continuous, but are generally discontinuous at the parti-

tion points {t,, }2'_}". We denote the right-limit of v € V™% at t,, by v(t,}), where 0 < n < N.
The jump operators (), and average operators (-) , 0 < n < N, are defined by

(W)n = —v(0), (), =wv(0"), ifn =0,
(W)n = v(tn) — v(t)), (v),, = 3v(tn) + %v(t,f), ifl1 <n <N, (3.3)
(W)n = v(T), (v),, =v(T), ifn=N.

Define the nonlinear form A, : V79 x V79 — R by

'U,-,—,UT = Z/ -,— w'l}7—>L2(Q) dt

N-1
—w E u‘r n, UT
n=0

We note that % (v)n — (v), = v(t;}) for 1 < n < N. The semi-discrete scheme consists of
finding a u- € V™9 such that

1\3\8

N—
Z (trns @r)n) s (34)

Ar(ur;vr) = w(uo, vr(07)) gy Vo, € VO (3.5)

Since the solution u € H(I; Q) of (2.3) belongs to C(I; Hg (f2)), it is clear that A, (u;v,) =
w{ug, v, (07)) gy forall vz € V79, so the scheme is consistent. By considering test functions

v, that have support on successive intervals I, € 7, it is easily seen that u-|r, is determined
only by the data and by u(tn—1), thus (3.5) is a time-stepping scheme. The main ingredients
required to show that the above scheme is stable are as follows. We introduce the bilinear form
Cr: VT x V™9 — R defined by

N
Cr(ur,vs) = Z/ (Lwtr, Lovr) 2(0) dt
n=171n

N—1 w N-—-1
—w > (urhn, (0r) iy + 5 D Qs (orhn) - (B6)
n=0 n=1
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Integration by parts shows that for any u,, v € V79, we have
Cr (uT7vT Z / 8tu7,8th)Lz(Q) + <L)\’LLT,L,\1)-,—>L2(Q) dt

N
Z H1 + 5 Z UTDTL7 UTDn)]_[é. 3.7

Combining (3.6) and (3.7) reveals the stability properties of C- when re-written as

Cr(ur,vr) = Z / (O¢ur, Opvr)p2 + (Laur, Lxvry 2 + (Lour, Lovr)p2 dt
L@ N W Nl W Nl
+5 Z bndig = 5 D (lurdn, (wr)mg + 5 D (b, Qrbn) iy 38)
n=1 n=0 n=1

Indeed, it follows from (3.8) and the Miranda-Talenti Inequality that, for any u, € V"9,

Cr(ur,ur) >

l\)\»—l

N
D / W02y + llur |3 + | Lovter |2yt

N-1
w w w
+ EIIHT(T)H%IOI + §||ur(0+)||?15 +5 D lMurballzy 39
n=1

The key observation here is that the antisymmetric terms in (3.8) cancel in C (ur, ur ), and this
technique will be used again in section 6 for the analysis of stability of the fully-discrete scheme.
The above considerations imply stability of the scheme as follows: (3.6) implies that

N
Ar(ur;vr) = Z/ (Fylur] = Lwtr, Lwvr) p2eo) dt + Cr (ur,v7)  Vur, vr € V7Y

which mirrors the addition-substraction step of the proof of Theorem 4. Then, we use (3.9) to
show that A, is strongly monotone: for any u-, v € V79, w, := ur — v, we have

N N
3 w
Arurion) = Ar(orswn) 2 537 [ w10, B + s e+ 5 S ey,
n= n=0

Therefore, the well-posedness of the semi-discrete scheme can be shown by an induction argu-
ment, based on the Browder—-Minty Theorem, that is similar to the one given in the proof of
Theorem 10 below, concerning the well-posedness of the fully-discrete scheme. Instead of pur-
suing the analysis of the semi-discrete scheme further, we now turn towards the fully-discrete
method.

4 Finite element spaces

Let {7 }n be a sequence of shape-regular meshes on €2, such that each element K € T}, is
a simplex or a parallelepiped. Let hx = diam K for each K € 7Tj,. It is assumed that h =
max g c7;, hi for each mesh 7. Let F, ,’l denote the set of interior faces of the mesh 7, and let
F} denote the set of boundary faces. The set of all faces of 7, is denoted by F, ,il’b = FLUF}.
Since each element has piecewise flat boundary, the faces may be chosen to be flat.
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Mesh conditions The meshes are allowed to be irregular, i.e. there may be hanging nodes. We
assume that there is a uniform upper bound on the number of faces composing the boundary of
any given element; in other words, there is a cx > 0, independent of h, such that

isb
e < . .
Ir(nea%b card{FF € F,°: F COK} <cF 4.1)

It is also assumed that any two elements sharing a face have commensurate diameters, i.e. there
is a ¢ > 1, independent of h, such that, for any K, K ” that share a face,

max(hK,hK/) S cT min(hK,hK/). (4.2)

For each h, let p = (pr; K € Tp) be a vector of positive integers, such that there isa cp > 1,
independent of h, such that, for any K, K ’ that share a face,

max(pr, px) < cp min(pr, px’). (4.3)

Function spaces For each K € Tp, let Pp,. be the space of all real-valued polynomials in RY
with either total or partial degree at most px . In particular, we allow the combination of spaces
of polynomials of fixed total degree on some parts of the mesh with spaces of polynomials of
fixed partial degree on the remainder. We also allow the use of the space of polynomials of total
degree at most px even when K is a parallelepiped. The spatial discontinuous Galerkin finite
element space V}, , is defined by

Vip = {v € L2(Q), v|x € Py, VK € Th} (4.4)

For 7 a regular partition of I, the space-time discontinuous Galerkin finite element space V. ’g
is defined by

Vg = {v € L2 (I;Vip), vl1, € Qg (Vip) VIn € JT}. 4.5)

As in section 3, we take functions from VhT’ ’S to be left-continuous. The support of a function
Vp € V}: ’g, denoted by supp v, is a subset of 1, and is understood to be the support of v, : I —
Vh,p, 1.6. when viewing vy, as a mapping from [ into V}, .

For s := (sx: K € Tp,) a vector of nonnegative real numbers, and r € [1, o], define
the broken Sobolev space W32 (2; Tr) = {v € L" (), v|x € WK (K) VK € Tp}. For short-
hand, define H°(QY; Tp,) = W3(Q; Trn), and, for s > 0, set W (; Tr) = W3 (Q; Tr), where
sk = s forall K € Tp. Define the norm ||||ws(o;7;,) on W7 (€; Tr) by ‘|U||7‘;V§(Q;Th) =
Y reT vy x (1c)» With the usual modification when r = oco.

Spatial jump, average, and tangential operators For each face F', let np € R denote a fixed
choice of a unit normal vector to F'. Since each face F' is flat, the normal nr is constant. For an
element K € 7;, and a face F' C 9K, let 7p: H®(K) — H*"Y2(F), s > 1/2, denote the
trace operator from K to F'. The trace operator 7r is extended componentwise to vector-valued
functions. Define the jump operator [-] and the average operator {-} by

(9] == 7F (d)‘cht) —TF (¢|Kint)7 {¢} = %TF (¢|cht) + %TF (¢|Kint)7 if I e ‘Ffiﬂ
[6] = 7p (¢lK.rs) s {6} =Tp (dlK.r) s if F € Fp,

where ¢ is a sufficiently regular scalar or vector-valued function, and Kext and King are the
elements to which F'is a face, i.e. F' = 0Kext N OKins. Here, the labelling is chosen so that np
is outward pointing for Kcxt and inward pointing for Kjiy¢. Using this notation, the jump and av-
erage of scalar-valued functions, resp. vector-valued, are scalar-valued, resp. vector-valued. For
aface F, let V1 and divT denote respectively the tangential gradient and tangential divergence
operators on F'; see [15,23] for further details.
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5 Numerical Scheme

The definition of the numerical scheme requires the following bilinear forms, which were first
introduced in the analysis of elliptic HIB equations in [24]. First, for A > 0 as in section 2, the
symmetric bilinear form By, «: Vi p X Vi, p — Ris defined by

By, «(up,vp) = Z [<D2uh, D2Uh>K + 2 X(Vup, Von) k + >\2<uh,vh)f<}
KeTy

+ > [(dive Vo{un}, [Von - nel)p + (dive Vo{on}, [Vun - nel) e
FeF]
— Z [(VT{Vuh ‘nrh [Vror])r + (Vo{Von -nr}, [VT uh]>F]
FeFjt
=X > [ Vun -ne [oal) e + ({Von - ne}, [un]) F)
FeF)t

=2 Y [{und [Vor - nel) e + ({vn}, [Vun - nel)e)

FeFi

Then, for face-dependent quantities ur > 0 and nr > 0, to be specified later, let the jump
stabilisation term Jj, : Vi, p X Vi p — R be defined by

In(un,vp) = Z pr{[Vun - nel], [Von - nr]) r

FeFi
+ Y [pr(IVrunl, [V onl)F + ne(lunl, [on])r]. - D
FeF)t
Recalling that Lyv = Av — Av, we introduce the one-parameter family of bilinear forms

Bho: Vip X Vi p — R, where 6 € [0, 1], defined by

Bhyg(uh,vh) = HBh,*(uh,vh) + (1 — 09) Z (Lkuh,L)\Uh>K + Jh(uh,vh). 5.2)
KeTy,

Define the bilinear form ay : Vi, p X Vi, p — R by

an(un,vn) = (Vun, Von)x + Mun, o) — > ({Vun -nr}, [val)r
KeTy Fe}—i’b

— > {Von-neh [ule+ Y pe(lunl [oal)r. (53)

FeF)® FeF)b

Observe that the bilinear form aj, corresponds precisely to the standard symmetric interior
penalty discretisation of the operator — L, and its symmetry plays an imporant role in the sub-
sequent analysis.
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Define the bilinear forms C;. and C}, : V,; ’1;‘ X V}; ’s — R by

N
C{(uh, ’Uh) =w Z / Z ([[Vuh . np]], {at’l}h}>p dt 5.4
n=1"In peFi
N
+03 [ 3 lurtond Bl — (Tund, (V0on - nr byr)
n=1"In FeF)t
N
Ch(up,vp) = Z / Z (Lowup, Lovn) K dt—l—C;Z:(uh,vh) 5.5)
n=1'In KeT;,

N
+ Z/I B1j2(un,vn) = Y (Laun, Lyvp) i dt
n=1"1In

KeT,

N-1 LNl
—w Y an((unhn, (vn),) + 3 > an((un)n, (wrdn).-
n=0 n=1

Define the nonlinear form Ay, : V; ’;‘ x Vi ’s — Rby

N
Ah(uh; Uh) = Z / Z [<FA/ [uh}, Lw'Uh>K — <quh; Lw”h)K] dt + C’h(uh, Uh).
n=1"In KeT;,
(5.6)
The form A, is linear in its second argument, but it is nonlinear in its first argument. Supposing
that uo is sufficiently regular, such as ug € H*(£2; Tp), with s > 3/2, the numerical scheme is
to find up, € V}; ’l_:‘ such that

Ah(uh; Uh) = wah(uo,vh(0+)) Youp € V}:’g 5.7)

If uo fails to be sufficiently regular, we can replace uo in the right-hand side of (5.7) with a
suitable projection into V}, 5, at the expense of introducing a consistency error that vanishes in
the limit. By testing with functions vy, € VhT, ’3 that are supported on I, it is found that (5.7) is
equivalent to finding u;, € V}Z ’;‘ such that

/ > (Bylunl Lova) i + Bnaya(un,vn) = > (Laun, Lavp) i dt
I

n KeTh KeTh
vo [ 3 (Y nel Gunbr + 3 ae(ul, Beonl) e de
In peF; FeFh?
- w/ > ([un] AV - np})p dt + wan(un(ty_1), vn(t_1))
In FeFj*t
= wan(un(tn—1),va(ta_1)), (5.8)
for all v, € Qg, (Vh,p), With the convention up, (to) := wuo. Therefore, (5.7) defines a time-

stepping scheme, and in practice it is (5.8) that is used for computations.
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Consistency The following result is shown in [23,24].

Lemma 5 Let 2 be a bounded Lipschitz polytopal domain and let Ty, be a simplicial or paral-
lelepipedal mesh on Q. Let w € H*(;T;,) N H*(Q) N H(Q), with s > 5/2. Then, for every
v € Vi,p, we have the identities

Bh(w,on) = > (Law,Lyvp)kx  and  Jp(w,vp) = 0. (5.9)
KeTy

Lemma 6 Let € be a bounded Lipschitz polytopal domain, let Ty, be a simplicial or paral-
lelepipedal mesh on Q. Let I = (0,T) and let J, = {I,}\_1 be a regular partition of
I. Suppose that uo € Hg(Q) 0 H"(;Ty,) with r > 3/2. Then, for any w € H(I; Q) N
L3(I; H (;T3)), with s > 5/2, such that w(0) = uo, we have

N
Ch(w,vp) = Z/] Z (Low, Lovp) i dt4w ap (uo, vy (07)) Yoy € Vhi’g. (5.10)
n=1"'n KeT,;,

Proof Let the function w be as above, so that w(t) € H*(Q) N H§ () NH*(;T;,) forae. t €
I.Lemma 5 shows that [, Bj, 1/2(w,vs)dt = [; Y ker, (Law, Lxvp) i dt forall I, € J-
and all vy, € V,:’ ’s. The spatial regularity of w also implies that [Vw(¢) - np] vanishes for all

F € Fj and ae. t € I, whilst [w(t)] and [V w(t)] vanish for all F' € f,i’b and ae.t € I.
Therefore we have Cj, (w,v) = 0 for all vj, € Vi3 Finally, since H(I;Q) < C(I; Hy (%))
by Lemma 2, the jump (w), = 0 for each 0 < n < N, and thus ap ((w)n,vy) = 0 for all
Up, € Vi,p, 0 < n < N. The above identities and the definition of C, in (5.5) imply (5.10). O

Lemma 6 and the definition of the nonlinear form Ay, in (5.6) immediately imply the follow-
ing consistency result for the numerical scheme.

Corollary 7 Under the hypotheses of Lemma 6, suppose that the solution u € H(I;Q) of (2.3)
belongs to L*(I; H*(Q; Tr,)), with s > 5/2. Then, u satisfies

Ap(u;vp) = wan(uo,vn(07)) Yo, € Vs (5.11)

6 Stability

It will be seen below that, for pr appropriately chosen, the symmetric bilinear form ay, is co-
ercive on Vj, p, and thus defines an inner-product on Vj, , with associated norm [|v||2, =
an (vp, vy) for v, € Vj, p. Define the functionals
"Uhl%_IQ(K),A = |'Uh|§{7(K) + 2>\|'Uh|%{1(K) + >\2||'Uh||%2(K), v € Vip, K € Th, (6.1)
a3 = Jn(vn,vn), on € Vi p. 6.2)

For each § € [0, 1], we introduce the functional [|-||n,¢: V}, 5! — R defined by

N
onllf.o = Z/ >0 [w2||3tvh\\%2<x) + ‘Uhﬁ{?(K),)\} + |val3 dt
n=17In KeT,,

N N
s / S (=)ot +o 3l ©
n=1 n=

n KeTy,
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It is shown below that, for an appropriate choice of fir, ||-||,¢ defines a norm on V,*$ for each
0 € [0, 1]. For each face F' € F}'*, define

- in(hk,hk'), ifFeF} D, ifFeF}
hp = {mln( K K)a 1 € S hy b = {max(pK»pK)v 1 € Jh, (6.4)

hi, if F e Fp, PI, if € Fp,

where K and K’ are such that F = 0K N 9K’ if F € Fj or F C 9K NN if F € FP. The
following result is from [24, Lemma 6].

Lemma 8 Ler Q2 be a bounded convex polytopal domain and let {Tp}n be a shape-regular
sequence of simplicial or parallelepipedal meshes satisfying (4.1). Then, for each constant xk >
1, there exists a positive constant cs, independent of h, p and 0, such that, for any vy, € Vi p
and any 0 € [0, 1], we have

0 1
Bho(vn,vn) > Y {;h’hﬁlz(K),,\ + (1= 60) [|Laon|Z2x) | + §|Uh|§, (6.5)
KeTh
whenever, for any fixed constant ¢ > 1,

~2 ~2
wrp = UCSZ—F and nr > UACSZ—F. (6.6)

F F

We note that ©r may be chosen as in Lemma 8 whilst also guaranteeing the standard discrete
Poincaré Inequality:

vl + Y. wellonllizr S anon,vn) = lonllz,  Yon € Vap. (6.7)
KeTh FeF)b

In the subsequent analysis, we shall choose pr and ng to be given by

Ph Pr
UF =0 Cs=, nF = omax(l, A) cs=, (6.8)
hr W

where ¢ is chosen so that Lemma 8 holds for x < (1 — €)', and where o > 1 is a fixed
constant chosen such that (6.7) also holds. Note that these orders of penalisation are the strongest
that remain consistent with the discrete H2-type norm appearing in the analysis of this work; see
[20] for an example of a scheme for the biharmonic equation using the same penalisation orders.

To verify that the functional ||-||5,¢ defines a norm on Vhr”g, suppose that ||vp||n,e = 0 for
some vy, € V,:’ ’3. Then, the jumps of vy, vanish across the mesh faces and across time intervals
and, therefore, v, € H(I; ) with v, (0) = 0. The fact that the volume terms in ||vp| 5,0 also
vanish shows that L., vy, = 0, so it follows from (2.19) that v;, = 0. Hence, the functional ||-|| 6
defines a norm on V.

Lemma 9 Under the hypotheses of Lemma 8, let I = (0,T) and {J:}+ be a sequence of
regular partitions of I. Let pr and nr satisfy (6.8) for each face F, so that Lemma 8 holds for

a given & > 1. Then, for every v, € V"3, we have

N

1 _

Cutonvn) = 53 [ 3 wlomnlEan + 17 fonlhrao 0 + onl
n=1"'n KeT,

N N
1 2 w 2
+§nzzjl /I Z||vah|\Lz<K>dt+Egmvhonlla,,. (69)

n KeTy,
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Proof We begin by showing that, for any up, v, € V3, the bilinear form Cj, satisfies the
following identity:

uh,vh) Z / Z 8tuh,8tvh>;< + By, 1/2(uh,vh) dt — C’{(v;“uh)
In keT,

N N—
+w2ah( Uh),, > (V) g Z ((undn, (vn)n). (6.10)

n=1

The first step in deriving (6.10) is to show that for any up, v, € V. 3, we have

Z/ Z watuh, L)\’Uh>K—|—<wat’Uh7 L)\’u,h>Kdt

In KeT;,
N N-1
=w Y an((un),  (wadn) +w Y an((urdn, (vn),,) = Cit (un,vn) = CF (v, un)-
n=1 n=0
(6.11)
Indeed, integration by parts over 73, shows that, for any I, € J- and a.e. t € I,
Z (wOrup, —Lavp)k = w Z (VOuup, Vun) i + AMOwun, vh) Kk
KeTh KeTh
—w > ({un}, [Von - nelp —w D {[0wn], {Von -nrhhr. (6.12)
Fe]—'}l Fe\}—;’,b
Therefore, it is found that, for any I,, € J- and a.e. t € I,
Z (WO, —Lavp) K + (W Otvp, —Laun) i
KeTy
d
= wy an(un, vp) —w > wr [([0cunl, [vn]) F + ([un], [0cvn]) F]
FeF)®
—w Y [({Oun} [Von - nel) e + ({0evn}, [Vun - ne]) r]
FeF}
+w Z {lvr], {VOrun - nr})r + (Jun], {Vorvn - nr})r]. (6.13)
FeF)®

We obtain (6.11) upon integration and summation of (6.13) over all time intervals. So, we have

Z/ Z L Uh , w'Uh Kdt Z/ Z 8tuh,8tvh>K+(L,\uh,L>\vh)Kdt

"KGTh "KeTh
N—-1

+w Z an((un), » Wrdn) +w D an((undn, (vn),,) = CF (un,vn) = CF (vn, up).
n=1 n=0
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The proof of (6.10) is then completed by substituting the above identity in the definition of Cf,
from (5.5). Expanding C', with both (5.5) and (6.10) shows that

N
1
C’h(uh,vh) = 5 Z / Z w2<atuh,atvh>[( + Bh71(uh,vh) + Jh(uh,vh)dt

w N w N-1 w N-—-1
t3 ;ah(@m)n A 2 an((undn, (vn),) + 5 7;1 an((un)n, (Un)n)-

(6.14)

Note that to get (6.14), we have used the identity

1
By (un, vn) = 5 D (Daun, Lavn)

KeTy,

1 1
= §Bh,1(uhavh) + §Jh(uhavh)~
To show (6.9), we substitute uy, = vy, in (6.14) and first observe that the flux terms involving
C§ cancel. Furthermore, the symmetry of the bilinear form a;, implies that

N N-1 N-1
an((vn),» @WhDn) = Y an((adn, (vn),) + D l(vrdnllz,
n=1 n=0 n=1
N-1 N
= an(vn(T),va(T)) + an(r(07), vn(07) + D [l(wadallz, = D Iladnllz,-
n=1 n=0

Then, we apply Lemma 8 for § = 1 to get Bp, 1 (vp, vp) > k1 ZKeTh|vh|?p(K%/\, thereby
yielding (6.9). O

Recall that for a function vy, € VhT ’S, the support of vy, is a subset of I, since vy, is viewed
as a mapping from [ into V}, .

Theorem 10 Let Q2 be a bounded convex polytopal domain and let {Tp, }n be a shape-regular
sequence of meshes satisfying (4.1). Let I = (0,7T) and let {J:}+ be a sequence of regular
partitions of I. Let A be a compact metric space and let the data a, b, ¢ and f be continuous
on Q x I x A and satisfy (2.4) and (2.7), or alternatively (2.6) in the case where b = 0 and
¢ = 0. Assume that the initial data uo € Hg () N H*(;Ty,) with s > 3/2. Let pur and nr
satisfy (6.8), with cs chosen so that Lemmas 8 and 9 hold with k < (1 — 5)_1. Then, for every
zh, v € V,, we have

Iz — Uh||i,1 < C (An(zn; 2n — vn) — Ap(vn; 2 — vn)) , (6.15)

where the constant C' = 2k /(1 — k (1 — €)). Moreover, Ay, is interval-wise Lipschitz contin-
uous, in the sense that there exists a constant C, independent of the discretisation parameters,
such that, for any I, € Jr and any up, vy, and z;, € VhT’s with support contained in I, we
have

| An(un; zn) — An(vn; zn)| < Cllun — vallnallznlln,1- (6.16)

Therefore, there exists a unique solution uj, € V, ’3 of the numerical scheme (5.7).
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Proof We begin by showing strong monotonicity of the nonlinear form Ay Let 25, vy, € V)
and set wp, = zp, — vp,. Then, by (5.6) and Lemma 9, we have

Ap(zn;wn) — Ap(vp; wn) = Ch(wn, wh)
N

+20 [ 3 Bl = Byl - Luwn, Luwn ) dt.

n=1"In KeT;,

Lemma 1 and Young’s Inequality show that

N N
1
n§—1/ Y (Fy[zn] = Fy[vn] = Lown, Lows) k|t < 2n§_1/ ) I Lwwnl|7z(rydt

In KeT, In KeT,

N
1—c¢
R Z/ Z W Brwn| 72 ) + [wn 2 ) 2.
n=1"In KcT;

Since 1 < k < (1 — &)™, Lemma 9 implies that

N
1
An(zn;wn) = An(vn;wn) 2 5 > / > w?|0swnl|Te(x) + [walFe(r)ydt
n=1 In KeTy,

N N
1 ) w )
9 o n s .1
Fg 2 )l g el 10

where C' = 2k/(1 — k (1 — €)) > 2, thus showing (6.15). -
To show (6.16), consider uy, vp and zp € V,; ’;‘ that all have support in I,,, and set wy, =
up, — vp. It then follows from supp vy, C I, that

2 2 2 2 2
ol = [ [Pl0on ey + lonlinca.a] + fonl3
n KETh

2 + 2
+ wllvn(tn)lla, +wllve(ty_1)lla,,
and similarly for up and z5. We also have

Ah(uh; Zh) — Ah(vh; Zh) = / Z <F'y[uh] - F, [Uh], szh>K dt + C{(wh, Zh)
In KeT,

+/ B1j2(wh,2n) = Y (Lawn, Lazp) i dt +wan(wa(ti_1), 26 (t5_1)).
I KeTh,

Lipschitz continuity of F’, implies that

/ > UFy[un] = Fyfvnl, Lozn) k| dt S llwallnllza a1
In KeT,,
Furthermore, we have |C} (wp,, z1,)| < F1 + E2, where

E1 = u}/] Z |<[[vwh : TLF]], {8tzh}>F|dt’

" FeF}

B> ::w/I > url(fwnl O]} pl + Kwnl, {VOran - nr})p| dt.

FeF)®t
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The shape-regularity of the meshes {7 }1,, the mesh assumption (4.1) and the trace and inverse
inequalities show that

L . 1/2
Ei S (/ > W ||3ch%2<K)dt> / > %\\[{th nplllzemdt |
L. KT, In pery T
» By 1/2
max ([ X i) ([ 5 Pt
Iy, KeT, I, Fe]_-}tl,b F

Since pup and 7 satisfy (6.8), we conclude that |C5 (wn, 2)| < |lwnlln.1 ||26]/n,1- By apply-
ing trace and inverse inequalities on the flux terms of the bilinear form By}, ., it is found that

1/2 1/2
|Bh,«(Wn, 2n)| S ( Z |whﬁ12(K),>\ + |wh|§> ( Z |Zh|?{2(K),A + |Zh|§> .

KeTy KeTy

Therefore, fln |Bh,1/2(Wh, 20) |+ ke [{Lawn, Lazn) k| dt S [[un —vn k1 (|26 l|s,1, thus
completing the proof of (6.16).

Since the numerical scheme (5.7) is equivalent to solving (5.8) for each I,, € -, and since
Ay, is strongly monotone and Lipschitz continuous on the subspace of VhT, ’;} of functions with

support in I, for each I,, € J,, repeated applications of the Browder—Minty Theorem show
that there exists a unique up € V,; ’;1 that solves (5.7). O

7 Error analysis

The techniques of error analysis in the literature on discontinuous Galerkin time discretizations
of parabolic equations often require sufficient temporal regularity of the exact solution [2,22],
which, in the present setting, would correspond to the case where w is at least in H* (In; H) for
each I,, € J-. In the first part of this section, we present error bounds for regular solutions,
where it is found that the method has convergence orders that are optimal with respect to h, 7
and q, and that are possibly suboptimal with respect to p by an order and a half. In a second
part, we use Clément quasi-interpolants in Bochner spaces to extend the analysis under weaker
regularity assumptions, in order to cover the case where u ¢ H' (I,,; H).

Our reasons for presenting the error analysis in two parts are twofold. First, the error analysis
for regular solutions is simpler and permits the use of known approximation theory from [22],
whereas the case of rough solutions requires the additional construction of a Clément quasi-
interpolation operator. Second, the Clément operator is generally suboptimal by one order in 7
when applied to solutions with higher temporal regularity. Thus, the results given here for regular
and rough solutions are complementary to each other.

We will present error bounds in the norm ||-||;, defined by

N N—-1
el ::Z/ > [P0l + ol | + o3 4w D ledal, . 7D
n=1'In KeT; n=0

We remark that for vy, € VhT’;‘, we have ||vh||,211 = ||lvn ||z +w||(vr) N||2, - Error bounds in the
norm ||-||»,1 can be shown under additional regularity assumptions for the solution at time 7". To
simplify the notation in this section, let

Xo:=L*Q), Xi:=Hy(Q), Xo:=H=HQ)nH). (7.2)
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Similarly to the definition of the broken Sobolev spaces H*(2; Ty ), for a Hilbert space X, we
define the broken Bochner space H? (I; X; 7 ) to be the space of functions v € L?(I; X) with
restrictions u|;, € H? (In; X) for each I, € J-. We equip H? (I; X; J-) with the obvious
norm.

Since the error bounds presented below are given in a very general and flexible form, it can be
helpful to momentarily consider their implications for the case of smooth solutions approximated
on quasi-uniform meshes and time-partitions with uniform polynomial degrees. In this setting, it
can be seen that Theorem 12 below implies that

1
-1
lu — unlln < HP ZHUHHZ(I;HP“*”(Q;T;J)
=0
+th'U,0||HP+1(Q;7'h) +Tq Z ||uHHq+17e/2(I;XZ;jT). (73)
£€{0,2}

The bound (7.3) suggests combinations of the mesh sizes and polynomial degrees that are optimal
in terms of balancing the approximation orders. For example, if p = 2¢ + 1, then the error bound
is of order (h? + 7)¢ = (h 4+ v/t)?~!, so an optimal method is found by choosing 7 ~ h?.
Alternatively, choosing p = ¢ + 1 and 7 ~ h leads to an optimal method of order h?~! ~ 72,

7.1 Regular solutions

If the solution u of (2.3) belongs to H 1([ ; H, Jr), then the error analysis may be based on
the following approximation result, found for instance in [22], albeit presented here in a form
amenable to our purposes.

Theorem 11 Let Q C R? be a bounded convex domain, and let { Ty }» be a sequence of regular
partitions of I = (0,T). For each T, let @ = (q1,...,qn) be a vector of positive integers.
Then, for each T, there exists a linear operator I: H(I;Q) N HY(I; H; 77) — V™9 such
that the following holds. The operator 11 is an interpolant at the interval endpoints, i.e. for any
we H(I;Q) N HYI; H; J,), we have T%u(t,) = H3u(t;)) = u(ty) for each 0 < n < N.
Forany I, € Jr, any £ € {0, 1,2}, any real number o,, o > 1 and any j € {0, 1}, we have

On,e—J
Tn o-’nr 4
lu = Tull (xS oz lullaonr@,ix) Vo€ H7 (In; Xo), (7.4)

n
where 0y, ¢ = min(oy ¢, gn + 1), and where the constant depends only on oy, ¢ and max .

The construction of TT¢ in the proof of Theorem 11 involves the truncated Legendre series of Oy u
and the values of u at the partition points. Therefore, the requirement of H' (I; H; 7, ) regularity
is used to ensure that II3|; maps into Qq, (H). A different approximation operator is used in
section 7.2 to perform an analysis under weaker regularity assumptions.

Theorem 12 Let Q@ C R? be a bounded convex polytopal domain and let {Th}n be a shape-
regular sequence of simplicial or parallelepipedal meshes satisfying (4.1), (4.2), and let p =
(px; K € Tr) be a vector of positive integers such that (4.3) holds for each h, and such that
pr > 2forall K € Ty. Let I = (0,T) and let {J+}+ be a sequence of regular partitions of
1, and, for each 7, let @ = (q1,...,qN) be a vector of positive integers. Let A be a compact
metric space and let the data a, b, ¢ and f be continuous on Q x I x A and satisfy (2.4) and
(2.7), or alternatively (2.6) in the case where b = 0 and ¢ = 0. Let g and nr satisfy (6.8), with
cs chosen so that Lemmas 8 and 9 hold with . < (1 —¢) ™",

Let uw € H(I;QY) be the unique solution of the HIB equation (2.3), and assume that v €
L2(I; H3 (% Tn)) and dyu € L2(I; H3(,Ty)) for each h, with s > 5/2 and g > 0
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for each K € Ty. Suppose also that, for each 1, each ¢ € {0,2} and each I, € Jr, the
function u|r, € H™*(I,; X;) for some o, ¢ > 1. Assume that uo € H{ () N H5(Q;Tr)
with §i > 3/2 for each K € Ty,. Then, we have

) N h2t,< 4 h2tK
lu—unl} S S / > el + 0l ot
n=1 "KG’T; pK
2Qn1’ 2+¢ thK —2
+ max PKZ > O zaw sz lulliree ixn + D m”“O”HW(K)v (7.5)
n=1¢¢e{0,2} 9n KT,

with a constant independent of u, h, p, T and q, and where txx ‘= min(sx,prx + 1), tx
min(Sx,prx + 1) and tx = min(Sx,px + 1) for each K € Ty, and where o, ¢
min(op,¢, gn + 1) for each 1 < n < N and each ¢ € {0, 2}.

Since the norm ||-||;, comprises the broken H 2-seminorm in space and a broken H *-norm in
time, it is seen that the error bound is optimal with respect to h, 7 and q, but is suboptimal with
respect to p by an order and a half. We remark that since Theorem 12 assumes v € H'*! (Ii; H),
the initial data satisfies ug € H, so we may take S > 2 for each K € Tp,.

Proof The approximation theory for hp-version discontinuous Galerkin finite element spaces
(see Appendix A) shows that there exists a sequence of linear projection operators {H}:}h, with
IP: L*(Q) — Vi, p and such that for each K € Ty, for each nonnegative real number 75 <
max(Sk, Sk, Sk ) and for each nonnegative integer j < 7, and if rx > 1/2, for each multi-
index S such that |8| < rx — 1/2, we have

mm(rK,pA +1)—j

(p +1)red
hmln(rK,pK+1)—|B\—1/2

I1D° (u — 1R ) || L2(ox) S Vue H®(K), (1.7)

= [l 72
(pr + Dyree—1BI—1/2 HIHT ()

where the constant is independent of 7, hx, px but possibly dependent on sk, Sk and Sk
The technical form of this approximation result expresses the optimality and stability of IT}, for
functions in H™* (K), 0 < rx < max(sk, Sk, Sk ). In particular, we will use the fact that Hz
is elementwise L2-stable, H!-stable and H?-stable in the analysis below.

For each h and 7, let z; = IIfu € V™9, and let 2z, = [Nz, € V,LT”I‘)‘. Continuity
of zr implies continuity of zj, so that (zp)n = 0 for each 1 < n < N. Furthermore, we
have z,(0") = uo, so z,(07) = MPuo. Let &, = u — zp and let ¢y, = up, — 2p, so that
u—up, = &, —p. Recall that ||1n || n < ||¢n||n,1. Theorem 10, the scheme (5.7) and Corollary 7
show that

onllng S An(un;vn) — An(zn; ¥n) = An(u;n) — An(zn; n)

N
=3 [ 3 B = P lenl L) + B (€ )

N
Y0 [ b D de 4+ G (€n,0) + w68, n(t). 79

n=1 In, KeTy,
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Therefore ||¢n |7 < [[¢nll7.1 < S°%_| D;, where the quantities D;, 1 < i < 4, are defined by

Dy = Z/ Z [(Fy[u] — Fy[zn], Loon) k| + [{Lx&n, Latn) k| dt,

I ke,
Dy = Z_:/I |Bh,1/2(Ens ¥n)ldt,  Ds = |C¥ (&n,¥n)|,  Da = wlan(€n(07),¥n(07))].

Lipschitz continuity of F, implies that D1 < E1 + E2 ||9n||n,1, where E1 and E» are
defined by

Ey= Z/ Z ”atgh”U(K)dt B = Z/ Z H§h||H2(K)dt

"KeTh I KeTy,

Since the sequence of meshes {7}, }5, is shape-regular and since vy, |1, € Qq, (Vi,p) for each
I, € Jr, the use of trace and inverse inequalities on the flux terms appearing in B}, 1 /2(§n, ¥n)

yields D2 < 2?22 E; ||Y¥n||n,1, where the quantities E;, 3 < 4 < 5, are defined by

Bs :Z / St dive VelenHzem + 30 HEIVT{VEL - np eyt
n=1 "FEF FeF)®
N

Ey = Z/I S onp Ve nelTery + Y we 1€ T2 (mydt,

3
Il
A

3 FE]-_;.;,’}’ FeF}

&
i
M=

/ > pellVén -nelllzery + Y welllVe &alllZemdt,

In peri Ferid

3
Il

Fs :

|
M=
—

> nrllléndliz ydt.

n=1"1In FEJ‘_;.'L’}’

Note that Oypp |1, € Qg,—1(Vh,p) for each I, € Jr. Thus, similarly to the proof of Theo-
rem 10, the use of trace and inverse inequalities leads to D3 S E4 + Es n,1. It follows
from (6.7) that we have Dy < v/ Eg + E7 + Es ||n||n,1, where the quantities F;, 7 < i < 9,
are defined by

Er= |luo — MRuo| 7 (), Es:= Y prlluo — MRuol[Z: (),
KeTy, Fe]-';"b

Eo:= > pp {V(uo — Tuo) - nr}|ia(r).
FeFp®

Therefore, (7.8) implies that |4, |7 < ?:1 E;. The properties of the operator IT¥, namely its
linearity, L?2-stability and approximation properties (7.6), together with (7.4), imply that

B < Z/ S (100w — TR Ol 3 ey + TR (e — Bez2) 31yt

In KeTy
N
<3 / S 00 — TP Oyu 2 eyl + Znu P (7.9)
n=1"In KcT;, n=1
N 29n 0—2

A

S [ 5 B e o+ 32 Tl

n=1"In KeT;, PK n=1qn
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Since the operator H}z is elementwise H 2-stable, it is found that

Easz / Sl — TPl gy + 1T — 203yl

In KeTy

< Z/ >l — Tul Fagydt + leu—zflleu,L,XQ) (7.10)

"KETh
thK —4 7_29712
<Z AP = Wl ot + 3 ool 1,
nKETh n=1 4dn

The mesh assumptions (4.1), (4.2) and (4.3), the bound (7.7), and the application of trace and
inverse inequalities on IT} (v — z7)|1,, € Qq, (Va,p), imply that

N
h
B [ 5 D e o d
"KE’T
A h
hik
n=1"In KeT; pK
(7.11)
N h2t K—4
S / Sl + S M= 2l e dt
n=1"In KkeT;, PK KeT,
N h2tK —4 29112
Z/ > B il ot + 3" T e,
n=1 ”KETh n=1 qn
Similarly to F'3, we find that
]’L2t QQn 0
2R Z/ > PR el Zrexc ac) dt + Z o lullfrno gixpy- (712)
"KETh n=14n

The spatial regularity of u and 2z, imply that

Z/ S elllV [u - w4+ TR (u — 2) — (u — 20)] - el 3 eyt

In per;

.S [ % wrliVe - 0w+ (= 20) = (u = 2ot
n=1 In Fe]::bvb
Therefore, the mesh assumptions (4.1), (4.2) and (4.3) and the approximation bound (7.7) yield

Bs 5 Z/ Z pI;HV(“_Hp u) + V[u— 2z — T (u = 27)]|| 22 (o) dt

n= 1] KeT;,

N hth —4
<y / ST e + 3 prll— o o dt (7.13)
n=1"1n KecT; Pr KeTn

h2tK —4 29n 2

N
N Z/ Z 2sK 5||“||H‘K(K)dt+ ok PKZ 20, 2||“||H""2(In,X2)

n=1"1In KGTh n=1 qn
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Likewise, it follows from the spatial regularity of 2z, the mesh assumptions, and the approxima-
tion bound (7.7) that

B < Z/ > pic ||u—Hpu—|—Hp(u—zT)—(u—zT)HLz(aK)dt

In ke,
N hth —4

S Z/ Z st 7||u||H‘K(K) + Z picllu— ZT||H2(K)dt (7.14)
n=1"1n KeT, Pk KeTy,
N hth —4 2@n 2 )

N Z/ > gsemrlluliw odt + o max P Z e lullrna (1,x,)-
n=1"In ke, PK 14

Finally, it is readily shown that

thK 2

9
ZES}Z%&ﬂMhMm (7.15)
=7

KeTy,

Since [|£x 17 < Z?:l E;, the above bounds and the triangle inequality ||u — up||n < [|€n]|ln +
|t ||n complete the proof of (7.5). |

7.2 Rough solutions

The proof of Theorem 12 depends on the approximation result from Theorem 11, which requires
that the solution u belongs to H ! (I; H; J7). In this section, we relax this condition by using a
Clément quasi-interpolation result instead of Theorem 11.

For J- a regular partition of (0,7, let {qﬁm}%zo denote the set of hat functions of 7, i.e.
¢m 1s the unique piecewise-affine function on 7 such that ¢m(tn) = 0pm for0 < n,m < N.
For 0 < m < N, let J,,, := supp ¢m, and note that J,, = I, U ;g1 for 1 < n < N, whilst
J _I1 andJN —IN

Theorem 13 Let Q C R? be a bounded convex domain, and let { Ty }+ be a sequence of regular
partitions of I = (0,T). For each T, let @ = (q1,...,qn) be a vector of positive integers.
Suppose that there exist positive constants c. and cq such that, for each T, we have

1 Tn—1 1 dn—1

— < <er, —<
Cr Tn Cq dn

<cg, 2<n<N. (7.16)

Let w € L*(I; H) and suppose that u|j, € H™(Jm; X¢) for some oo € Rsq for each
¢ € {0,1,2} and each 0 < m < N. Then, there exists a sequence of functions {zr }~, such
that zr € V79 for each 7, and such that the following properties hold. The functions z, are
continuous on I, i.e. (z7)n = 0foreach1 < n < N. Foreach { € {0,1,2} and each I, € T,
we have

lzellzernixn S Y lullze(,ixo (7.17)

Jm DI,

where the constant is independent of all other quantities. For each £ € {0,1,2}, each I, € J-
and each nonnegative integer j < minj, i, Om, ¢, We have

Om,e—J

.
v —zellmsrixn S Y o=y Il o (7,55, (7.18)
Jm DIn

where 0, ¢ = Min(op, ¢, ming, c g, gn), and the constant depends only on max o, ¢, maxr,
cr and cq.
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Proof For 0 < m < N, define ¢y, := miny, cj,, gn, and note g,, > 1 for all m since g, > 1
for all n. Since u € L? (Jm; X2) for each m, standard approximation theory for Bochner spaces
(see Appendix A) implies that there exist functions v, € Qg, —1(H), 0 < m < N, with the
following properties. For each £ € {0,1,2}, we have |[vm||z2(J,,;x,) S [ullL2(,.5x,) With a
constant independent of all other quantities. For each ¢ € {0, 1, 2} and each nonnegative integer
J < Om,e, we have

< |Jm|9m,e—j
lw—=vmllmsi(7,5x0 S W||u”H“ml(Jm;Xg)v (7.19)
m
where 0,,,¢ = min(opm,¢, Gm), where |Jp| is the length of the interval J,,, and where the

constant depends only on max o, ¢ and max .
The hypothesis (7.16) and the bound (7.19) imply that, for each I, C Jp,,each ¢ € {0, 1,2}
and each nonnegative integer j < 0y, ¢,

—j
Tﬁm, J

lu = vl (1,5x0) S =7 lwllmome (1,%,) (7.20)
dn
where the constant depends only on max o, ¢, max 7, ¢r and cq.

Define z, = fozo GmUm, Where ¢, is the hat function over the interval J,,. Note that
we have v, |7, € Qq,—1(H) for each I, € Jr since gm < g¢n for each I, C Jp,. Since
¢m is piecewise affine, it follows that z-|7, € Qg, (H) for each I,, € J-, thereby showing
that z, € V79, Furthermore, it is clear that z- is continuous on I, i.e. (z-)» = 0 for each
1 <n < N — 1. The bound (7.17) follows from |[vm||z2(s,,:x,) S llullz2(,.;x,) and from
the fact that ||¢m || (1) = 1 foreach 0 < m < N. Since {¢m } X _o forms a partition of unity,
the bound (7.20) implies that, for each I,, € 7, and each ¢ € {0, 1, 2},

lu = 2ellz2(raixn < D Idm(u —vm) L2 (r,x,)

Im DI
Om ¢
< < ™
S Y lw=vmlegaxy £ D0 Twrllulamme o,
Jm DI Jm DIy 2"
and, for each integer 1 < j < miny, 51, Om,e,
lu — 27| gir,;x,) < Z [P (w = vm) | B3 (1,;x,)
Im DIp
< 1 < Tﬁm.z*J
~ Z ‘“_”m|Hﬂ(1n;X2)+7|U—Um|HH<In;Xz) ~ Z o= Nl Emme (g x0)-
Jm DI, " Jm DI, dn
This completes the proof of (7.18). O

Theorem 14 Let Q@ C R? be a bounded convex polytopal domain and let {T}1, be a shape-
regular sequence of simplicial or parallelepipedal meshes satisfying (4.1), (4.2), and let p =
(px; K € Th) be avector of positive integers satisfying (4.3) for each h and such that prc > 2
foreach K € Tp. Let I = (0,T) and let { J }+ be a sequence of regular partitions of I, and,
for each T, let q be a vector of positive integers such that (7.16) holds. Let A be a compact metric
space and let the data a, b, c and f be continuous on Q x I x A and satisfy (2.4) and (2.7),
or alternatively (2.6) in the case where b = 0 and ¢ = 0. Let pur and nr satisfy (6.8), with cs
chosen so that Lemmas 8 and 9 hold with k < (1 — &)™,

Let uw € H(I;QY) be the unique solution of the HIB equation (2.3), and assume that u €

L2(I; H3 (% Tn)) and dyu € L2(I; H3(,Ty)) for each h, with s > 5/2 and g > 0
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for each K € Ty,. Suppose also that, for each 7, £ € {0,1,2}, and each 0 < m < N, the
function ulj, € H7™(Jm; Xe) for some real 0., ¢ > 0, with om0 > 1 for all m. Assume
that uo € H () N H®(Q; Ty) with $x > 3/2 for each K € Ty, Then, we have

thK —4 h2tK
o —unll2 S Z / S PRl S
nKGT K K
N 2@,,1( 242 ) h2£K72 )
+;glg%? KDY Bl xn + Y ezl (o),
n=1¢=0J,,D1I, 41 KeTy,

(7.21)

with a constant independent of h, p, 7, q, and u, and where t = min(sg,prx + 1), tx =
min(Sx,px + 1), and tx = min(3x,px + 1) for each K € T, and where 0 =
min(om,¢, ming, c g, gn) for each 0 < m < N and each { € {0,1,2}.

Proof For each h, let Hi: LQ(Q) — Vh,p denote the approximation operator of the proof of
Theorem 12; for each 7, let 2 € V79 denote the approximation of u given by Theorem 13;
then define zj, == II} 2z, € VTS The fact that z, is continuous on (0, T") implies that zy, is also
continuous on (0, T) so (zp)n =0forl < n < N.Let&, :=u — z, and I/Jh = Up — 2, SO
that u — uj, = &, — V. As in the proof of Theorem 12, it is found that |1y, ||7 < ||1/1h||h,1 S
Z?:l E;, where the quantities E;, 1 < 7 < 9, are defined as before. Note that since 0y,,0 > 1
for all m, the bound (7.18) is applicable for j = 1 and ¢ = 0. Therefore, the arguments from the
proof of Theorem 12 and the approximation properties of z from Theorem 13 imply that

N tzgmu 2
EsY / yoh o ol odt+ S S Nl
n=1"In keT;, P n= 1J,n31,Lq
N Ut e —4 20m,2
h K y 2
BsY [ ¥ e ot + 3 Y o fulfomary
n=1"In KeT;, PK n=1J,, 51, I
N 2t —4 20m,2
h K= T, 2
By [ ¥ N B ot + 30 Y o fulfomar
n=1"In ge1;, PK n=1J,,>1, 9n

20m,0

th T, 2
o ¥T ||u||HsK<K>dt+Z > Tl Fremo (g x0)
K n=1J,,o1I, 4n

N h2tK —4 T2gm 2 )
n
B [ 3 Ml ode + pax >y Ml (%)
n=1"In geT;, PK n=1J,,21I, In
N 2t —4 20m,2
< h Tn 2
Es < Z Z st 7 ||u||H“K (K)dt + maX pK Z Z 202 ||u||H"m~2(Jm;X2)-
n=1"In ke, PK n=1J,,>I, dn

Using inverse inequalities and H *-stability of IT®, we find that

Er+EBs= Y luo—TRzr(0)E ey + D pp I{V (w0 — TRz (07)) - np}l|Ta (e

KeT, FE]::L'b
2 2
> o — IR uol|Fr (xy + lluo — 20 (07)|[72 o
KeTn
thK 2

2
S Z m“UOHHSK(K) + [luo — 2 (07) I3 ()
KeT,
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Since z; |7, € Q, (H), we have z,(07) € HJ (), so

Bo= Y prlluo — 05z (0)]|Ze(r)

FeF)t
= > prlluo — Muo + I8 (o — 2-(07)) — (uo — 2 (01)1[172(r) a2
FeFp? .
p2Ec—2
< Z %HUOHH*K(K) + maX px |luo — 2 (0 )||§11(Q)-
KeTy,

Poincaré’s Inequality and (7.18) then show that

1
+\112 2
lluo — 2+ (0 )||H1(Q) S lu— ZT||L2(11;X2)HU - ZT”HI(Il;Xn) + g”u - ZT||L2(11;X1)

7_129711 2 ) 1297,1,0—2 )
S Y e luliems g,x.) + Sz lullEomo (1,.:x0)
JnoI, @1 q;
29m1 1
+ 3 Bl (g,
Jm DI

Since ||&n]|7 < Z?:l E;, the combination of the above bounds with the triangle inequality
lu — urlln < ||€rlln + ||%r]|n completes the proof of (7.21). O

8 Numerical experiments

In the first experiment, we study the performance of the method on a fully nonlinear problem with
strongly anisotropic diffusion coefficients, and observe optimal convergence rates for smooth
solutions. In the second experiment, we show that the scheme gives exponential convergence
rates when combining hp-refinement and 7¢-refinement, even for problems with rough solutions.

8.1 First experiment

We examine the orders of convergence of the method for a problem with strongly anisotropic
diffusion coefficients and a smooth solution. Let Q = (0,1)%, I = (0,1),let b* = 0, c* = 0
and let the a® be defined by

a® = (1/140 11//8%)00> a', aelA:= SO(2), (8.1)

where SO(2) is the special orthogonal group of 2 x 2 matrices. For w = 1, A = 0, it is found that
the Cordes condition (2.6) holds with £ ~ 1.25 x 10™3. We choose f¢ so that the exact solution
isu = (1—e")e" sin(nz) sin(my). The strong anisotropy of the diffusion coefficient in this
problem implies that monotone finite difference discretisations would require very large stencils
in order to achieve consistency [6].

The numerical scheme (5.7) is applied on a sequence of uniform meshes obtained by regular
subdivision of €2 into quadrilateral elements of width = 27% 1 < k < 5. The corresponding
time partitions - are obtained by regular subdivision of the time interval (0, 1) into intervals of
length 7 = 27~ k+1 1 < k < 5. The finite element spaces VTS are defined using polynomials
of total degree p in space and degree ¢ = p — 1 in time, for p € {2,3,4}. We set the penalty
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Fig. 1 Relative errors in approximating the solution of the problem of section 8.1 using uniform meshes and time
partitions with 7 ~ h and p = q + 1. It is seen that the optimal convergence rates ||u — up ||, ~ hP~1 + 79
are achieved. The final time error, as measured in the broken H!-norm, also converges with the optimal rate

[u(T) = un(D) 2 (0;73,) = PP

parameter ¢s = 5/2 and o = 1 in (6.8). The semismooth Newton method analysed in [23] is
used to compute the numerical solution at each timestep.

In order to study the accuracy of the method, we measure the global error in the norm ||-]||,,
defined by

N
ol = / > [WPlolitege + ol | dt. 8.2)
n=1

n KETh

Figure 1 presents the global relative errors achieved by the method, where it is seen that the
optimal orders of convergence ||u — up ||, =~ h?~' + 77 are achieved. The relative end-time
errors, naturally measured in the broken H'-norm, are also presented in Figure 1, which shows
the optimal convergence rates ||u(T") — un(T)|| g1 (;7;,) =~ hP. These results show that the
method can deliver high accuracy despite the strong anisotropy of the problem and the very
small value of the constant £ appearing in the Cordes condition.

8.2 Second experiment

In section 7.2, we considered error bounds for solutions with limited regularity. The significance
of these results stems from the fact that the solutions of many parabolic HIB equations pos-
sess limited regularity as a result of early-time singularities induced by the initial datum. This
difficulty appears even in the simplest special case of the HIB equation (2.3), namely the heat
equation: indeed, consider d;u = Aw in  x (0,7T), 2 = (0, 1)2, with homogeneous lateral
boundary condition u = 0 on 9Q x (0,7) and initial datum uo(z,y) = x (1 — z) sin(7y).
Then, the solution is

0 k
u(x,y,t) = % kz;l % exp(—(k* + 1) 7°t) sin(k 7z) sin(7y). (8.3)
It can be shown that for sufficiently small ¢ > 0 and nonnegative integers o and ¢ such that
20 + ¢ > 3, we have ||8§’uH?XI ~ ¢~ (2040=5/2) " \ith the constants of these lower and
upper bounds both depending on ¢ and ¢, but not on t. Therefore, v ¢ H'(I; H), rather
w e H49(I; L2(Q)) N HY4=%(1; HY(Q)) N H3/*=°(I; H) for arbitrarily small § > 0.
It is noted that a linear problem is chosen here so that the solution may be found explicity
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through (8.3). Nevertheless, this example exhibits many features that are typical of more general
parabolic problems, so that the following results remain relevant to more general HIB equations.

Fig. 2 Geometrically-graded spatial meshes used in conjunction with the geometrically-graded temporal meshes
for the problem of section 8.2. From left to right, the meshes are those used for the first, third and fifth computations.
The corresponding number of spatial degrees of freedom DoF ', are respectively 100, 1128, and 3980.

T I I ] F T T T 1
1072 | E 1072 1 E
== B 1 = B §
TE i 1 ik i |
2 | 1 2 | )
1073 | E 1072 1 E
LI | | ] L | | | 1
5 10 15 3 4 5 6

{/DoF, DoF
F ‘ 7 F ‘ ‘ 7
e i i e I i
¢ 1w tp E ¢ 10t E
T § 1 & i 1
o) - 1 = - 1
5 1078 | 1 5100} 4
= r B = r ]
3 [ i 3 = ]
! - 1 | - 1
2 1076 F E = 1076 ¢ -
B | | | ] B | | | i
5 10 15 3 4 5 6

YDoF 4 v DoF -

Fig. 3 Exponential convergence rates under hp-7q refinement for the problem of section 8.2. The errors in the
norms ||||[|;, and H~||L2<I;H1(Q;Th%2 are plotted against /Dol and v/DoF ., where DoF; is the number of
spatial degrees of freedom and DoF ; is the number of temporal degrees of freedom. Exponential convergence
rates of the form of (8.4) are confirmed.

Despite the limited regularity of the solution, accurate results can be obtained by using
geometrically-graded time partitions with varying temporal polynomial degrees; see [22]. Specif-
ically, a combination of T¢-refinement in time and hp-refinement in space can lead to a conver-
gence rate

llu — unll, < exp(—c1VDoF.)+ exp(—c2v/DoF), (8.4)
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where DoF; := dim V}, p, where Dol = fozl (gn +1) is the number of degrees of freedom
of the temporal finite element space, and where c; and c2 are positive constants. We give here
an experimental confirmation of these expectations.

The method is applied on a sequence of geometrically-graded partitions {7 }~ constructed
as follows. Let 7' = 0.05, and let ¢,, = oN""T forn = 1,..., N, for a chosen o € (0,1),
and N = 2,...,6. As suggested in [22], we choose o = 0.2. The temporal polynomial degrees
are linearly increasing with n, with ¢, = n + 1. We choose 1" to be small, because in practice
it is natural to use Tg-refinement on a small initial time segment, and then apply uniform or
spectral refinement on the remaining time interval, see [22]. The spatial meshes are defined as
follows: starting with a regular partition of €2 into four quadrilateral elements, for each successive
computation, we refine the meshes geometrically towards the boundary, thereby leading to the
meshes given in Figure 2. The polynomial degrees px > 3 are chosen to be linearly increasing
away from the boundary.

Figure 3 presents the resulting errors in the norms |[||-[|,, and [|-||z2(z;m1 (0;7;,)). plotted
against /DoF. and y/DoF . It is found that the convergence rates of (8.4) are attained, with
higher accuracies being achieved in lower order norms. These results show the computational
efficiency of the method for problems with limited regularity.

9 Conclusion

We have introduced and analysed a fully-discrete hp- and Tg-version DGFEM for parabolic
HIJB equations with Cordes coefficients. The method is consistent and unconditionally stable,
with proven convergence rates. The numerical experiments demonstrated the efficiency and ac-
curacy of the method on problems with strongly anisotropic diffusion coefficients, and illustrated
exponential convergence rates for solutions with limited regularity under hp- and 7g-refinement.

A Approximation theory

A.1 Trace theorem for Besov spaces

We will show that, for a suitable domain K C ]Rd, functions in the Besov space B; 7/ 12(K ) have
traces in L?(9K). Recall the discrete form of the J-method of interpolation of function spaces
[1]: a function u € L*(K) belongs to B21,/12 (K) if and only if there exists a sequence {u; }icz C
H'(K), such thatu = Y, <7, Wi» wWhere the series converges absolutely in L?(K), and such
that the sequence {27%/2.J (2", u;)}icz € £*, where J(t,v) = max{||v|| L2 k), tl|v] 51 (k) }-

Moreover, we may define a norm on B 7/ 2(K) by

R —i/2 T\, —
lull sz ey = imt {14270 @' u)biezller, u =Y,

Also, for any such sequence, we have

. _ ) . —i/2 7ot o\

[i|>m

s s € Hl(K)}. A1)

Hence H'(K) is dense in B217/12 (K).

It is sometimes problematic to work with the infinite series representation of a function in
the Besov space B;,/lz (K), as a result of questions concerning convergence of the series in
appropriate norms. The following lemma is a key ingredient of our proof of the Trace Theorem,
and shows that it is possible to work with representations by finite sums of functions in the dense

subspace H'(K).
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Lemma 15 Let K C R? be a domain. Then, foreachu € H' (K)), there exists a positive integer
m and a finite set {ui} ;< C H'(K), withu = > i) <m Wi, and

—i/2 7/00
> 27 w) S llull e ey (A3)
li|<m
where the constant is independent of all other quantities.
Proof Since the case u = 0 is trivial, we assume that u # 0. Since H'(K) is embedded

in B%’/lz(K), there exists a sequence {v;}icz C Hl(K) such that © = ZiEZ v;, and such
that [|[{27°/2J(2%, v) }ille < \/§||u||31/2(K). Let m > 1 be the smallest integer such that
2,1

(k) The series >
Sicallvillzxy < Sien 272 T(20, vs) < \/§\|u||B;,12(K). Therefore,

lull g gy < 2m/2||u||321/12 ;ez, Vi converges absolutely to u in L?(K), since

||U_Z|z\<m Uz||L2(K) < ZI’L‘ETI’LHUZHLZ(K) (A.4)
<2y 2RI e) <27 ] g .
S villaey <2702 37 2 il ey < 272 ull s - (A.5)
[i|<m |i|<m ’

Now, define u; := v; for |i| < m, and u—pm, = u — Z|i|<m u;, whilst u; := 0 otherwise. By

hypothesis, u € H(K), so u—m € H'(K), and we have u = 2 ji|<m wi- It follows from

(A.4) that 2m/2||u,m||Lz(K) < ﬂHuHBl/z(K). The choice of the integer m and the bound
2,1

(A.5) show that

-m/2 —m/2 .
2l <27 (el + 3, oo ) < 21l gz

Therefore, 2™/2.J (2™, u_m) < ||ul| B2 (k) and we find that (A.3) holds with a constant that
2,1

is independent of all other quantities, thereby showing that the set {u; }|;|<y, fulfills all of the
above claims. O

Theorem 16 Let Q2 C R? be a bounded Lipschitz polytopal domain, and let {Tp }n be a shape-
regular sequence of simplicial or parallelepipedal meshes on ). Then, for each Ty and each
K € Ty, the trace operator v: H*(K) — L*(0K) has a unique extension to a bounded linear

operator on 357/12 (K), and there holds
—1/2 1/2
ullzzom) S lull gy ey + b Pllullege Yue By (A6)

Proof For an element K € Ty, let v: H'(K) — L*(9K) denote the trace operator. First, we
claim that

~1/2
rullzeorey < lull gare e, + b Pllull ey Vu € H'(K). (A7)
For a given u € H'(K), Lemma 15 shows that there exists a finite set {u;};j<m, C H'(K)

such that u = ZI i <m Wis and such that (A.3) holds. Since {75, }1, is a shape-regular sequence of
simplicial or parallelepipedal meshes, we have the multiplicative trace inequality (c.f. [12,19])

< h' V2, Ve HY(K A8
Ivullzzor) S (lulmr o +hic llull2y ) llullfze Vo e H(K), (A.8)
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where the constant depends only the dimension d and the shape-regularity of {7, } . We remark
that the multiplicative trace inequality was proven for the case of triangles in two dimensions
in [19], and can be extended to simplices and parallelepipeds in R?, see [12]. Let @ denote the
mean-value of u over K, and note that ||u — EHLQ(K) < hK|u|H1(K), see [7]. Then, u — & =
>_jij<m(ui — Ui), and (A.8) implies that

_ - _ 1/2 _1/2
[v(u =)= ok) S Z (|ui|H1(K) + hiJu — uz‘HLZ(K)) llui — u'iHL/Q(K)

li|<m

1/2 1/2
S Y Tl il o sy

[ilgm . B (A.9)
< 27wl ey + 272 il )

[i]<m
5 Z 27i/2‘](2iaui) S ”’U’HB;/IZ(K)

li|<m '

It is also easily found that ||[v@||20k) S h}1/2||uHL2(K). Therefore, the bound (A.7) fol-
lows from the above bounds and the triangle inequality. Thus, the trace operator ~ is uni-

formly bounded in the norm of B21 / 12(K ) over the space H'(K), which is densely embedded

in B;/lz(K ). Hence, « has a unique extension to a bounded linear operator ~: B; 7/12(K ) —
L?(0K), and (A.6) holds. O

In the following, we will often omit any explicit reference to the trace operator ~y. For exam-
ple, we shall write ||u|| .2k rather than [|yu|| 25 k).

A.2 Polynomial approximation in Sobolev spaces

We recall the results from [4]. For a positive integer d and a nonnegative integer p, let P, denote
the space of real valued polynomials on R? with either partial or total degree at most p.

Lemma 17 For a nonnegative integer p and p € R, a function u: (—p,p) — R is an al-
gebraic polynomial of degree at most p if and only if the function V: & — wu(psin§) is a
trigonometric polynomial of degree at most p.

Proof Suppose that u is an algebraic polynomial of degree at most p. Then it is easily found that
V' is a trigonometric polynomial of degree at most p. To show the converse, suppose that V' is
a trigonometric polynomial of degree at most p. Observe that V' is necessarily symmetric about
+7/2, and thus we have, for any & > 0,

/ "V (€) sin(2ke) de = 0, / "V (€) cos((2k + 1) €) de = 0. (A.10)

—T —T

Indeed, the first identity in (A.10) is found by writing

JEGESES /O " (0(€) — v(—€)) sin(2ke) dé

/2 (A.11)
_ (_1)k/ (0 +8) — v(—T +6)) sin(2ks) do,

—m/2
and by noting that the right-hand side of (A.11) is the integral of an odd function over an interval
centred about & = 0, as a result of the symmetry of V. The proof of the second identity in (A.10)
is analogous.
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Since V' is a trigonometric polynomial of degree at most p, it follows from (A.10) that

V)= Y asin(@k+1)§)+ D by cos(2kE).

1<2k+1<p 0<2k<p

For z € (—p,p) and k > 0, define Pogy1(x) = sin((2k + 1) arcsin(z/p)) and Qax(z) =
cos(2k arcsin(z/p)). So, for example, Qo(z) = 1, P1(x) = z, and Q2(z) = 1 — 222, There-
fore, u may be written as u(z) = ) cop 1<, W P2r11(2) + D <op<, b Q2 (). The re-
currence relations Pog41(x) = Pog—1(2) + 22 Q2x(x) and Qary2(x) = 2 Q2(z) Q2 (x) —
Qak—2(x), forall k > 1, allow us to deduce that P41 € Pag41 and that Qap, € Pay, for each
k > 0, where P, denotes here the space of univariate polynomials of degree at most p. It then

follows that u € Pp. o

Theorem 18 Ler Q C [—1, l]d be either the unit hypercube or the unit simplex in RY d > 1.
For each integer p > 0, there exists a linear operator 117 : LQ(Q) — Pp, with the following
properties. There is a constant C, independent of p, such that

ITMPull 2y < Cllullrzg)  Yu € LA(Q). (A.12)

For nonnegative integers j < s, there is a constant C, independent of p but dependent on s, such
that

le = TPull s () < Clo+ 1)~ ullneqy  Yue HY(Q).  (A13)

Proof Our proof is similar to the one given in [4], except that we also show that generally
u # IPu, even if u € Pp, contrary to what is claimed in [3]. First, we momentarily assume
that PP, denotes the space of polynomials of partial degree at most p. Since () is a Lipschitz
domain, the Stein Extension Theorem [1] shows that there exists a linear total extension operator
E: L*(Q) — L*(R%), such that, for each nonnegative integer s, Bull s ray S llull s (q) for
allu € H*(Q). For p € R0, let Q(p) = [—p, p]%. Without loss of generality, we may assume
that supp Eu C Q(3/2) for every u € L?(Q). Let ® be the diffeomorphism from Q(7/2)
to Q(2) defined by ®(¢) = (2sinéy,...,2sin&y). For u € L*(Q), let V(€) = Eu(®(£))
for ¢ € R% It follows that V is a 27-periodic function that is symmetric about each hyper-
plane & = =+m/2, i.e. for any ¢ € R? such that & = +n/2 and any § € R, we have
V(€+de;) = V(§ — de;), where e; is the i-th unit vector. Since supp Eu C Q(3/2), we
may use the symmetry of V' to show that, for any integer s > 0 and any u € H*(Q), we have
HVH%IS(Q(W)) = 29|V \%{ﬂ(Q(ﬂm)) = 2d||V||%{S(q>,1(Q(3/2))), and therefore we deduce that
IVl (emy) S llullme(q) for alluw € H*(Q) and all integers s > 0. The function V' admits
the Fourier expansion V = >~ kezd Ok e F¢ where the coefficients ay € C satisfy ax, = a_g,

for each k € Z%, because V is real-valuf_:d. For an integer p > 0, define the trigonometric
polynomial Vp, by V(§) = D"y _<p ar e’ k€ The relation @; = a_ shows that

Vi@ =ao+ Y dar+a)Et e M)+ dan —am)e - e,
keN\ {0}
[kloo <p
thus implying that V/}, is real-valued. For any integers j < s, and any u € H®(Q),

V= Vol S D [klElael* $ (p+1)725 3 (k)3 |ax)?
[K|oo>p kezd (A.14)

S+ 2DV ey S @+ D72 3 )

where the constants are independent of « and p.
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Define the linear map IT?: L?(Q) — L%.(Q(2)) by IPu := V}, 0 &~ 1. Since the mapping
d: Q(r/2) — Q(2) is a diffeomorphism, and since @ is compactly contained in Q(2), we
find that [[T1Pu||Z2q) S IVallZz(@er/2y) < IVIZ2(0ery S Iullf2(q) forany u € L*(Q),
where the constants are independent of v and p, thus giving (A.12). Likewise, (A.13) follows
from (A.14) and from ||u — TTPu|| g5 () S IV — Vol ai (Q(r))-

In order to show that ITw is a polynomial of partial degree at most p, it is enough to show that
the univariate functions x; — ITPu(z1,...,z;,...,zq) are polynomials of degree at most p, for
each x € Q(2). However, this follows from Lemma 17 because the trigonometric polynomial
Vp = ITPu o ® has partial degree at most p.

We now show that TI” is inexact when applied to polynomials: in general, u # IIPu is
possible for u € P,,. To show this, consider the special case where d = 1 and u = 1. Since Fu is
compactly supported on Q(3/2) and is not identically zero, Fu is necessarily not a polynomial of
finite degree on Q(2). Since V' (§) = Eu(2sin§), Lemma 17 shows that V' is not a trigonometric
polynomial of finite degree, and we also have ||V — 1|| 2(g(r)) > 0. By convergence of Fourier
series, there exists po > 0 such that for all p > po, we have |V — Vpllr2(ge)) < 5[V —
1||L2(Q(ﬂ.)), so that

||Vp e 1HL2(Q(7r)) > %HV . 1||L2(Q(7r)) > 0. (A.15)

Since nonzero trigonometric polynomials have at most finitely many roots, V,, cannot be identi-
cally equal to 1 on any open subset of Q (), because otherwise V}, would have to be identically
equal to 1 on Q(), thereby contradicting (A.15). Therefore, V,, 1 = V on ®~1(Q), and thus
u # TPy on Q.

Now, we consider the case where P, denotes the space of polynomials of total degree p.
Since the space of polynomials of partial degree k is contained in P, whenever k < p/d, we
may choose k < p/d < k + 1, and we find that the projector I1* defined above has the required
properties. O

We note that the polynomial inexactness of the Babuska—Suri projector, as defined in [3,4],
is independent of the choice of the extension operator, since it results from the requirement that
the extended functions have compact support. This requirement is not easily avoided, since it is
used to obtain the bound || V|| g+ (@ (x)) S llull 4 (q)-

Lemma 19 Let Q C [—1, 1]d be either the unit hypercube or the unit simplex in R% d > 1.
For each pair of nonnegative integers p and m, there exists a linear operator II"™? : L*(Q) —
Py, the space of polynomials with partial degree at most p, such that II"? has the following
properties. If u is a polynomial of total degree at most min(m, p), then I1""Pu = w. There exists
a constant C, independent of p and m, such that

I Pu| 2y < Cllullrey  Yu € L(Q). (A.16)

For any nonnegative integer s, there is a constant C, independent of p but dependent on s and
m, such that for each nonnegative integer j < s,

lu =™ Pull s q) < Cp+ 1)~ Julgrq) Yue H(Q), (A.17)
r=t
where t := min(s,p+ 1,m + 1).

Proof For nonnegative integers m and p, let IIP be the Babuska-Suri projector as given by

Theorem 18, and let H?;n(m’p ) L2(Q) — Prnin(m,p) denote the L? projection into the space
of polynomials of total degree at most min(m, p). Then, define

TPy, = IERO7P)y 4 qpP (u - H‘;i“(m”’)u) , we LXQ). (A.18)
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It follows that TI"™? is a well-defined linear operator mapping L*(Q) into P,. Since II? is a
linear operator, we see that IT"™? is exact on the space of polynomials of total degree at most
min(m, p). To show (A.16), we use the triangle inequality

[T Pu| 12y < ||Hr£l§n(m’p)u||L2(Q) + 10| £2(@) — L2 (@) 1w — Han;“(m’p)uHﬁ(Q)v

(A.19)

and we note that, by (A.12), ||Hp||L2(Q)_>L2(Q) < C, with C independent of p, and that
Hﬂgn(m’p)HLz(Q)_)Lz(Q) < 1. Now, let 5 < s be nonnegative integers, and apply (A.13)
to obtain

llu = T Pul| i gy < Clp+ 1)~ D fu = TP o) Vu e HY(Q), (A20)
where C is independent of p and m but dependent on s. Since () is the unit simplex or unit
hypercube, the Bramble—Hilbert Lemma [7] shows that

lu — TPl o) < C lulgr@) Yu € HY(Q), (A21)

r=t

where ¢ := min(s, min(m, p) + 1) and C depends on s, min(m, p) and on Q). Moreover, by
considering seperately the cases p < m and p > m, it is seen that we may choose the constant
in (A.21) to depend only on m, and not on p. We thus obtain (A.17) by combining (A.20) and
(A.21), and noting that the constant may be chosen to be independent of p. O

Definition of fractional order Sobolev spaces For a domain K and a real number s > 0 such
that s € (r,r 4 1) for a nonnegative integer r, we define

H*(K) = (HT(K), artt (K)) (A22)

s—r,2;J

Here, we use the standard norm on H" (K) when r is an integer. It follows from the Equivalence
Theorem [1] that H*(K) = (H"(K), HT+1(K))S_T 5. jc» Where the constant in the equiva-
lence of norms depends only on s. Also, in view of the Re-iteration Theorem, we note that

(HT(K),HT“(K)) < H¥(K) < (HT(K)7H*+1(K)) . (A23)

s—r,1;J s—r,00; K

where the embedding constants depend only on s, see [1, Thm. 7.16, Cor. 7.20]. We remark that
it is important in the following that these constants are independent of the domain K.

In the following, a < b for a, b € R means that there exists a constant C' such that a < C'b,
where C is independent of discretisation parameters, such as the element sizes of the meshes and
the polynomial degrees of finite element spaces, but otherwise possibly dependent on other fixed
quantities, such as the shape-regularity parameters of the mesh, for example.

Theorem 20 Let Q C RY be a bounded Lipschitz polytopal domain, and let {Tp, } 1, be a shape-
regular sequence of simplicial or parallelepipedal meshes on S). For each mesh Ty, suppose
that h = maxgeT;, hi, where hg = diam K for all K € Ty, For each mesh T, let m =
(mi; K € Tp) and p = (pr; K € Th) be vectors of nonnegative integers. Then, there exists
a sequence of linear operators {I1;""®},, such that II; P : L*(Q) — Vi p, with I Pul g =
u|k if u|k is a polynomial of total degree at most min(mg,px), and such that, for each
K € Tp,

TPl p2ory S llullpeey  Vu € L(K). (A.24)



34 I. SMEARS & E. SULI

Also, for each K € Tp, sk € R>q, each nonnegative integer j < sg and, if sk > 1/2, for
each multi-index 3, with | 5| < sx — 1/2, we have

fo—i
Hu—Hm’pUHHﬂ'(K) < hl? ! i
" ~ (px +1)sx—d
ptx—1Bl1-1/2

”Dﬁ(u _ Hgl’pu)”L?(aK) S (pK fl)sk_lm_l/z ||u||H5K(K) Yue HSK(K), (A26)

llwll ok () Vue H**(K), (A.25)

where ti = min(sk,prx + 1, mg + 1).

Proof Since the meshes {7} } consist of simplices or parallelepipeds, each element K is affine-
equivalent to the unit simplex or unit hypercube, with a corresponding affine mapping Fixr : K —
Q. For each K € Ty, define & = wo Fiz' and IT]"Pu| g = (™5 PX4) o Fre € Py, Where
[T PK ig the operator given by Lemma 19. The stability bound (A.24) then follows from the
shape-regularity of the mesh and from the bound (A.16) of Lemma 19. Also, for any nonnegative
integers j < s, we have

hE?

et e ellmer g Vu € H(K), (A27)

llu = I Pull s re) S
where tx = min(sk,px + 1, mk + 1) and where the constant depends only on sx, mg,
on max h the maximum mesh size over all meshes, on the reference element and on the shape-
regularity of {75, }. We remark that the additional dependence on max h stems from the fact that
we use the bound hf,?_i < max h?* ht,é‘ 7,4 < j, to obtain (A.27). The Exact Interpolation
Theorem [1] shows that (A.27) extends to each nonnegative integer j and each nonnegative real
number s such that j < sy, thus giving (A.25).

We now show (A.26). Let s > 1/2 and 3 be a multi-index with |3] < sx — 1/2. First,
consider the case where |3| < sx — 1. Then, (A.26) follows from (A.25) and from the multi-
plicative trace inequality (A.8). Now, consider the case where sk — |8] € (%, 1). Theorem 16
shows that, for any v € H*% (K),

m, m, —-1/2 m,
107 (u = TP | 2oy 107 (w = TP g ey + b2 = TGPl g 1)

Given (A.25) for the case j = |3|, we can obtain (A.26) provided that we can show that, for any
u € H°%(K),

Bl —181-1/2

etz e - (A.28)

B m,
||D (U_Hh pu)HB;,/lQ(K) S (pK"']-)sK

The Exact Interpolation Theorem and (A.27) show that ||u — I} Pul| gox (k) S lull mrox (k)
for any u € H*¥ (K). The Re-iteration Theorem [1] shows that

By () = (L (k) 1))

where A\ = m, and where the constant in the equivalence of norms depends only on

sk — |B|. Therefore, for any u € H°X (K), there holds

s htK_‘B‘ 1=A
1D (u—H’,;“’pu)HBé)/f(K) S Wfl—)srlﬁl [l rox (x6)-

Since tx < sk, wehave (tx — |B])(1 — X) > tx —|B| — 1/2, and therefore we deduce (A.28)
and (A.26). O
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A.3 Polynomial approximation in Bochner spaces

To simplify the notation in the following approximation results, let the spaces { X }7_, be de-
fined by

Xo:=L*(Q), X1:=H}Q), Xo:=H=H*Q)nH}).
The approximation theory for Sobolev spaces can be extended to Bochner spaces as follows.

Lemma 21 Let I be an open interval and let @ C R be a bounded convex domain. Let
{r}52, C H == H*(Q) N H(Q) be an orthonormal basis of L*(Q), such that {1y} 1 is
also an orthogonal basis of H} () and of H, which satisfies

/wkwjde(skj, /V’(/)k-ijde)\k(skj, /Ai/)kA’(/)jd.Z‘:)\iékj,
Q Q Q

where A\, > 0 for eack k € N. Then, for any £ € {0,1,2}, and any u € L*(I; X;), we
have u = Y707 | up Y, where uy(t) = (u(t),Yr)r2(q), and where the series converges in
L*(I; Xy). For any integer s > 0, any u € H®(I; X;), we have the generalised Parseval
Identity

ulfre(rxn = D N luklFe (- (A.29)
k=1

Proof Let £ € {0,1,2} and let the function u € L*(I; X,). Then, uy, defined above is a
measurable real-valued function, and ||ug(t)||z2(ry < |lullz2(1;x,) for each k € N. For each
m € N, define the function vn, € L?(I;X2) by vm = S 7, uk tx. Then, orthogonality
of the {¢}72, in X, implies the Bessel Inequality >7* | A, ||uk||2L2(]) = ||vm||2L2(I;X£) <
w22 (1;x,)- It can then be shown that {vy, } 57— is a Cauchy sequence in L3(I; Xy), with limit
denoted by v. Moreover, there exists a subsequence of {vm }ye—1 Which converges to v in X,
pointwise almost everywhere on /. Thus, it follows from the definition of the functions v, that
(W(t), Yr)r2) = ur(t) = (u(t), ¥r)r2(q) foreach k € N, for a.e. t € I, which shows that
v = u, since {4} }7; is an orthonormal basis of L?(£2). This proves that u = $"7° | ug 1k
and shows Parseval’s Identity (A.29) for the case s = 0. Now, let s > 1 be an integer, and
suppose u € H®(I; X) for some £ € {0,1,2}. Let ¢ € C§°([), and compute [; uy 9 ¢ dt =
[ (w, 05 (phn)) L2y dt = (=1)° [;(0Fu, Yr) 12 ()¢ dt. Therefore, the weak derivative 95 ug,
exists in L?(I) and Ojup = (d5u, Y1) L2(q)- So, the generalised Parseval Identity (A.29) for
integer s > 1 is found by applying (A.29) for s = 0 to the function 9; u. O

Recall that for a Banach space X and a nonnegative integer g, the space of univariate X-
valued polynomials of degree at most ¢ is denoted by Q4 (X).

Lemma 22 Let Q C R? be a bounded convex domain, let I be an open interval of length o,
and let 7 and q be nonnegative integers. Then, for each open interval J C I of length 7 <
70, there exists a linear operator 117 defined on L*(.J; L*(S2)) with the following properties.
The operator 1179 : L?(J; Xy) — Qq(Xy) for each € € {0,1,2}, with 1I7%u = u if u €
Omin(r,q) (X¢). Furthermore,

I 2 gix) S Nullizrx,) Yu € L2(J; Xe), (A.30)

where the constant is independent of all quantities. For any real o > 0 and any nonnegative
integer j < o,

T
(g+1)777

where ¢ :== min(o,r + 1,q + 1), and where the constant depends only on 1o, o and r.

|u7H:’qu|Hj(J;X£) S ||uHH°'(J;X1g) Yu € HU(J;Xg), (A31)
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Proof Letu € L*(J; L*(Q)) and define uy, k € N, as in Lemma 21. Let F' denote the affine
mapping from the reference element (—1,1) to J. Then, for each k € N, define the univariate
real-valued polynomial IT7> 9wy, == (IT" %40y ) o F~!, where 4y, := ug o F, and where 19 is the
approximation operator on the reference element given by Lemma 19 for d = 1. Foreach k € N,
IT7>%up, has degree at most q. It follows from Lemma 19 that |17 %ug| 2y S [Juklln2cg),
where the constant is independent of all other quantities. Therefore, Lemma 21 implies that
)% = 302 TP 9uy, oy, is well-defined in L*(J, L*(92)). Furthermore, if u € L*(J; Xy)
for some ¢ € {0, 1,2}, then Lemma 21 shows that

I 22y = > Al w220y S lullZa,x,)s
k=1
where the constant is independent of all quantities, thereby showing (A.30). This also implies
that TI2%: L?(J; X,) — Qq(Xy) for each £ € {0, 1,2}. Moreover, if u € Qmin(r,q) (Xe),
then 1T %uy, = uy, for each k € N by Lemma 19, which implies that IT7%u = u by Lemma 21.

Let j < o be nonnegative integers and let w € H(J; X,) for some ¢ € {0, 1,2}. Then,
Lemmas 19 and 21 imply that

oo
: ¢ :
=TI %ulF (gox) = D Ak Jue — T %k 7

k=1
o T2(u7j) %) ) ) TQ(Q—j) max (17 Tg(U—Q)> o ,
e (q+ 1)2(e=3) >\ . S 5 v .
S szg (¢ + 1)2(e=3) l; k[ uklEy () S EEES ;QMH (s Xe)»

(A.32)

where the constant depends only on ¢ and r, thereby giving the bound (A.31) for the case where
o is an integer. Therefore, the bound (A.31) for general o € R follows from (A.32) and the
theory of interpolation of function spaces. O
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