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Abstract

We introduce an extension of hedge automata called One-Variable Context-Free Hedge Automata. The class of unranked ordered tree languages they recognize has polynomial membership problem and is preserved by rewrite closure with inverse-monadic rules. We also propose a modeling of primitives of the W3C XQuery Update Facility by mean of parameterized rewriting rules, and show that the rewrite closure of a context-free hedge language with these extended rewriting systems is a context-free hedge language. This result is applied to static analysis of XML access control policies expressed with update primitives.
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Introduction

The verification of systems and programs involving tree-like structures motivates the study of rewrite closures for various kind of term rewriting systems (TRS) and the identification of computable cases. Automata for ranked trees (terms over a signature) provide a good formalism for characterizing the closure of languages w.r.t. term rewriting systems. Indeed, tree-automata (TA) transitions can be defined as rewrite rules \cite{1}, given a TRS $R$ and an initial TA $A$, the rewrite closure of the language of $A$ by $R$ can be computed in many interesting cases by tree automata completion, a procedure that iteratively computes critical pairs between the TA transitions (which are rewrite rules) of $A$ and the TRS rules of $R$.

Unranked trees are natural representations for XML documents, where the number of children of a node is not fixed. Hedge Automata (HA) \cite{2} embeds most of the formalisms \cite{3} for specifying the structural information (or type) of XML documents. Some procedures have been proposed for the construction of rewrite closure of HA languages \cite{4}. There are however two problems in the context of unranked trees. The first one is technical, and stems from the different natures of rewrite rules and HA transitions. Indeed, performing automata computations in unranked trees requires vertical navigation from children to parent (in case
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of bottom-up computations) and also horizontal navigation between children, since their number is unbounded. The original HA is an hybrid model where horizontal and vertical navigation rules are not specified in the same way, and tree automata completion is more difficult to define in this case than for ranked tree automata. The second difficulty is that rewrite closures are often non regular in the case of unranked trees, i.e. they cannot be captured by HA. For instance the closure of HA languages by a flat linear unranked TRS is not always HA whereas the closure of TA languages by flat linear TRS is TA [5]. There are mainly two solutions to this problem: the construction of (over)-approximations (as in [4]) or the extension of the HA model.

Regarding applications of these results, one may cite for instance regular tree model checking, type checking of XML transformations, and consistency verification of access control policies (ACP) for XML updates. We briefly survey these three typical applications.

In formal verification of infinite state systems, several regular model checking approaches represent sets of configurations by regular languages, transitions by rewrite rules and (approximations of) reachable configurations as rewrite closure of regular languages [6]. Regular tree model checking extends the approach from string to tree regular languages and string rewriting to term rewriting (see e.g. [7, 8]). It has been extended later from ranked tree to hedge rewriting and hedge automata in [9]. Regular tree model checking has been applied to the verification of programs with recursive calls and dynamic thread creation.

A central problem in XML document processing is static typechecking [10]. This problem amounts to verifying at compile time that every output XML document which is the result of a specified query or transformation applied to an input document with a valid input type has a valid output type. In general, input and output type are defined as regular tree languages. Being able to compute the closure or backward closure (under transformations) of such languages hence permits to solve the problem see e.g. [11].

A large amount of work has been devoted to secure XML querying and transformations. But most of the work focuses on read-only rights, and very few have considered update rights for a model based on standard XML update operations such as those of the XQuery Update Facility (XQUF) [12]; one may cite [13, 14, 15]. The sensitive problem of access control policy inconsistency is, whether a forbidden operation can be simulated through a sequence of allowed operations. For instance [15] presents a hospital database example where it is forbidden to rename a patient name in a medical file but the same effect can be obtained by deleting this file and inserting a new one. This example illustrates a so-called local inconsistency problem and its detection can be solved by rewrite closure computations.

Contributions. In this paper, we introduce an automata model for unranked trees generalizing HA and whose transitions are uniformly presented as rewrite rules. This model, called CF¹HA, is shown decidable and more expressive than previous ones. It permits us to capture significant classes of rewrite systems with computable closures, such as inverse-monadic rules, that are more general than the rules considered in [16]. Moreover, the representation of transitions as rewrite rules enables simpler constructions than in the case of HA [16, 15].

This implies that we can compute exact reachability sets when the configuration sets are represented by CF¹HA hence beyond the regular (HA) ones. These
results are therefore interesting for automated verification where reachability sets are not always regular.

As an application we consider a model for XML update primitives of XQUF [12] as parameterized rewriting rules of the form: "insert an unranked tree from a regular tree language L as the first child of a node labeled by a". This model extends an initial proposal of [15] with (in particular) the possibility to insert a new parent node above a given node. We show how to compute the rewrite closure of HA languages with these extended rewriting systems. These rewrite closure results can be applied directly to the static analysis of access control policies (ACP) for XML updates. ACPs can be specified with two sets of atomic update primitives listing the operations that are allowed, resp. forbidden, to a user [13, 14]. We show how to verify the local consistency of ACPs, i.e. whether no sequence of allowed updates starting from a given document can achieve an explicitly forbidden update. Such situations may lead to serious security breaches which are challenging to detect according to [13].

We also consider (in Section 5.2) an extension of rewrite systems to suit the case of XML documents developed under DTDs (following the DDML/XSchema methodology), and we obtain in that case a negative result for closure computation, namely that reachability is undecidable even for non-recursive DTD, and therefore there is no hope to extend our construction in this direction.

Roadmap. Preliminary notions such as hedge rewriting systems are introduced in Section 1. We present our extension of hedge automata called 1-variable bidimensional context-free hedge automaton (CF1HA in short) in Section 2. In Subsection 2.1 we present closure and decision properties for the class of languages they recognize. In Subsection 2.2 we show the correctness of the membership algorithm we have given for CF1HA. The CF1HA are compared to known classes of automata on unranked trees in Subsection 2.3. In Section 3 we introduce 1-childvar inverse monadic hedge rewriting systems. We prove in Subsection 3.1 that these hedge rewriting systems preserve CF1HA languages. In Subsection 3.2 we show that hedge automata languages are preserved by backward closure application of inverse monadic systems. In Section 4 we show how XQuery Update Facility primitives can be directly modeled using a subclass of parameterized hedge rewriting rules called uPHRS. In Subsection 4.1 we introduce a subclass of uPHRS that admit no looping sequence of renamings. This subclass is used to simplify the computation, in Subsection 4.2, of the forward rewrite closure for uPHRS, using automata completion techniques. In Subsection 4.3 we give an application to typechecking XML updates. In Section 5 we study some models of Access Control Policies (ACP) for the update operations defined in Section 4, and the verification problems for these ACP. In Subsection 5.1 we consider ACP where update rules are divided into authorized and forbidden operations. In Subsection 5.2 we consider ACP defined by extending DTD with security annotations as in [17, 13]. We conclude by sketching future works in Section 6.

Related work. A detailed comparison of CF1HA with other unranked tree automata models can be found in Section 2.3. Many works have employed tree automata to compute sets of descendants for standard (ranked) term rewriting (see e.g. [7]). Regular model checking [6] is extended to hedge rewriting and hedge automata in [9], which gives a procedure to compute reachability sets.
approximations. Here we compute exact reachability sets for some classes of hedge rewrite systems.

[18] presents a static analysis of XML document adaptations, expressed as sequences of XQUF primitives. The authors also use an automatic inference method for deriving the type, expressed as a HA, of a sequence of document updates. The type is computed starting from the original schema and from the XQuery Updates formulated as rewriting rules as in [15]. However differently from our case the updates are applied in parallel in one shot.

The first access control model for XML was proposed by [19] and was extended to secure updates in [20]. Static analysis has been applied to XML Access Control in [21] to determine if a query expression is guaranteed not to access to elements that are forbidden by the policy. In [13] the authors propose the XACU language. They study policy consistency and show that it is undecidable in their setting. On the positive side [22] considers policies whose allow/deny permissions are tied to a DTD and gives a PTIME algorithm for checking consistency, as well as analysis/heuristics for the repair problem.

This paper differs significantly from our conference paper [23] in many aspects. Compared to [23] we simplify our model by allowing only one variable in automata transition rules but this allows one to prove that the membership problem becomes PTIME in this new model (with a CYK-like algorithm [24]). We show the new result that our closure construction cannot be extended to take into account DTD, due to undecidability of closure computations in this case. We apply our positive result to the consistency verification of ACP with update primitives, an application that is not considered in [23].

1. Preliminaries

We consider a finite alphabet $\Sigma$ and an infinite set of variables $X$. The symbols of $\Sigma$ are generally denoted $a, b, c, \ldots$ and the variables $x, y, \ldots$. The sets of hedges and trees over $\Sigma$ and $X$, respectively denoted $H(\Sigma, X)$ and $T(\Sigma, X)$, are defined recursively as the smallest sets such that: every $x \in X$ is a tree, if $t_1, \ldots, t_n$ is a finite sequence of trees (possibly empty), then $t_1 \cdots t_n$ is a hedge and if $h$ is a hedge and $a \in \Sigma$, then $a(h)$ is a tree. The empty hedge (case $n \geq 0$ above) is denoted by $\varepsilon$ and the tree $a(\varepsilon)$ will be simply denoted by $a$. We use the operator $\cdot$ to denote the hedge concatenation. It is associative and $\varepsilon$ is its unit element. We will sometimes consider a tree as a hedge of length one, i.e. consider that $T(\Sigma, X) \subset H(\Sigma, X)$. The sets of ground trees (trees without variables) and ground hedges are respectively denoted $T(\Sigma)$ and $H(\Sigma)$.

The root of the tree $a(h)$ is its top node labeled by $a$. A root (resp. leaf) of a hedge $h = (t_1 \cdots t_n)$ is a root node (resp. leaf node, i.e. node without child) of one of the trees $t_1, \ldots, t_n$. The root node of the tree $a(h)$ is called the parent of every root of $h$ and every root of $h$ is called a child of the root of $a(h)$. A path is a sequence of nodes $p_0, \ldots, p_k, k \geq 0$, such that for all $0 \leq i < k$, $p_{i+1}$ is a child of $p_i$. In this case, $p_k$ is called a descendant of $p_0$. As usual, we can see a hedge $h \in H(\Sigma, X)$ as a function from its set of nodes $\text{dom}(h)$ into labels in $\Sigma \cup X$. The label of the node $p \in \text{dom}(h)$ is denoted by $h(p)$. The subtree of a hedge $h$ at node $p \in \text{dom}(h)$ is denoted $h|_p$.

The set of variables occurring in a hedge $h \in H(\Sigma, X)$ is denoted $\text{var}(h)$. A hedge $h \in H(\Sigma, X)$ is called linear if every variable of $\text{var}(h)$ occurs once
in $h$. A substitution $\sigma$ is a mapping of finite domain from $X$ into $H(\Sigma, X)$. The application of a substitution $\sigma$ to terms and hedges (written with postfix notation) is defined recursively by $x \sigma := \sigma(x)$ when $x \in dom(\sigma)$, $y \sigma := y$ when $y \in X \setminus dom(\sigma)$, $(t_1 \cdots t_n) \sigma := (t_1 \sigma \cdots t_n \sigma)$ for $n \geq 0$, and $a(h) \sigma := a(h\sigma)$.

The set $C(\Sigma)$ of contexts over $\Sigma$ contains the linear hedges of $H(\Sigma, \{x\})$. The application of a context $C \in C(\Sigma)$ to a hedge $h \in H(\Sigma, X)$ is defined by $C[h] := C(x \rightarrow h)$. It consists in inserting $h$ in $C$ in place of the node labelled by $x$. Sometimes, we write $h[s]$ in order to emphasize that $s$ is a subhedge (or subtree) of $h$.

A hedge rewriting system (HRS) $R$ over a finite unranked alphabet $\Sigma$ is a set of rewrite rules of the form $\ell \rightarrow r$ where $\ell \in H(\Sigma, X) \setminus X$ and $r \in H(\Sigma, X)$; $\ell$ and $r$ are respectively called left- and right-hand-side (lhs and rhs) of the rule.

Note that we do not assume the cardinality of $R$ to be finite. A HRS is called ground, resp. linear, if all its lhs and rhs of rules are ground, resp. linear.

The rewrite relation $\rightarrow_R$ of a HRS $R$ is the smallest binary relation on $H(\Sigma, X)$ containing $R$ and closed by application of substitutions and contexts. In other words, $h \rightarrow_R h'$, iff there exists a context $C$, a rule $\ell \rightarrow r$ in $R$ and a substitution $\sigma$ such that $h = C[\ell \sigma]$ and $h' = C[r \sigma]$. The reflexive and transitive closure of $\rightarrow_R$ is denoted $\Rightarrow_R$. Given $L \subseteq H(\Sigma, X)$ and a HRS $R$, we define the rewrite closure of $L$ under $R$ as $post_R(L) := \{ h' \in H(\Sigma, X) \mid \exists h \in L, h \Rightarrow_R h' \}$ and the backward rewrite closure of $L$ under $R$ as $pre_R(L) := \{ h \in H(\Sigma, X) \mid \exists h' \in L, h \Rightarrow_R h' \}$.

Example 1. Let $\Sigma = \{a, b, c, d_0, d_1, d_2\}$ and let us consider the following rewrite rules over $\Sigma$:

$$R = \{d_0(x) \rightarrow a \cdot d_1(x), d_1(x) \rightarrow d_2(x) \cdot c, d_2(x) \rightarrow d_0(b(x)), d_2(x) \rightarrow b(x)\}.$$ 

Starting from $d_0 = d_0(\varepsilon)$, we have the following rewrite sequence $d_0 \rightarrow a \cdot d_1 \rightarrow a \cdot d_2 \cdot c \rightarrow a \cdot d_0(0) \cdot c \rightarrow a \cdot a \cdot d_1(0) \cdot c \rightarrow a \cdot a \cdot d_2(0) \cdot c \cdot c \rightarrow \ldots$

We can observe that the trees of the rewrite closure of $d_0$ under $R$ which do not contain the symbols $d_0, d_1, d_2$ is the set of trees of the form $a \cdots a \cdot b(\ldots b(b)) \cdot c \cdots c$ with the same number of $a$, $b$ and $c$. We call them T-patterns since they have the shape of character T:

$$\begin{array}{ccccccc}
a & \cdots & a & \cdot & b & \cdot & c & \cdots & c \\
\vdots \\
b \\
\mid \\
b \end{array}$$

2. One-Variable Bidimensional Context-Free Hedge Automata

We consider a model of automata computing of unranked trees by means of reduction with rewrite rules similar to (inverse) productions of CF grammars, applied in horizontal or vertical directions in trees.

Definition 1. A 1-variable bidimensional context-free hedge automaton (CF^1HA) is a tuple $A = (\Sigma, Q, Q^f, \Delta)$ where $\Sigma$ is a finite unranked alphabet, $Q$ is a finite
set of states disjoint from \( \Sigma \), \( Q^f \subseteq Q \) is a set of final states, and \( \Delta \) is a set of rewrite rules of one of the following form, where \( p \in Q \cup \Sigma, q_1, q_2, q \in Q \):

\[
\begin{align*}
\varepsilon \rightarrow & \quad q(\varepsilon) \\
 p(x) \rightarrow & \quad q(x) \\
 q_1(x) \cdot q_2 \rightarrow & \quad q(x) \\
 q_1 \cdot q_2(x) \rightarrow & \quad q(x)
\end{align*}
\]

The rules of the second column are called horizontal transitions, and those of the last column are called vertical transitions. By convention, \( q(\varepsilon) \) in the first rule will be simply written \( q \) below.

The move relation \( \rightarrow \) between ground hedges of \( H(\Sigma \cup Q) \) is defined as the rewrite relation defined by \( \Delta \). The language of a \( \text{CF}^1 \text{HA} \) \( A \) in one of its states \( q \), denoted by \( L(A, q) \), is the set of ground hedges \( h \in H(\Sigma) \) such that \( h \xrightarrow{A} q \) (we recall that \( q \) stands for \( q(\varepsilon) \)). A hedge \( h \) is accepted by \( A \) if there exists \( q \in Q^f \) such that \( h \in L(A, q) \). The language of \( A \), denoted by \( L(A) \), is the set of hedges accepted by \( A \).

In the following, for the sake of conciseness, we should also consider horizontal and vertical transitions of the form

\[
\begin{align*}
p_1(x) \cdot p_2 \rightarrow & \quad q(x) \\
p_1 \cdot p_2(x) \rightarrow & \quad q(x)
\end{align*}
\]

where \( p_1, p_2 \in Q \cup \Sigma \) and \( q \in Q \). This does not increase the expressiveness of \( \text{CF}^1 \text{HA} \), as it is possible to simulate such rules with a linear number of additional states and rules of Definition 1 of the form \( a \rightarrow q \) or \( a(x) \rightarrow q(x) \).

Moreover, it is possible to force the variable \( x \) in the transitions in Definition 1 to be equal to \( \varepsilon \), i.e., to consider transitions of the form \( (p_1, p_2 \in Q \cup \Sigma, q \in Q) \)

\[
\begin{align*}
p_1 \rightarrow & \quad q \\
p_1 \cdot p_2 \rightarrow & \quad q \\
p_1(p_2) \rightarrow & \quad q
\end{align*}
\]

This does not change the expressiveness of the model. We can indeed assume, without loss of generality, a unique state \( q_x \) such that there is a transition \( \varepsilon \rightarrow q_x \) and that \( q_x \) does not occur in lhs of horizontal transitions. With every symbol \( p \in \Sigma \cup Q \), we associate a copy \( p^r \) and a new transition \( p(q_x(x)) \rightarrow p^r(x) \). Then \( p_1 \rightarrow q \) corresponds to \( p_1^r(x) \rightarrow q(x) \), \( p_1 \cdot p_2 \rightarrow q \) to \( p_1^r(x) \cdot p_2 \rightarrow q(x) \), and \( p_1(p_2) \rightarrow q \) to \( p_1(p_2^r(x)) \rightarrow q(x) \). More generally, we also accept horizontal rules of the form \( p_1 \cdots p_n \rightarrow q \) (\( n \geq 0 \)).

**Example 2.** The language of T-patterns over \( \Sigma = \{a, b, c\} \), as defined in Example 1, is recognized by \( \langle \Sigma, \{q_0, q_1, q_2\}, \{q_0\}, \Delta \rangle \) with

\[
\Delta = \{b(x_1) \rightarrow q_2(x_1), a \cdot q_1(x_2) \rightarrow q_0(x_2), q_2(x_1) \cdot c \rightarrow q_1(x_1), q_0(b(x)) \rightarrow q_2(x)\}.
\]

As an example of derivation, it holds that: \( a \cdot a \cdot b(b) \cdot c \cdot c \rightarrow a \cdot a \cdot q_2(b) \cdot c \cdot c \rightarrow a \cdot a \cdot q_1(b) \cdot c \rightarrow a \cdot q_0(b) \cdot c \rightarrow a \cdot q_2 \cdot c \rightarrow a \cdot q_1 \rightarrow q_0 \).

2.1. Properties

In this Subsection we present closure and decision properties of \( \text{CF}^1 \text{HA} \).

**Property 1.** The class of \( \text{CF}^1 \text{HA} \) languages is closed under union and not closed under intersection or complementation.
Proof. Closure under union works with a direct construction by disjoint union of automata. Non-closure under intersection is a consequence of the same result for context-free word languages, which are defined as $\text{CF}^1\text{HA}$ without vertical transitions.

The emptiness problem is the problem to decide whether the language of a given $\text{CF}^1\text{HA}$ is empty or not.

Property 2. The emptiness problem is decidable in PTIME for $\text{CF}^1\text{HA}$.

Proof. Let $\mathcal{A} = (\Sigma, Q, Q^f, \Delta)$. We use a marking algorithm with two marks: $h$ and $v$. Let us iterate the following operations until no marking is possible (note that the marking is not exclusive: some states may have 2 marks $h$ and $v$).

For all transitions $\varepsilon \rightarrow q$, mark $q$ with $h$.

For all transitions $a(x) \rightarrow q(x)$, mark $q$ with $h$ and $v$.

For all transitions $q_1(x) \rightarrow q(x)$, mark $q$ with the marks of $q_1$.

For all transitions $q_1(x) \cdot q_2 \rightarrow q(x)$ such that both $q_1$ and $q_2$ are marked,

if $q_1$ is marked with $v$, then mark $q$ with $v$, otherwise mark $q$ with $h$.

For all transitions $q_1 \cdot q_2(x) \rightarrow q(x)$ such that both $q_1$ and $q_2$ are marked,

if $q_2$ is marked with $v$, then mark $q$ with $v$, otherwise mark $q$ with $h$.

For all transitions $q_1(q_2(x)) \rightarrow q(x)$ such that $q_1$ is marked $v$, if $q_2$ is marked with $v$, then mark $q$ with $v$, otherwise, if $q_2$ is marked with $h$, then mark $q$ with $h$.

The number of iterations is at most $2|Q|$ and the cost of each iteration is linear in the size of $\mathcal{A}$. It holds that (i) $q \in Q$ is marked with $h$ iff there exists $h \in \mathcal{H}(\Sigma)$ such that $h \xrightarrow{\Delta^1} q$, and (ii) $q \in Q$ is marked with $v$ iff there exists $C[\cdot] \in C(\Sigma)$, non-trivial and such that for all $h \in \mathcal{H}(\Sigma)$, $C[h] \xrightarrow{\Delta^1} q(h)$. Not that the latter implies in particular that $C[\varepsilon] \in L(\mathcal{A}, q)$. These two properties can be proved simultaneously by induction over the hedge structure. It follows from (i) that $L(\mathcal{A}) = \emptyset$ iff no state of $Q^f$ is marked with $h$ or with $v$ or with both. □

The membership problem is the problem to decide whether a given hedge is accepted by a given $\text{CF}^1\text{HA}$.

Property 3. The membership problem is PTIME-complete for $\text{CF}^1\text{HA}$.

PTIME-hardness follows from the PTIME-hardness of membership for context-free grammars.

For proving the upper-bound we present a dynamic programming algorithm à la Cocke-Younger-Kasami (see e.g. [25]), which, given an hedge $h = a(t_1 \cdots t_n)$ and a $\text{CF}^1\text{HA} \mathcal{A} = (\Sigma, Q, Q^f, \Delta)$ runs in deterministic polynomial time. The algorithm associates set of states with some convex regions in $h$, which are defined by patterns of the two following kinds. For convenience, the $i$th child of a node $p$ in $h$ is denoted as $p \cdot i$, and we use a special symbol $\top$ for representing a virtual node, parent of all the roots of $h$, and, for $1 \leq i \leq n$, we denote $\top \cdot i$ the $i$th root of $h$, i.e. the root node of $t_i$.  
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A \textit{h-pattern} is a tuple of the form \(\pi = (p, i, j)\) where \(p \in \text{dom}(h) \cup \{\top\}\), and \(i \leq j\) are natural numbers such that either \(p \cdot i, p \cdot j \in \text{dom}(h)\) or \(p\) is a leaf of \(h\) and \(i = j = 1\). This pattern represents an hedge denoted \(h|_{\pi}\), which is \(\varepsilon\) in the latter case, and \(h|_{p \cdot i} \cdots h|_{p \cdot j}\) in the former case.

A \textit{v-pattern} is a tuple of the form \(\pi = (p, i, p', j)\) where \(p \in \text{dom}(h) \cup \{\top\}\), \(i \leq j\) are natural numbers such that \(p \cdot i, p \cdot j \in \text{dom}(h)\), and \(p' \in \text{dom}(h)\) is a descendant of \(p \cdot i'\) for some \(i \leq i' \leq j\). This pattern represents the context \(h|_{p \cdot i} \cdots h|_{p \cdot v - 1} \cdot (h|_{p \cdot v})[x] \cdot h|_{p \cdot v + 1} \cdots h|_{p \cdot j}\), denoted as \(h|_{\pi}\), where \(x\) is the only child of the node \(p'\).

The algorithm associates a set of states of \(\mathcal{A}\) with each pattern of type h or v, by iteration of the following rules.

1. if \(p \cdot i\) is the node of a leaf of \(h\), and \(\varepsilon \rightarrow q \in \Delta\), then we add \(q\) to the set of states associated with the \(h\)-pattern \(\langle p, 1, 1\rangle\);
2. if \(p \cdot i\) is labeled by \(a\) in \(h\), and \(a(x) \rightarrow q(x) \in \Delta\), then we add \(q\) to the \(v\)-pattern \(\langle p, i, p \cdot i, i\rangle\);
3. if \(q_1\) is in the \(h\)-pattern \(\pi = (p, i, j)\), or the \(v\)-pattern \(\pi = (p, i, p', j)\), and \(q_1(x) \rightarrow q(x) \in \Delta\) then we add \(q\) to \(\pi\);
4. if \(q_1\) is in the \(v\)-pattern \(\langle p, i, p', j\rangle\) and \(q_2\) is in the \(h\)-pattern \(\langle p, j + 1, k\rangle\), and \(q_1(x) \cdot q_2 \rightarrow q(x) \in \Delta\) then we add \(q\) to the \(v\)-pattern \(\langle p, i, p', k\rangle\);
5. if \(q_1\) is in the \(h\)-pattern \(\langle p, i, j\rangle\) and \(q_2\) is in the \(v\)-pattern \(\langle p, j + 1, p', k\rangle\), and \(q_1 \cdot q_2 \rightarrow q(x) \in \Delta\) then we add \(q\) to the \(v\)-pattern \(\langle p, i, p', k\rangle\);
6. if \(q_1\) is in the \(h\)-pattern \(\langle p, i, j\rangle\) and \(q_2\) is in the \(h\)-pattern \(\langle p, j + 1, k\rangle\), and \(q_1(x) \cdot q_2 \rightarrow q(x) \in \Delta\), or \(q_1 \cdot q_2(x) \rightarrow q(x) \in \Delta\), then we add \(q\) to the \(h\)-pattern \(\langle p, i, k\rangle\);
7. if \(q_1\) is in the \(v\)-pattern \(\langle p, i, p', j\rangle\) and \(q_2\) is in the \(v\)-pattern \(\langle p', 1, p''\rangle, k\rangle\), where \(k\) is the number of children of \(p'\), and \(q_1(q_2(x)) \rightarrow q(x) \in \Delta\), then we add \(q\) to the \(v\)-pattern \(\langle p, i, p'', j\rangle\);
8. if \(q_1\) is in the \(v\)-pattern \(\langle p, i, p', j\rangle\) and \(q_2\) is in the \(h\)-pattern \(\langle p', 1, k\rangle\), where \(k\) is the number of children of \(p'\), and \(q_1(q_2(x)) \rightarrow q(x) \in \Delta\), then we add \(q\) to the \(h\)-pattern \(\langle p, i, j\rangle\).

The number \(P\) of patterns is at most cubic in the size of \(h\), and the algorithm will reach a fix point in at most \(P|Q|\) iterations. Every iteration needs a time polynomial in the size of \(\mathcal{A}\), hence the algorithm terminates in polynomial time. Then it answers that the hedge \(h\) is accepted by \(\mathcal{A}\) iff the set of states associated with the \(h\)-pattern \(\langle \top, 1, n\rangle\) contains an accepting state of \(Q\) (\(n\) is the number of children of \(h\)).

2.2. Correctness of the membership algorithm

In order to establish the correctness of the above algorithm, we show the two following claims simultaneously.

(h) for every \(h\)-pattern \(\pi\), \(q\) belongs to \(\pi\) if \(h|_{\pi} \xrightarrow{\varepsilon} q\)

(v) for every \(v\)-pattern \(\pi\), \(q\) belongs to \(\pi\) if \(h|_{\pi} \xrightarrow{\varepsilon} q(x)\)

For the \textit{only if} direction, let us assume that \(q\) belongs to a pattern \(\pi\) (h- or v-pattern). We do an induction on the number of iterations of the algorithm before adding \(q\) to \(\pi\), and consider the case of the rule that has added \(q\) to \(\pi\).
rule 1. In this case π is a h-pattern \( \langle p, 1, 1 \rangle \), \( p \) is a leaf node, \( \varepsilon \rightarrow q \in \Delta \), and hence \( h|_\pi = \varepsilon \xrightarrow{\text{A}} q \).

rule 2. Then \( \pi \) is a v-pattern \( \langle p, i, p \cdot i, i \rangle \), \( p \cdot i \) is labeled by \( a \) in \( h \), and \( a(x) \rightarrow q(x) \in \Delta \), and hence \( h|_\pi = a(x) \xrightarrow{\text{A}} q(x) \).

rule 3. By induction hypothesis, \( q_1(x) \rightarrow q(x) \in \Delta \) and \( q_1 \) is already in \( \pi \), hence, by induction hypothesis, \( h|_{\pi} \circ \xrightarrow{\text{h}} q_1 \xrightarrow{\text{A}} q \) if \( \pi \) is a h-pattern and \( h|_{\pi} \circ \xrightarrow{\text{A}} q_1 \xrightarrow{\text{v}} q(x) \).

rule 4. In this case, \( \pi \) is a v-pattern \( \langle p, i, p', k \rangle \) and by hypothesis, \( q_1(x) \cdot q_2 \rightarrow q(x) \in \Delta \), \( q_1 \) is already in the v-pattern \( \pi_1 = \langle p, i, p', j \rangle \) and \( q_2 \) is already in the h-pattern \( \pi_2 = \langle p, j + 1, k \rangle \). Hence by induction hypothesis, \( h|_{\pi} = h|_{\pi_1} \cdot h|_{\pi_2} \xrightarrow{\text{A}} q_1 \cdot q_2 \xrightarrow{\text{A}} q(x) \).

rule 5. This case is similar to the previous one.

rule 6. In this case \( \pi \) is a h-pattern \( \langle p, i, k \rangle \), and by hypothesis, \( q_1(x) \cdot q_2 \rightarrow q(x) \in \Delta \), or \( q_1 \cdot q_2(x) \rightarrow q(x) \in \Delta \), \( q_1 \) is already in the h-pattern \( \pi_1 = \langle p, i, j \rangle \) and \( q_2 \) is already in the v-pattern \( \pi_2 = \langle p, j + 1, k \rangle \). Hence by induction hypothesis, \( h|_{\pi} = h|_{\pi_1} \cdot h|_{\pi_2} \xrightarrow{\text{A}} q_1 \cdot q_2 \xrightarrow{\text{A}} q(x) \).

rule 7. In this case, \( \pi \) is a v-pattern \( \langle p, i, p'', j \rangle \) and by hypothesis, \( q_1(q_2(x)) \rightarrow q(x) \in \Delta \), \( q_1 \) is already in the v-pattern \( \pi_1 = \langle p, i, p', j \rangle \) and \( q_2 \) is already in the v-pattern \( \pi_2 = \langle p', 1, k \rangle \). Using the induction hypothesis, \( h|_{\pi} = h|_{\pi_1} \cdot h|_{\pi_2} \xrightarrow{\text{A}} q_1(q_2(x)) \xrightarrow{\text{A}} q(x) \).

rule 8. Then \( \pi \) is a h-pattern \( \langle p, i, j \rangle \), and \( q_1(q_2(x)) \rightarrow q(x) \in \Delta \), \( q_1 \) is already in the v-pattern \( \pi_1 = \langle p, i, p', j \rangle \), and \( q_2 \) is already in the v-pattern \( \pi_2 = \langle p', 1, k \rangle \), where \( k \) is the number of children of \( p' \) in \( h \). Using the induction hypothesis, \( h|_{\pi} = h|_{\pi_1} \cdot h|_{\pi_2} \xrightarrow{\text{A}} q_1(q_2) \xrightarrow{\text{A}} q \).

Note that the base case of the induction enters in one of the cases 1 or 2 above.

For the if direction, let us assume that \( h|_{\pi} \xrightarrow{\text{A}} q \) or \( h|_{\pi} \xrightarrow{\text{A}} q(x) \), according to the type of \( \pi \), and let us reason by induction on the length of the reduction.

If the reduction has length one, then we are in one of the following cases

- \( \pi \) is an h-pattern and \( h|_{\pi} = \varepsilon \xrightarrow{\text{A}} q \). It means that \( \pi = \langle p, 1, 1 \rangle \) where \( p \) is a leaf node of \( h \). The transition of \( \mathcal{A} \) involved in the reduction is necessarily \( \varepsilon \rightarrow q \), and the rule 1 has been applied by the algorithm to add \( q \) to \( \pi \).

- \( \pi \) is an v-pattern and \( h|_{\pi} = a(x) \xrightarrow{\text{A}} q(x) \). It means that \( \pi = \langle p, i, p \cdot i, i \rangle \) where \( p \cdot i \) is a node of \( h \) labeled by \( a \). The transition of \( \mathcal{A} \) involved in the reduction must be \( a(x) \rightarrow q(x) \), and the rule 2 has been applied by the algorithm to add \( q \) to \( \pi \).

Assume now that the reduction has length more than one. We make a case analysis on the transition rule of \( \mathcal{A} \) involved in the last step of the reduction.

if the last transition is \( \varepsilon \rightarrow q \) then, according to the form of the CFHA transitions, the reduction has length one, and this case has been treated above.
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assume that the last transition is \(q_1(x) \to q(x)\). If \(\pi\) is a h-pattern, then the reduction has the form \(h|\pi| \to_A q_1 \to_A q\). By induction hypothesis on the first part of the reduction, \(q_1\) is in \(\pi\), and the rule 3 has been applied by the algorithm and hence \(q\) has been added to \(\pi\). The case where \(\pi\) is a v-pattern, and the reduction has the form \(h|\pi| \to_A q_1(x) \to_A q(x)\) is similar.

assume that the last transition is \(q_1(x) \cdot q_2(x) \to q(x)\). If \(\pi\) is a h-pattern \((p, i, k)\), then the reduction has the form

\[
h|\pi| = h|p_i| \cdots h|p_k| \to_A q_1 \cdot q_2 \to_A q.
\]

It means that there exists \(j\) such that \(i \leq j \leq k\) and \(h|p_i| \cdots h|p_j| \to_A q_1\) and \(h|p_{j+1}| \cdots h|p_k| \to_A q_2\). Hence, by induction hypothesis, \(q_1\) is in the h-pattern \((p, i, j)\) and \(q_2\) is in the h-pattern \((p, j + 1, k)\). It follows that the rule 6 has been applied and that \(q\) is in \(\pi\).

If \(\pi\) is a v-pattern \((p, i, p', k)\), then the reduction has the form

\[
h|\pi| = h|p_i| \cdots h|p_{i'}| \cdot (h|p_{i'}|) \cdot h|p_{i'+1}| \cdots h|p_k| \to_A q_1(x) \cdot q_2 \to_A q(x).
\]

It means that there exists \(j\) such that \(i' \leq j \leq k\) and \(h|p_i| \cdots h|p_{i'-1}| \cdot (h|p_{i'}|) \cdot h|p_{i'+1}| \cdots h|p_j| \to_A q_1(x)\) and \(h|p_{j+1}| \cdots h|p_k| \to_A q_2\). Hence, by induction hypothesis, \(q_1\) is in the v-pattern \((p, i, p', j)\), and \(q_2\) is in the h-pattern \((p, j + 1, k)\). It follows that the rule 4 has been applied and that \(q\) is in \(\pi\).

the case of a last transition of the form \(q_1 \cdot q_2(x) \to q(x)\) is similar to the previous one.

assume that the last transition is \(q_1(q_2(x)) \to q(x)\). If \(\pi\) is a h-pattern \((p, i, j)\), then the reduction has the form

\[
h|\pi| = h|p_i| \cdots h|p_j| \to_A q_1(q_2) \to_A q.
\]

It means that there exists \(i'\) such that \(i \leq i' \leq j\) such that \(h|p_i| \cdots h|p_{i'-1}| \cdot (h|p_{i'}|) \cdot h|p_{i'+1}| \cdots h|p_j| \to_A q_1(x)\) and \(h|p_{j+1}| \cdots h|p_k| \to_A q_2\), where \(p' \in \text{dom}(h)\) is the parent node of \(x\) (it is a descendant of \(p \cdot i'\)), and \(k\) is the number of children of \(p'\) in \(h\). By induction hypothesis, \(q_1\) is in the v-pattern \((p, i, p', j)\) and \(q_2\) is in the h-pattern \((p', 1, k)\). It follows that the rule 8 has been applied and that \(q\) is in \(\pi\).

If \(\pi\) is a v-pattern \((p, i, p'', j)\), then the reduction has the form

\[
h|\pi| = h|p_i| \cdots h|p_{i'}| \cdot (h|p_{i'}|) \cdot h|p_{i'+1}| \cdots h|p_j| \to_A q_1(q_2(x)) \to_A q(x)
\]

such that \(p \cdot i'\) is an ancestor of \(p''\) and \(p''\) is the parent node of \(x\). It means that there exists a node \(p''\) which is a descendant of \(p \cdot i'\) such that \(h|p_i| \cdots h|p_{i'-1}| \cdot (h|p_{i'}|) \cdot h|p_{i'+1}| \cdots h|p_j| \to_A q_1(y)\), such that \(p'\) is the parent node of \(y\), and \(h|p_{j+1}| \cdots h|p_{i'-1}| \cdot (h|p_{i'}|) \cdot h|p_{i'+1}| \cdots h|p_{i''}| \to_A q_2(x)\) such that \(p''\) is the parent node of \(x\) (it is a descendant of \(p' \cdot i''\)), and \(k\) is the number of children of \(p''\) in \(h\). By induction hypothesis, \(q_1\) is in the v-pattern \((p, i, p', j)\) and \(q_2\) is in the h-pattern \((p', 1, p'', k)\). It follows that the rule 7 has been applied and that \(q\) is in \(\pi\).
2.3. Related Models

The CF\(^1\)HA capture the expressiveness of two models of automata on unranked trees: the hedge automata [2] and the lesser known extension of [26] that we call CFHA.

A hedge automaton (HA) resp. context-free hedge automaton (CFHA) is a tuple \(A = (\Sigma, Q, Q^f, \Delta)\) where \(\Sigma\), \(Q\) and \(Q^f\) are as above, and the transitions of \(\Delta\) have the form \(a(L) \rightarrow q\) where \(a \in \Sigma\), \(q \in Q\) and \(L \subseteq \Sigma^*\) is a regular word language (resp. a context-free word language). The language of hedges accepted is defined as for CF\(^1\)HA, using the (possibly infinite) set of rewrite rules \(\{a(q_1 \cdots q_n) \rightarrow q \mid a(L) \rightarrow q \in \Delta, q_1 \cdots q_n \in L\}\).

The CFHA languages form a strict subclass of CF\(^1\)HA languages. Indeed every CFHA \((\Sigma, Q, Q^f, \Delta)\) can be presented as a CF\(^1\)HA with variable-free transitions of the form

\[\varepsilon \rightarrow q \quad p_1 \rightarrow q \quad p_1 \cdot p_2 \rightarrow q \quad a(q_1) \rightarrow q\]

where \(a \in \Sigma\), \(p_1, p_2 \in Q \cup \Sigma\), \(q, q_1 \in Q\).

It can be shown that the set of T-patterns of Example 2 is not a CFHA language, using a pumping argument on the paths labeled by \(b\).

The HA languages, also called regular unranked tree languages, also form a strict subclass of CF\(^1\)HA languages. Every HA can indeed be presented as a CF\(^1\)HA \(A = (\Sigma, Q, Q^f, \Delta)\) with variable-free transitions constrained with a type discipline: \(Q = Q_h \cup Q_v\) and every transition of \(\Delta\) has one of the forms

\[a \rightarrow q_h \quad a \rightarrow q_v \quad q_h \cdot q_v \rightarrow q_h' \quad a(q_h) \rightarrow q_h \quad a(q_h) \rightarrow q_v\]

where \(a \in \Sigma\), \(q_h, q_h' \in Q_h\), \(q_v \in Q_v\).

The distinction between horizontal and vertical states permits to ensure that horizontal transitions are applied left to right in siblings. This latter model, can also compared to the forest automata of [27], where the horizontal transitions is presented as a finite monoid of states \((Q_h, +, 0)\), and the vertical transition is defined by a function \(\delta : \Sigma \times Q \rightarrow Q\) \((\delta(a, 0) = q\) being the analogous of the transition \(a \rightarrow q\)). Forest Automata and HA have the same expressive power. As outlined in introduction, using rewrite rules for the definition of CF\(^1\)HA transitions permitted to simplify dramatically the construction of rewrite closure in Sections 3 and 4, compared to the former models of HA and CFHA which are more ad-hoc. In the paper, the HA and CFHA that we shall consider will be presented as CF\(^2\)HA.

The class of HA languages is closed under Boolean operations and the class of CFHA languages is closed under union but not closed under intersection and complementation, see [2, 26, 1]. The intersection of a CFHA language and a HA language is a CFHA language. All these results are effective, with PTIME (resp. EXPTIME) constructions of automata of polynomial (resp. exponential) sizes for the closures under union and intersection (resp. complement).

In [23] we proposed a model called CF\(^2\)HA, more general than CF\(^1\)HA, with some 2-variable horizontal transitions of the form \(q_1(x_1) \cdot q_2(x_2) \rightarrow q(x_1 \cdot x_2)\). The following examples shows that CF\(^2\)HA are strictly more general than CF\(^1\)HA.

**Example 3.** The hedge language \(\{g(a^n \cdot a^n) \mid n \geq 1\}\) is recognized by the CF\(^2\)HA with the following transition rules: \(a(x_1) \cdot a(x_2) \rightarrow q(x_1 \cdot x_2), q(q(x)) \rightarrow q(x), g(q(x)) \rightarrow q_f(x)\) (\(q_f\) is the unique final state).
One can observe that the language of Example 3 is not recognizable by a \( CF^1 HA \).

Some models of automata strictly extending HA have been introduced to compute on unranked trees while simultaneously testing for equalities and disequalities between subtrees [28, 29]. These models can recognize the language of Example 3 (which is not \( CF^1 HA \)). On the other hand, they cannot recognize the language of T-patterns of Example 2. Hence their expressive power cannot be compared to \( CF^1 HA \).

3. Inverse Monadic Hedge Rewriting Systems

A rewrite rule \( \ell \rightarrow r \) over \( \Sigma \) is called monadic (following [5, 30]) if \( r = a(x) \) with \( a \in \Sigma \), \( x \in \mathcal{X} \), inverse-monadic if \( r \rightarrow \ell \) is monadic and \( r \notin \mathcal{X} \cup \{ \varepsilon \} \), and 1-childvar if it contains at most one variable \( x \) and every parent node of this variable \( x \) in \( \ell \) and \( r \) has no other child than \( x \). Intuitively, every finite, linear, inverse-monadic, 1-childvar HRS can be transformed into a HRS equivalent w.r.t. reachability whose rules are inverse of transitions of \( CF^1 HA \). It follows that such HRS preserve \( CF^1 HA \) languages.

Example 4. The HRS of Example 1 is linear, inverse-monadic, and 1-childvar. The closure of the language \( \{p_0\} \) is the \( CF^1 HA \) language of T-patterns.

3.1. Rewrite Closure

Theorem 1. Let \( L \) be the language of \( A_L \in CF^1 HA \) and \( \mathcal{R} \) be a finite, linear, inverse-monadic, 1-childvar HRS. There exists an effectively computable \( CF^1 HA \) \( A' \) recognizing \( post^*_R(L) \), of size polynomial in the size of \( \mathcal{R} \) and \( A_L \).

Proof. Let \( A_L = (\Sigma, Q_L, Q'_L, \Delta_L) \), we construct a \( CF^1 HA \) \( A = (\Sigma, Q, Q', \Delta) \). The state set \( Q \) contains all the states of \( Q_L \), one state \( h \) for every sub-hedge of a \( rhs \) of rule of \( \mathcal{R} \), one state \( a \) for each \( a \in \Sigma \) and one new state \( q \notin Q_L \). For each \( p \in Q_L \cup \Sigma \), we denote \( p = a \) if \( p = a \in \Sigma \) and \( p = p \) otherwise. Let \( Q' = Q'_L \) and let \( \Delta_0 \) contain the rules of \( \Delta_L \) and the following transition rules, where \( a \in \Sigma \), \( t \in T(\Sigma, \{x\}) \) and \( h \in H(\Sigma, \{x\}) \setminus \{\varepsilon\} \).

\[
\begin{align*}
\ell(x) \cdot h & \rightarrow t \cdot h(x) \quad \text{if } x \in \text{var}(t), t \cdot h \notin Q \\
\ell(x) \cdot h & \rightarrow q(x) \quad \text{if } x \in \text{var}(t), t \cdot h \notin Q \\
\ell \cdot h(x) & \rightarrow L \cdot h(x) \quad \text{if } x \notin \text{var}(t), t \cdot h \notin Q \\
L \cdot h(x) & \rightarrow q(x) \quad \text{if } x \notin \text{var}(t), t \cdot h \notin Q \\
a(x) & \rightarrow a(x) \\
a(h(x)) & \rightarrow a(h)(x) \quad \text{if } a(h) \in Q \\
a(h(x)) & \rightarrow q(x) \quad \text{if } a(h) \notin Q \\
a(q(x)) & \rightarrow q(x)
\end{align*}
\]

Finally, let

\[
\Delta = \Delta_0 \cup \{h(x) \rightarrow a(x) \mid a(x) \rightarrow h \in \mathcal{R}\}.
\]

Intuitively, \( A \) will accept:

- in a state \( p \in Q_L \): the rewrite closure of the language \( L(A_L, p) \) under \( \mathcal{R} \),
- in a state \( h \) (resp. \( a \)): the rewrite closure under \( \mathcal{R} \) of the set of ground instances of the hedge \( h \) (resp. \( a(x) \)),
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• in the state \( q \): the rewrite closure under \( R \) of the set of ground hedges not matched by a subhedge of \( rhs \) of rule of \( R \).

Let \( \ell \in \mathcal{H}(\Sigma) \) be such that

\[
\ell \xrightarrow{\Delta} s(u)
\]

with \( s \in Q \) and \( u \in \mathcal{H}(Q \cup \Sigma) \). We show by induction on the number \( N \) of applications of \( \Delta \setminus \Delta_0 \) in (\( \ast \)) that there exists \( \ell' \in \mathcal{H}(\Sigma) \) such that \( \ell' \xrightarrow{\Delta} \ell \) and moreover, if \( s = h \), then \( h \) matches \( \ell' \), if \( s = q \) then \( \ell' \) is not matched by a subhedge of a \( rhs \) of a rule of \( R \), and if \( s \in Q_L \), then \( \ell' \in L(A_L, s) \).

If \( N = 0 \), then the property holds with \( \ell' = \ell \). This can be shown by induction on the length of (\( \ast \)), analyzing the different cases for the last transition used in (\( \ast \)). We consider the case of a transition \( \ell(x) \cdot h \rightarrow t \cdot h(x) \) (the other cases are similar). In that case, (\( \ast \)) has the form

\[
\ell = \ell_1 \cdot \ell_2 \xrightarrow{\Delta_0} \ell(u) \cdot h \xrightarrow{\Delta_0} t \cdot h(u) = s(u),
\]

with \( \ell_1 \xrightarrow{\Delta_0} \ell(u) \) and \( \ell_2 \xrightarrow{\Delta_0} h \). Since these two derivations are shorter than (\( \ast \)), by induction hypothesis, it holds that there exists \( \ell'_1 \xrightarrow{\Delta} \ell_1 \) such that \( t \) matches \( \ell'_1 \), and there exists \( \ell'_2 \xrightarrow{\Delta} \ell_2 \) such that \( h \) matches \( \ell'_2 \) (i.e. \( h = \ell'_2 \)). With \( \ell' = \ell'_1 \cdot \ell'_2 \), we can conclude since \( \ell' \xrightarrow{\Delta} \ell \) and \( t \cdot h \) matches \( \ell' \).

If \( N > 0 \), we can assume that (\( \ast \)) has the following form.

\[
\ell = C[k] \xrightarrow{\Delta_0} C[h(v)] \xrightarrow{\Delta_0} C[a(v)] \xrightarrow{\Delta} s(u)
\]

It follows that \( h \) matches \( k \), i.e. there exists \( w \) such that \( k = h[w] \), and \( w \xrightarrow{\Delta_0} v \).

Hence \( \ell' = C[a(w)] \xrightarrow{\Delta} \ell \), and \( \ell' \xrightarrow{\Delta_0} C[a(v)] \xrightarrow{\Delta_0} C[a(v)] \xrightarrow{\Delta} s(u) \). We can then apply the induction hypothesis to \( \ell' \) and immediately conclude for \( \ell \). \( \square \)

The following Example 5 illustrates the importance of the 1-childvar and condition in Theorem 1.

**Example 5.** With the following rewrite rule \( a(x) \rightarrow c \cdot a(c \cdot x \cdot g) \cdot d \) we generate from \( \{ a \} \) the language \( \{ c^n a(c^n g^n) \cdot d^n \mid n \geq 1 \} \), seemingly not CF HA.

### 3.2. Backward Rewrite Closure and Typechecking

The following result directly follows from a proof in [16] that the closure of a HA language under rewriting with a monadic HRS is a HA language.

**Theorem 2.** Let \( L \) be the language of \( A_L \in HA \) and \( R \) be a finite, inverse-monadic HRS. There exists an effectively computable \( HA.A' \) recognizing \( pre_R(L) \).

The Reachability problem is the problem to decide, given two hedges \( h, h' \in \mathcal{H}(\Sigma) \) and a rewrite system \( R/A \) whether \( h \xrightarrow{R/A} h' \).

The Typechecking problem (see e.g. [10]) is the problem to decide, given two sets of trees \( L_{in} \) and \( L_{out} \) called input and output types (generally presented as HA) and a rewrite system \( R/A \) whether \( post^*_R(A)(L_{in}) \subseteq L_{out} \). Note that reachability is a special case of typechecking, when both \( L_{in} \) and \( L_{out} \) are singleton sets. Hence typechecking is undecidable whenever reachability is.
Corollary 1. Typechecking is decidable for finite inverse-monadic HRS and HA languages as input and output types.

Proof. Given languages $L_{in}$ and $L_{out}$ recognized respectively by HAs $A_{in}$ and $A_{out}$, one can built a HA recognizing the complement $\overline{L_{out}}$ by closure of HA languages under complementation, a HA recognizing $\text{pre}^*_R(L_{out})$, by Theorem 2, and finally a HA recognizing $L_{in} \cap \text{pre}^*_R(L_{out})$, by closure of HA languages under intersection. This reduces the problem of typechecking for inverse-monadic HRS to the emptiness for HA, which is a decidable problem. □

We conjecture that the intersection of a CF^1 HA language and a HA language is a CF^1 HA language (and the result is effective). Using Theorem 1, that would permit to decide typechecking for input types in CF^1 HA and output types in HA, by reduction to emptiness of CF^1 HA (Property 2).

4. Update Hedge Rewriting Systems

In this section, we turn to our motivation of studying XQuery Update Facility primitives modeled as parameterized rewriting rules.

Let $A = (\Sigma, Q, Q^f, \Delta)$ be a HA. A hedge rewriting system over $\Sigma$ parametrized by $A$ (PHRS) is given by a finite set, denoted $R/A$, of rewrite rules $\ell \rightarrow r$ where $\ell \in H(\Sigma, X)$ and $r \in H(\Sigma \cup Q, X)$ and symbols of $Q$ can only label leaves of $r$ ($\cup$ stands for disjoint union, hence we implicitly assume that $\Sigma$ and $Q$ are disjoint sets). In this notation, $A$ may be omitted when it is clear from context or not necessary. The rewrite relation $\longrightarrow_{R/A}$ associated with a PHRS $R/A$ is defined as the rewrite relation $\longrightarrow_{R[A]}$ where the HRS $R[A]$ is the (possibly infinite) set of all rewrite rules obtained from rules $\ell \rightarrow r$ in $R/A$ by replacing in $r$ every state $p \in Q$ by a ground hedge of $L(A, p)$. Note that when there are multiple occurrences of a state $p$ in a rule, each occurrence of $p$ is independently replaced with a hedge in $L(A, p)$, which can generally be different from one another. Given a set $L \subseteq H(\Sigma, X)$, we define $\text{post}^*_R(L)$ to be $\text{post}^*_{R[A]}(L)$

We call updates parametrized rewrite rules of the following form

- $a(x) \rightarrow b(x)$ node renaming (ren)
- $a(x) \rightarrow a(u_1 \cdot x \cdot u_2)$ addition of child nodes (ac)
- $a(x) \rightarrow v_1 \cdot a(x) \cdot v_2$ addition of sibling nodes (as)
- $a(x) \rightarrow b(a(x))$ addition of parent node (ap)
- $a(x) \rightarrow u$ replacement/recursive deletion (rpl)
- $u \in Q^*$ single node deletion (del)

Note that the particular case of (rpl) of rpl with $u = \epsilon$ corresponds to the deletion of the whole subtree $a(x)$. In the rest of the paper, a PHRS containing only updates will be called update PHRS (uPHRS).

Example 6. The data of patients in a hospital is stored in an XML document whose schema can be characterized by an HA $A$ with the following transition...
rules, where the vertical ones are given before the horizontal ones:

$$
\begin{align*}
\text{hospital} & \rightarrow \varphi_{\text{hospital}} \\
\text{patient}(q_{\text{name}}) & \rightarrow \varphi_{\text{name}} \\
\text{name}(q_{\text{drug}}) & \rightarrow \varphi_{\text{drug}} \\
\text{date}(q_{\text{date}}) & \rightarrow \varphi_{\text{date}}
\end{align*}
$$

In this example, the states with superscripts correspond to hedges, and states with subscripts (except $q_{\text{str}}$) correspond to trees. The state $q_{\text{patient}}$ represents the type of a patient with an empty treatment and $q_{\text{patient}}$ represents the other patients. The state $q_{\text{hospital}}$ is the only final state i.e. it represents the type of the valid documents (it is sometimes also called entry point of the schema).

A (rpl) rule such as $\text{patient}(x) \to \varepsilon$ will delete one patient in the base and a (ac) rule $\text{hospital}(x) \rightarrow \text{hospital}(x \cdot q_{\text{patient}})$ will insert a new patient at the last node below the root node $\text{hospital}$. We can ensure that the newly added patient has an empty treatment list using $\text{hospital}(x) \rightarrow \text{hospital}(x \cdot q_{\text{patient}})$. A (as) rule $\text{name}(x) \rightarrow \text{name}(x) \cdot q_{\text{treatment}}$ can be used to insert later a treatment next to the patient’s name.

As illustrated by the above Example 6, the class PHRS can be used to model XML update operations for XML documents. More precisely, rules of type (ren), (ac), (as), (rpl) correspond to primitives defined in the XQUF standard [12] for the node renaming, insertion and replacement in XML documents. The deletion of a whole subtree, which is also a primitive of [12] is also a particular case of (rpl) of the form $a(x) \rightarrow \varepsilon$. The two other kinds of rules (ap) and (del) are not in [12]. We believe that they can be useful as well for modeling some inplace modifications of XML documents. For instance, (del) deletes a single node $n$ whose arguments inherit the position. In other words, it replaces a tree with the hinge containing its children. This operation is employed to build user views of XML documents e.g. in [17], and can also be useful for updates as well.

**Example 7.** Assume that some patients of the hospital of Example 6 are grouped in one department like in $\text{hospital}(\ldots \text{surgery}(q_{\text{patient}}) \ldots)$, and that we want to suppress the department $\text{surgery}$ while keeping its patients. This can be done with the (del) rule $\text{surgery}(x) \rightarrow x$. If on the contrary we want to include $\text{surgery}$ in a larger department $\text{emergency}$, we apply an (ap) rule $\text{surgery}(x) \rightarrow \text{emergency}(\text{surgery}(x))$. 

The rules of type (ren), (as), (ap) and (rpl) can be easily simulated by the HRS of Theorem 1, Section 3. In particular, the parameters’ semantics can be simulated using ground rewrite rules (with such rules, a symbol can generate a HA language). The rules (ac) are not 1-childvar and the rule (del) is not inverse-monadic.
The main result of this section, is a proof of forward rewrite closure for uPHRS, using automata completion techniques: starting from an automaton recognizing the initial set, we add transition for, roughly, simulating the rewrite rules. Since we do not add new states, the construction terminates with a fixpoint.

In Section 4.2, we consider first (Theorem 3) the case of loop-free uPHRS, introduced in Section 4.1, which do not permit looping sequences of renaming. Then we lift to the general case (Corollary 3) using results of Section 4.1. In Section 4.3 we recall a result of backward rewrite closure (Theorem 4) and application of the above results to typechecking for uPHRS (Corollary 4).

4.1. Loop-free uPHRS

In the proof of the next Theorem 3, we will reduce the class of rewrite systems in consideration to the case where there exists no looping sequence of renaming, for simplification purposes. Therefore we introduce the following definition:

Definition 2. An uPHRS $R/A$ is loopfree if there exists no sequence $a_1,\ldots,a_n$ ($n > 1$) such that for all $1 \leq i < n$, $a_i(x) \rightarrow a_{i+1}(x)$ is a renaming rule of $R$ and $a_1 = a_n$.

Given a uPHRS $R/A$, we consider the directed graph $G$ whose set of nodes is $\Sigma$ and contains an edge $\langle a,b \rangle$ iff $a(x) \rightarrow b(x)$ is in $R$. For every strongly connected component in $G$ we select a representative. We denote by $\hat{a}$ the representative of $a$ in its component and more generally by $\hat{h}$ the hedge obtained from $h \in H(\Sigma)$ by replacing every function symbol $a$ by its representative $\hat{a}$.

We define $\hat{R}$ to be $R$ where every rule $\ell \rightarrow r$ is replaced by $\hat{\ell} \rightarrow \hat{r}$ (if the two members get equal we can remove the rule). We define $\hat{A}$ analogously.

Lemma 1. Given an uPHRS $R/A$ the uPHRS $\hat{R}/\hat{A}$ is loopfree and for all $h,h' \in H(\Sigma)$ we have $h \stackrel{\ast}{\rightarrow}_{R/A} h'$ iff $\hat{h} \stackrel{\ast}{\rightarrow}_{\hat{R}/\hat{A}} \hat{h}'$.

Proof. By induction on the length of derivations.

4.2. Rewrite Closure

The rest of the section is devoted to the construction of $\text{CF}^1\text{HA}$ for the forward closure by updates.

Theorem 3. Let $A$ be a HA over $\Sigma$, and $L$ be the language of $A_L \in \text{CFHA}$, and $R/A$ be a loop-free uPHRS. There exists an effectively computable $\text{CFHA}$ recognizing post$_{R/A}(L)$, of size polynomial in the size of $R/A$ and $A_L$ and exponential in the size of the alphabet $\Sigma$.

The construction of the CFHA works in 2 steps: construction of an initial automaton and completion step. We need first a notion of normalization of CFHA in order to simplify the proofs: a CFHA $(\Sigma,Q,Q',\Delta)$ is called normalized if for all $a \in \Sigma$ and $q \in Q$, there exists one unique state of $Q$ denoted $q^a$ such that $a(q^a) \rightarrow q \in \Delta$, and moreover, $q^a$ does neither occur in a left hand side of an horizontal transition of $\Delta$ nor in a right hand side of a vertical transition of $\Delta$.

Lemma 2 (Normalization). For all CFHA $A$, there exists a normalized CFHA $A'$ such that $L(A') = L(A)$, of size linear in the size of $A$ and which can be constructed in PTIME.

The proof of Lemma 2 follows the lines of the similar construction for normalized HA, see Remark 8.2.6 (and above) in [1].
Initial automaton. Let \( \mathcal{A} = (\Sigma, Q, Q_0, \Delta, \mathcal{L}) \) and \( \mathcal{A}_L = (\Sigma, Q_L, Q'_L, \Delta_L) \). We assume that the state sets \( Q \) and \( Q_L \) are disjoint. We will construct a \( CF^1HA \) \( \mathcal{A}' \) for the recognition of \( post^{\ast}_{\mathcal{R}/\mathcal{A}}(L) \).

First, in order to simplify the construction, let us merge \( \mathcal{A} \) and \( \mathcal{A}_L \) into a \( CFHA \) \( \mathcal{B} = (\Sigma, P, P', \Gamma) \) obtained by the normalization of \( (\Sigma, Q, Q'_L, \Delta, \Delta_L) \). Below, the states of \( P \) will be denoted by the letters \( p \) or \( q \). Let \( P_n \) be the subset of states of \( P \) of the form \( q^a \) (remember that \( q^a \) is a state of \( P \) uniquely characterized by \( a \in \Sigma \), \( q \in P \), since \( \mathcal{B} \) is normalized). We assume \( \text{wlog} \) that \( P_n \) and \( P' \) are disjoint and that \( \mathcal{B} \) is clean, i.e. for all \( p \in P, L(\mathcal{B}, p) \neq \emptyset \).

Preliminary transformation. Next, in a preliminary construction step, we transform the initial automaton \( \mathcal{B} \) into a \( CF^1HA \) \( \mathcal{A}_0 = (\Sigma, Q, Q', \Delta_0) \) (presented as a \( CF^1HA \), see Section 2.3). Let us call renaming chain a sequence \( a_1, \ldots, a_n \) of symbols of \( \Sigma \) such that \( n \geq 1 \) for all \( 1 \leq i < n, a_i(x) \rightarrow a_{i+1}(x) \in R. \) Since \( R \) is loop-free, the length of every renaming chain is bounded by \( |\Sigma| \). The fresh state symbols of \( \mathcal{A} \) are defined as extensions of the symbols of \( P \) \( \cup \) \( P_n \) with renaming chains. We consider two modes for such states: the hedge and tree modes, characterized by a chain respectively in superscript or subscript.

\[
Q = P \cup \{q_a \mid q^a \in P_n\} \cup \left\{ q^{a_1 \ldots a_n} \mid q \in P \setminus P_n, n \geq 2, q \in Q, a_1, \ldots, a_n \text{ is a renaming chain} \right\}
\]

Let \( Q' = P' \) be the subset of final states. Intuitively, in the state \( q^{a_1 \ldots a_n} \), the chain of \( \Sigma' \) represents a sequence of renamings, with \( \mathcal{R}/\mathcal{A} \), of the parent of the current symbol, starting with \( a_1 \) and ending with \( a_n \). Note that the states of \( P_n \) are particular cases of such states, with a chain of length one. A state \( q_{a_1 \ldots a_n} \) will be used below to represent the tree \( a_n(q^{a_1 \ldots a_n}) \).

The initial set of transitions \( \Delta_0 \) is defined as follows

\[
\Delta_0 = \Gamma_h \cup \{q_{a_1} \rightarrow q \mid q_{a_1} \in Q\} \cup \{a_n(q^{a_1 \ldots a_n}) \rightarrow q_{a_1 \ldots a_n} \mid q^{a_1 \ldots a_n}, q_{a_1 \ldots a_n} \in Q, n \geq 1\}
\]

where \( \Gamma_h \) is the subset of horizontal transitions of \( \Gamma \). Note that \( \mathcal{A}_0 \) is not normalized. The following lemma is immediate by construction of \( \Gamma \) and \( \mathcal{A}_0 \).

Lemma 3. For all \( q \in Q, \mathcal{A}_0(q, \mathcal{L}(\mathcal{A}_0, q)) = \mathcal{L}(\mathcal{A}, q) \) (resp. \( \mathcal{L}(\mathcal{A}_L, q) \)).

Proof. Every vertical transition in \( \Gamma \) has the form \( a(q^a) \rightarrow q \) and can be simulated by the 2 steps \( a(q^a) \rightarrow q_a \rightarrow q \). Moreover, all the states \( q^{a_1 \ldots a_n} \) and \( q_{a_1 \ldots a_n} \) with \( n \geq 2 \) are empty for \( \mathcal{A}_0 \).

Completion. For the construction of \( \mathcal{A}' \), we shall complete \( \Delta_0 \) into \( \Delta' \) by adding some transition rules, according to a case analysis of the rules of \( \mathcal{R}/\mathcal{A} \) presented in Table 1. In the rules of Table 1, \( a_1, \ldots, a_n, b \) are symbols of \( \Sigma \), and \( u, v \) are sequences of \( Q' \). Only a bounded number of rules can be added to \( \Delta_0 \). Let \( \mathcal{A}' = (\Sigma, Q, Q', \Delta') \) be the completed automata that we obtain.

Example 8. Let \( \mathcal{A} \) be the HA of Example 6, let \( \mathcal{R}/\mathcal{A} = \{\text{hospital}(x) \rightarrow \text{hospital}(x \cdot q_{\text{epatient}})\} \), and let \( L \) be recognized by a HA \( \mathcal{A}_L \) obtained from \( \mathcal{A} \) by deleting the four transitions containing \( q_{\text{epatient}} \) or \( q_{\text{epatient}} \).

The CFHA \( \mathcal{A}' \) obtained by completion of \( \mathcal{A}_L \) wrt. \( \mathcal{R}/\mathcal{A} \) recognizes (in its final state \( q_{\text{hospital}} \)) the set of trees \( \text{hospital}(h_{\text{pa}} \cdot h_{\text{epa}}) \), where \( h_{\text{pa}} \) and \( h_{\text{epa}} \) are finite
sequences of trees respectively of the form: patient(name(...)) \cdot treatment(...)) and patient(name(...)). The completion indeed adds to \( \mathcal{A}' \) a new horizontal transition \( q^{\text{hospital}} \cdot q^{\text{patient}} \rightarrow q^{\text{hospital}} \), using the line (ac) of Table 1.

Example 9. Let \( \mathcal{A} \) be again the HA of Example 6, and let \( \mathcal{R}/\mathcal{A} = \{ \text{name}(x) \rightarrow \text{name}(x) \cdot \text{treatment} \cdot \text{patient}(x) \rightarrow \varepsilon \} \). The first rule is the insertion of a treatment for a patient and the second ones deletes a patient.

Let \( L = \{ \text{hospital}(\text{patient(name(a)))} \} \). This language is recognized by the following HA \( \mathcal{A}_L = (\{q_0, q_1, q_2, q_3\}, \{q_3\}, \{a \rightarrow q_0, \text{name}(q_0) \rightarrow q_1, \text{patient}(q_1) \rightarrow q_2, \text{hospital}(q_2) \rightarrow q_3\}) \).

Then, in addition to the transitions of \( \mathcal{A} \) and \( \mathcal{A}_L \), the completed CFHA \( \mathcal{A}' \) contains the transitions \( q^{\text{name}} \cdot q^{\text{treatment}} \rightarrow q^{\text{name}} \) (according to the line (as) of Table 1) and \( \varepsilon \rightarrow q^{\text{patient}} \) (according to the line (rpl) of Table 1). It recognizes the language containing the tree hospital and all trees of the form hospital(patient(name(a)) \cdot h) where \( h \) is a sequence of trees of the form treatment(...). This language is indeed the forward closure of \( L \) by \( \mathcal{R}/\mathcal{A} \).

Example 10. Let us come back again to Example 6, with a slight variation \( \mathcal{A}'' \) of \( \mathcal{A} \), obtained by the replacement of the rule patient\( (q^{\text{patient}}) \rightarrow q^{\text{patient}} \) by patient\( '(q^{\text{patient}}) \rightarrow q^{\text{patient}} \) where patient\( ' \) is a new symbol (for patients without treatment). We consider the following PHRS

\[
\mathcal{R}/\mathcal{A}'' = \{ \text{patient}'(x) \rightarrow \text{patient}(x), \text{patient}(x) \rightarrow q^{\text{patient}} \cdot \text{patient}(x) \}
\]

and the language \( L = \{ \text{hospital}(\text{patient'}) \} \) recognized by the following HA

\[
\mathcal{A}_L = (\{q, q_1\}, \{q_1\}, \{\text{patient'} \rightarrow q, \text{hospital}(q) \rightarrow q_1\}).
\]

The initial normalization step introduces a transition \( \text{patient}'(q^{\text{patient}}) \rightarrow q \) where the state \( q^{\text{patient}} \) recognizes only \( \varepsilon \), and the preliminary transformation adds the transitions \( q^{\text{patient}} \rightarrow q \), patient\( '(q^{\text{patient}}) \rightarrow q^{\text{patient}} \cdot \) and patient\( (q^{\text{patient}} \cdot \text{patient}) \rightarrow q^{\text{patient}} \cdot \text{patient} \) (note that patient\' patient is a renaming chain).

The completion procedure introduces the following transitions: \( q^{\text{patient}} \rightarrow q^{\text{patient}} \cdot \) and \( q^{\text{patient}} ('q^{\text{patient}}) \rightarrow q^{\text{patient}} \) by the line (ren) of Table 1, and \( q^{\text{patient}} \rightarrow q^{\text{patient}} \) by (as). Moreover, it also generates, by (as) again: \( q^{\text{patient}} \cdot q^{\text{patient}} \rightarrow q^{\text{patient}} \cdot \text{patient} \).
The automaton obtained after the completion recognizes hospital(patient) and all the trees of the form hospital(t₁⋯ tₙ patient) where n ≥ 0 and t₁, . . . , tₙ ∈ L(A', qpatient).

4.2.1. Correctness.

The following Lemma 4 shows that the automata computations simulate the rewrite steps, i.e. that L(A') ⊆ post⁺_R/A(L). Let us abbreviate R/A by R. We use the notation h ↘ A a_{i...a_n} h', for a renaming chain a₁, . . . , aₙ (n ≥ 1), if there exists h₁, . . . , hₙ ∈ H(Σ) such that

$$ h = a₁(h₁) \xrightarrow{\star_R} a₁(h₂) \xrightarrow{\text{ren}} a₂(h₂) \xrightarrow{\star_R} \ldots \xrightarrow{\star_R} aₙ₋₁(hₙ) \xrightarrow{\text{ren}} aₙ(hₙ) \xrightarrow{\star_R} h' $$

where the reductions denoted \( \xrightarrow{\star_R} \) are rewrite steps with rules of R/A of type (ren), applied at the nodes labeled a₁, . . . , aₙ, and all the other rewrite steps (denoted \( \xrightarrow{\star_R} \)) involve no rule of type (ren).

**Lemma 4 (Correctness).** For all h ∈ H(Σ),

i. if h →ₐ A q₁...aₙ, with n ≥ 1, then there exists h₁ ∈ H(Σ) such that a₁(h₁) →ₐ B q and a₁(h₁) →ₐ A aₙ h, 

ii. if h →ₐ A q₁...aₙ, with n ≥ 1, then there exists h₁ ∈ H(Σ) such that hₙ →ₐ B q₁, and a₁(h₁) →ₐ A aₙ h, 

iii. if h →ₐ A q ∈ P \ P, then there exists h' ∈ H(Σ) such that h' →ₐ B q and h' →ₐ A h.

**Proof.** Let s ∈ Q be such that h →ₐ A s and let us call ρ this reduction. With a commutation of transitions, we can assume that ρ has the following form,

$$ ρ : h = t₁ ⋯ tₘ →ₐ A s₁ ⋯ sₙ →ₐ A s₀ \rho₀ $$

where t₁, . . . , tₘ ∈ T(Σ), s₁, . . . , sₙ ∈ Q, and for all 1 ≤ i ≤ m, t₁ →ₐ A s₁, and the last step of this reduction involves a vertical transition a(q₁...aₙ) → s₁ or b(q₁...aₙ) → s₁. The proof is by induction on the length of ρ.

The shortest possible ρ has 2 steps: h = t₁ = a(ε) →ₐ A a(q₁) →ₐ A q = s and (iii) holds immediately with h' = h, by Lemma 3.

For the induction step, we consider the length of ρ₀.

If |ρ₀| = 0, we have necessarily m = 1, and the reduction ρ has one of the two following forms (\( \vec{v} \in Q^* \)).

$$ h = t₁ = b(h') \xrightarrow{\star_A} b(\vec{v}) \xrightarrow{\text{ren}} b(q₁...aₙ) \xrightarrow{\star_A} q₁...aₙ = s₁ = s \quad (1) $$

$$ h = t₁ = aₙ(h') \xrightarrow{\star_A} aₙ(\vec{v}) \xrightarrow{\text{ren}} aₙ(q₁...aₙ) \xrightarrow{\star_A} q₁...aₙ = s₁ = s \quad (2) $$

In the case (1), assume that the vertical transition b(q₁...aₙ) → q₁...aₙ has been added to A' because R/A contains a rule aₙ(x) → b(aₙ(x)). By induction hypothesis (i) applied to the sub-reduction h' →ₐ A q₁...aₙ, there exists h₁ ∈ H(Σ) such that a₁(h₁) →ₐ B q, and a₁(h₁) →ₐ A aₙ h'. It follows in
particular that there exists $h_n$ such that $a_n(h_n) \xrightarrow{\mathcal{R}} h'$, and using the above (ap) rewrite rule, $a_n(h_n) \xrightarrow{\mathcal{R}} b(a_n(h_n)) \xrightarrow{\mathcal{R}} b(h') = h$. Therefore, $a_1(h_1) \xrightarrow{a_1 \cdots a_n} h$ and (i) holds for $h$ and $s$.

In the case (2), by induction hypothesis (ii) applied to the sub-reduction $h' \xrightarrow{\mathcal{A}} q^{a_0 \cdots a_n}$, there exists $h_1 \in \mathcal{H}(\Sigma)$ such that $h_1 \xrightarrow{\mathcal{B}} q^{a_1}$, hence $a_1(h_1) \xrightarrow{\mathcal{A}} q$, and $a_1(h_1) \xrightarrow{a_1 \cdots a_n} a_n(h') = h$. Therefore (i) holds for $h$ and $s$.

Assume now that $|\rho_0| > 0$, and let us analyze the horizontal transition rule used in the last step of $\rho_0$.

Case $\Delta_0.1$. The last step of $\rho_0$ involves $q_1 \cdots q_n \xrightarrow{\mathcal{A}} q \in \Gamma_0$ (horizontal transition of $\mathcal{B}$), with $n \geq 0$. In this case, the reduction $\rho$ has the form

$h = h_1 \cdots h_n \xrightarrow{\mathcal{A}} s_1 \cdots s_m \xrightarrow{\mathcal{A}} q_1 \cdots q_n \xrightarrow{\mathcal{A}} q = s$

with $n \leq m$, $h_i \in \mathcal{H}(\Sigma)$ and $h_i \xrightarrow{\mathcal{A}} q_i$ for all $i \leq n$. By induction hypothesis (iii) applied to the latter reductions, for all $i \leq n$, there exists $h'_i$ such that $h'_i \xrightarrow{\mathcal{B}} q_i$ and $h'_i \xrightarrow{\mathcal{A}} h_i$. Hence (iii) holds for $h$ and $s$ with $h' = h_1 \cdots h'_n$, hence $h' \xrightarrow{\mathcal{A}} h$.

Case $\Delta_0.2$. The last step of $\rho_0$ uses $q_{a_1} \xrightarrow{\mathcal{A}} q \in \Delta_0$. In this case, the reduction $\rho$ has the form

$h = h_1 \cdots h_n \xrightarrow{\mathcal{A}} q_{a_1} \xrightarrow{\mathcal{A}} q = s$

By induction hypothesis (i) applied to $h \xrightarrow{\mathcal{A}} q_{a_1}$, there exists $h_1 \in \mathcal{H}(\Sigma)$ such that $a_1(h_1) \xrightarrow{\mathcal{B}} q$ and $a_1(h_1) \xrightarrow{\mathcal{A}} h$. Hence, (iii) holds with $h' = a_1(h_1)$.

Case (ren).1. The last step of $\rho_0$ uses $q^{a_1 \cdots a_n-1} \xrightarrow{\mathcal{A}} q^{a_1 \cdots a_n}$ and this transition has been added to $\Delta'$ because $\mathcal{R}/\mathcal{A}$ contains a rule $a_{n-1}(x) \rightarrow a_n(x)$. In this case, the reduction $\rho$ has the form

$h \xrightarrow{\mathcal{A}} q^{a_1 \cdots a_n-1} \xrightarrow{\mathcal{A}} q^{a_1 \cdots a_n} = s$ \hspace{1cm} (3)

By induction hypothesis (ii) applied to $h \xrightarrow{\mathcal{A}} q^{a_1 \cdots a_n-1}$, there exists $h_1 \in \mathcal{H}(\Sigma)$ such that $h_1 \xrightarrow{\mathcal{B}} a_1$, and $a_1(h_1) \xrightarrow{\mathcal{A}} a_{n-1}(h)$. Since by hypothesis $a_{n-1}(h) \xrightarrow{\mathcal{A}} a_n(h)$, we have $a_1(h_1) \xrightarrow{a_1 \cdots a_n} a_n(h)$ and (ii) holds for $h$ and $s$.

Case (ren).2. The last step of $\rho_0$ uses $q_{a_1 \cdots a_n} \xrightarrow{\mathcal{A}} q_{a_1 \cdots a_n-1}$ and this transition has been added to $\Delta'$ because $\mathcal{R}/\mathcal{A}$ contains a rule $a_{n-1}(x) \rightarrow a_n(x)$. In this case, the reduction $\rho$ has the form

$h \xrightarrow{\mathcal{A}} q_{a_1 \cdots a_n} \xrightarrow{\mathcal{A}} q_{a_1 \cdots a_n-1} = s$ \hspace{1cm} (4)

By induction hypothesis (i) applied to $h \xrightarrow{\mathcal{A}} q_{a_1 \cdots a_n}$, there exists $h_1 \in \mathcal{H}(\Sigma)$ such that $a_1(h_1) \xrightarrow{\mathcal{B}} q$, and $a_1(h_1) \xrightarrow{a_1 \cdots a_n} h$. It follows, by definition of $a_1(h_1) \xrightarrow{a_1 \cdots a_n} h$ at the beginning of Section 4.2.1, that $a_1(h_1) \xrightarrow{a_1 \cdots a_n-1} ht$ (because $\xrightarrow{\text{ren}}$ is included, as a relation, in $\xrightarrow{\mathcal{A}}$).
Case (ac). The last step of \( \rho_0 \) uses \( u \cdot q^{a_1 \ldots a_n} \cdot v \rightarrow q^{a_1 \ldots a_n} \) and this transition has been added to \( \Delta' \) because \( \mathcal{R}/\mathcal{A} \) contains a rule \( a_n(x) \rightarrow a_n(u \cdot x \cdot v) \), with \( u, v \in Q_\mathcal{A}' \). In this case, the reduction \( \rho \) has the following form,

\[
h = \ell \cdot h' \cdot r \xrightarrow{A^\ell} u \cdot q^{a_1 \ldots a_n} \cdot v \xrightarrow{A^\ell} q^{a_1 \ldots a_n} = s
\]

(5)

where \( \ell \xrightarrow{A^\ell} u \), \( h' \xrightarrow{A^h} q^{a_1 \ldots a_n} \), and \( r \xrightarrow{A^r} v \). By induction hypothesis (ii) applied to \( h' \xrightarrow{A^h} q^{a_1 \ldots a_n} \), there exists \( h_1 \) such that \( h_1 \xrightarrow{R} q^{a_1} \) and \( a_1(h_1) \xrightarrow{A} a_n(h') \), and by induction hypothesis (iii) applied to \( \ell \xrightarrow{A^\ell} u \) (resp. \( r \xrightarrow{A^r} v \)), and by Lemma 3, there exists \( \ell' \in \mathcal{H}(\Sigma) \) (resp. \( r' \in \mathcal{H}(\Sigma) \)) such that \( \ell' \xrightarrow{A^\ell} u \) (resp. \( r' \xrightarrow{A^r} v \)) and \( \ell' \xrightarrow{A^\ell} \ell \) (resp. \( r' \xrightarrow{A^r} r \)). It follows that \( a_n(h') \xrightarrow{A} a_n(\ell' \cdot h' \cdot r') \xrightarrow{R} a_n(\ell \cdot h' \cdot r) = a_n(h) \). Hence \( a_1(h_1) = a_1 \xrightarrow{A} a_n(h) \) and (ii) holds for \( h \) and \( s \).

Case (as). The last step of \( \rho_0 \) uses \( u \cdot q_{a_1 \ldots a_n} \cdot v \rightarrow q_{a_1 \ldots a_n} \) and this transition has been added to \( \Delta' \) because \( \mathcal{R}/\mathcal{A} \) contains a rule \( a_n(x) \rightarrow u \cdot a_n(x) \cdot v \), with \( u, v \in Q_\mathcal{A}' \). In this case, the reduction \( \rho \) has the following form,

\[
h = \ell \cdot h' \cdot r \xrightarrow{A^\ell} u \cdot q_{a_1 \ldots a_n} \cdot v \xrightarrow{A^\ell} q_{a_1 \ldots a_n} = s
\]

where \( \ell \xrightarrow{A^\ell} u \), \( h' \xrightarrow{A^h} q_{a_1 \ldots a_n} \), and \( r \xrightarrow{A^r} v \). By induction hypothesis (i) applied to \( h' \xrightarrow{A^h} q_{a_1 \ldots a_n} \), there exists \( h_1 \) such that \( a_1(h_1) = q \) and \( a_1(h_1) = a_1 \xrightarrow{A} h' \). To be more precise, the latter reduction has the form

\[
a_1(h_1) \xrightarrow{R} a_1(h_2) \xrightarrow{\text{rem}} a_2(h_2) \xrightarrow{R^\ell} \ldots \xrightarrow{R^\ell} a_{n-1}(h_n) \xrightarrow{\text{rem}} a_n(h_n) \xrightarrow{R^\ell} h'
\]

for some \( h_2, \ldots, h_n \in \mathcal{H}(\Sigma) \).

Moreover, by induction hypothesis (iii) applied to \( \ell \xrightarrow{A^\ell} u \) (resp. \( r \xrightarrow{A^r} v \)), and by Lemma 3, there exists \( \ell' \in \mathcal{H}(\Sigma) \) (resp. \( r' \in \mathcal{H}(\Sigma) \)) such that \( \ell' \xrightarrow{A^\ell} u \) (resp. \( r' \xrightarrow{A^r} v \)) and \( \ell' \xrightarrow{A^\ell} \ell \) (resp. \( r' \xrightarrow{A^r} r \)). Therefore, \( a_n(h_n) \xrightarrow{R} a_n(h_n) \cdot r \xrightarrow{A} a_n(h_n) \cdot r \xrightarrow{A} h' \cdot r = h \). Hence \( a_1(h_1) = a_1 \xrightarrow{A} h \) and (i) holds for \( h \) and \( s \).

Case (rpl). The last step of \( \rho_0 \) uses \( u \rightarrow q_{a_1 \ldots a_n} \), and this transition has been added to \( \Delta' \) because \( \mathcal{R}/\mathcal{A} \) contains a rule \( a_n(x) \rightarrow u \), with \( u \in Q_\mathcal{A}' \). In this case, the reduction \( \rho \) has the following form,

\[
h \xrightarrow{A^\ell} u \xrightarrow{A^\ell} q_{a_1 \ldots a_n} = s
\]

By induction hypothesis (iii) applied to \( h \xrightarrow{A^h} u \) and by Lemma 3, there exists \( h' \in \mathcal{H}(\Sigma) \) such that \( h' \xrightarrow{A^h} u \) and \( h' \xrightarrow{A^h} h \). Since \( \mathcal{B} \) is assumed clean, there exists \( h_1 \in L(\mathcal{B}, q^{a_1}) \), and, using the above (rpl) rewrite rule, \( a_n(h_1) \xrightarrow{R} h' \xrightarrow{A^h} h \). Hence \( a_1(h_1) = a_1 \xrightarrow{A} h \) and (i) holds for \( h \) and \( s \).

Case (del). The last step of \( \rho_0 \) uses \( q^{a_1 \ldots a_n} \rightarrow q_{a_1 \ldots a_n} \) and this transition has been added to \( \Delta' \) because \( \mathcal{R}/\mathcal{A}_0 \) contains a rule \( a_n(x) \rightarrow x \). In this case, the reduction \( \rho \) has the following form,

\[
h \xrightarrow{A^\ell} q^{a_1 \ldots a_n} \xrightarrow{A^\ell} q_{a_1 \ldots a_n} = s
\]
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By induction hypothesis (ii) applied to $h \xrightarrow{\mathcal{A}} q^{a_1...a_n}$ there exists $h_1 \in \mathcal{H}(\Sigma)$ such that $h_1 \xrightarrow{R} q^{a_1}$ and $a_1(h_1) \xrightarrow{\mathcal{R}} a_n(h)$. Therefore, $a_1(h_1) \xrightarrow{B} q$ and $a_1(h_1) \xrightarrow{\mathcal{R}} h$, and (i) holds for $h$ and $s$. 

**Corollary 2.** $L(\mathcal{A}') \subseteq \text{post}^*_{\mathcal{R}/\mathcal{A}}(L)$

**Proof.** By definition of $Q'$, $h \in L(\mathcal{A}')$ iff $h \xrightarrow{\mathcal{A}} q \in P'$ and $P' \subseteq P \setminus P_{\text{fin}}$. By Lemma 4, case (iii), it follows that $h \in \text{post}^*_{\mathcal{R}/\mathcal{A}}(L(B, q)) \subseteq \text{post}^*_{\mathcal{R}/\mathcal{A}}(L)$. 

#### 4.2.2. Completeness.

**Lemma 5 (Completeness).** For all $h \in \mathcal{H}(\Sigma)$ and $s \in Q$, if $h \xrightarrow{\mathcal{R}} s$ and $h \xrightarrow{\mathcal{R}} h'$, then $h' \xrightarrow{\mathcal{R}} s$.

**Proof.** The proof is by induction on the length of the rewrite sequence $h \xrightarrow{\mathcal{R}} h'$.

If the length is 0, the result is immediate. Otherwise, we analyze the last rewrite step. More precisely, assume that the rewrite step has the following form

$$h \xrightarrow{\mathcal{R}} C[a_n(h_n)] \xrightarrow{\mathcal{R}} C[r\sigma] = h'$$

for some context $C[\_\_]$, where the last step applies one rewrite rule $\sigma = a_n(x) \rightarrow r$ and the substitution $\sigma$ associates $x$ with $h_n \in \mathcal{H}(\Sigma)$. By induction hypothesis, $C[a_n(h_n)] \xrightarrow{\mathcal{A}} s$. This latter reduction can be decomposed as follows, modulo permutation of transitions,

$$C[a_n(h_n)] \xrightarrow{\mathcal{A}} C[a_n(s_1 \ldots s_m)] \xrightarrow{\mathcal{A}} C[a_n(q^{a_1\ldots a_n})] \xrightarrow{\mathcal{A}} \underbrace{C[q_{a_1\ldots a_n}]}_{=s} \xrightarrow{A} s$$

where $s_1, \ldots, s_m \in Q$ and $a_1, \ldots, a_{n-1} \in \Sigma$. We show, with a case analysis over $\rho$, that $r\sigma = q_{a_1\ldots a_n}$, which implies that $h' = C[r\sigma] \xrightarrow{\mathcal{A}} C[q_{a_1\ldots a_n}] \xrightarrow{\mathcal{R}} s$.

**Case (ren).** Assume that $\rho = a_n(x) \rightarrow b(x)$. In this case, two transitions have been added to $\mathcal{A}'$: $q^{a_1\ldots a_n} \rightarrow q^{a_1\ldots a_n}b$ and $q_{a_1\ldots a_n} \rightarrow q_{a_1\ldots a_n}$. Hence we have,

$$r\sigma = b(h_n) \xrightarrow{\mathcal{R}} b(q^{a_1\ldots a_n}) \xrightarrow{\mathcal{A}} b(q^{a_1\ldots a_n}b) \xrightarrow{\mathcal{A}} q_{a_1\ldots a_n}$$

**Case (ac).** Assume that $\rho = a_n(x) \rightarrow a_n(u \cdot x \cdot v)$, with $u, v \in Q_\mathcal{A}^*$. In this case, the following transition has been added to $\mathcal{A}'$: $u \cdot q^{a_1\ldots a_n} \cdot v \rightarrow q^{a_1\ldots a_n}$, and $r\sigma = a_n(h_1 \cdot h_n \cdot h_2)$ where $h_1 \xrightarrow{\mathcal{R}} u$ and $h_2 \xrightarrow{\mathcal{R}} v$. Hence, using Lemma 3 for the first steps,

$$r\sigma = a_n(h_1 \cdot h_n \cdot h_2) \xrightarrow{\mathcal{A}} a_n(u \cdot h_n \cdot v) \xrightarrow{\mathcal{A}} a_n(u \cdot q^{a_1\ldots a_n} \cdot v) \xrightarrow{\mathcal{A}} a_n(q^{a_1\ldots a_n}) \xrightarrow{\mathcal{A}} q_{a_1\ldots a_n}$$

**Case (as).** Assume that $\rho = a_n(x) \rightarrow u \cdot a_n(x) \cdot v$, with $u, v \in Q_\mathcal{A}^*$. In this case, the following transition has been added to $\mathcal{A}'$: $u \cdot q_{a_1\ldots a_n} \cdot v \rightarrow q_{a_1\ldots a_n}$, and $r\sigma = h_1 \cdot a_n(h_n) \cdot h_2$ where $h_1 \xrightarrow{\mathcal{R}} u$ and $h_2 \xrightarrow{\mathcal{R}} v$. Hence it holds that (using Lemma 3 for the first steps)

$$r\sigma = h_1 \cdot a_n(h_n) \cdot h_2 \xrightarrow{\mathcal{A}} u \cdot a_n(h_n) \cdot v \xrightarrow{\mathcal{A}} u \cdot a_n(q^{a_1\ldots a_n}) \cdot v \xrightarrow{\mathcal{A}} u \cdot q_{a_1\ldots a_n} \cdot v \xrightarrow{\mathcal{A}} q_{a_1\ldots a_n}$$
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Case (ap). Assume that ρ = a_n(x) → b(a_n(x)). In this case, the following vertical transitions have been added to A': b(q_{a_1...a_n}) → q_{a_1...a_n}, and we have:

\[ rσ = b(a_n(h_n)) \xrightarrow{σ} b(a_n(q_{a_1...a_n})) \xrightarrow{A_n} b(q_{a_1...a_n}) \xrightarrow{A} q_{a_1...a_n} \]

Case (rpl). Assume that ρ = a_n(x) → u, with u ∈ Q^*_A. In this case, the following transition has been added to A': u → q_{a_1...a_n}. It holds that rσ \xrightarrow{σ} u, hence rσ \xrightarrow{σ} u \xrightarrow{A} q_{a_1...a_n}, using Lemma 3 for the first steps.

Case (del). Assume that ρ = a_n(x) → x. In this case, the following transition has been added to A': q^{a_1...a_n} → q_{a_1...a_n}, and rσ = h_n \xrightarrow{σ} q^{a_1...a_n} \xrightarrow{A} q_{a_1...a_n}.

Example 5 shows the problems that can arise when combining in one single rewrite rule two rules of the form (as) and (ac), forcing synchronization of two updates. Note that the rule a(x) → c · a(e · x · g) · d of this example can be simulated by the 2 rules a(x) → c · a'(x) · d and a'(x) → a(e · x · g). The former rule is of the type of Theorem 3 (it combines types (as) and (ren)). The latter (which is not 1-childvar) combines types (ac) and (ren). This shows that such combinations can also lead to the behavior exposed in Example 5.

**Corollary 3.** Let A be a HA over Σ, and L be the language of A_L ∈ CFHA, and R/A be a uPHRS. There exists an effectively computable CFHA recognizing post^*_R/A(L), of size polynomial in the size of R/A and A_L and exponential in the size of the alphabet Σ.

**Proof.** We transform R/A into \overset{\hat{}}{R}/\overset{\hat{}}{A} as in Lemma 1, and transform L into \overset{\hat{}}{L} = \{ \overset{\hat{}}{h} | h ∈ L \}. Then we apply Theorem 3 in order to construct a CFHA A' recognizing post^*_R/A(\overset{\hat{}}{L}).

Then, according to Lemma 1, the CFHA A' obtained can be transformed into a CFHA recognizing post^*_R/A(L) by adding new transitions: for every CFHA transition of A' of the form \overset{\hat{}}{a}(q_1) → q_1 we add n copies \overset{\hat{}}{a}_1(q_1) → q, ..., a_{n}(q_1) → q where \overset{\hat{}}{a} is the representative of \{ a_1, ..., a_n \}.

**4.3. Backward Rewrite Closure and Typechecking**

The following theorem is a direct consequence of Theorem 1 in [16] on the rewrite closure of HA languages under monadic HRS.

**Theorem 4.** Let A be a HA over Σ, and L be the language of A_L ∈ HA, and R/A be a uPHRS. There exists an effectively computable HA recognizing pre^*_R/A(L).

**Corollary 4.** Typechecking is decidable for uPHRS, with CFHA languages as input types and HA languages as output types.

**Proof.** Let R/A be a uPHRS. Let L_{in} be the input type, recognized by a CFHA A_{in}, and let L_{out} be the output type, recognized by an HA A_{out}. Using Corollary 3, on can build a CFHA recognizing post^*_R/A(L_{in}). By closure of HA languages under complementation, on can also build a HA recognizing the complement L_{out} of L_{out}. Then, there exists a CFHA recognizing post^*_R/A(L_{in}) ∩ L_{out}, and the typechecking of R/A wrt L_{in} and L_{out} is equivalent to the emptiness of this latter CFHA (a decidable problem).
5. Verification of Consistency of ACP for XML Updates

In this last section we study some models of Access Control Policies (ACP) for the update operations defined in Section 4, and the verification problems for these ACP. We consider two kind of formalisms from the literature for the specification of XML ACPs based on PHRS. The first formalism is the most widespread. It consists in defining an ACP as a set of update rules, partitioned into authorized and forbidden operations. The second one is a more recent proposal of [13] based on [17], where the ACP is defined by adding security annotations to a DTD.

5.1. Local Consistency of Rule-based ACPs

An ACP for XML updates can be defined by a pair \((R_a/A, R_f/A)\) of uPHRS, where \(R_a\) contains allowed operations and \(R_f\) contains forbidden operations (see e.g. [22]). Such an ACP is called inconsistent [13, 22] if some forbidden operation can be simulated through a sequence of allowed operations, i.e. if there exists \(t, u \in T(\Sigma)\) such that \(t \xrightarrow{R_f/A} u\) and \(t \xrightarrow{R_a/A} \ast u\).

Example 11. Assume that in the hospital document of Example 6, it is forbidden to rename a patient, that is the following update of (r(pl)) is forbidden: \(\text{name}(x) \rightarrow q_{\text{name}}\). If the following updates are allowed: \(\text{patient}(x) \rightarrow \varepsilon\) for deleting a patient, and \(\text{hospital}(x) \rightarrow \text{hospital}(x \cdot q_{\text{patient}})\) to insert a new patient, then we have an inconsistency in the sense of [22], since the effect of the forbidden update can be obtained by a combination of allowed updates.

Using the results of Section 4, we can decide the above problem individually for trees of \(T(\Sigma)\). More precisely, we solve the following problem called local inconsistency:

Definition 3. Given a HA \(\mathcal{A}\) over \(\Sigma\) and a tree \(t \in T(\Sigma)\), an ACP \((R_a/A, R_f/A)\) is locally inconsistent if there exists \(u \in T(\Sigma)\) such that \(t \xrightarrow{R_f/A} u\) and \(t \xrightarrow{R_a/A} \ast u\).

Hence the term local in Definition 3 means consistency with respect to a given tree \(t\), i.e. consistency in general is local consistency for all \(t \in T(\Sigma)\).

Theorem 5. Local inconsistency is decidable in PTIME for ACPs specified by pairs of uPHRS.

Proof. It can be easily shown that the set \(\{u \in T(\Sigma) \mid t \xrightarrow{R_f/A} u\}\) is the language of a HA of size polynomial and constructed in PTIME on the sizes of \(\mathcal{A}, R_f\) and \(t\). By Theorem 3, \(\text{post}^*_{R_f/A}(\{t\})\) is the language of a CFHA of polynomial size and constructed in polynomial time on the sizes of \(\mathcal{A}, R_a\) and \(t\). The ACP is locally inconsistent w.r.t. \(t\) iff the intersection of the two above languages is not empty, and this property can be tested in PTIME.

It is shown in [13] that inconsistency is undecidable for an ACP defined by a pair of rewrite systems \((R_a, R_f)\) of a kind strictly more general than the above uPHRS. Roughly, they extend the uPHRS with the possibility to select the rewrite positions by XPath expressions. Moreover, for such rewrite systems, the reachability problem (whether a given tree \(t\) can be obtained from a given tree
s using instances of rules of $R_a$ which are not in $R_f$) is also undecidable [31], therefore local consistency is undecidable as well in this case. A decidable fragment is also presented in [31].

A related class of TRS are the (prefix-) controlled TRS of [32, 33] where rewrite positions are selected for each rewrite rules using a Query Automaton [34] or a regular expression. For example, with such TRS, one can specify that a particular rule of the form $a(x) \rightarrow u$ can be applied only at a position labeled by $a$ and without a $b$ occurring on the path to the root. The application of the results of decidability and rewrite closure in [32, 33] to the decision of inconsistency in the context of hedge rewriting is an interesting question to investigate.

5.2. Local Consistency of DTD-based ACPs

A DTD over $\Sigma$ is function $D$ that maps $\Sigma$ to regular expressions over $\Sigma$. This standard formalism for defining XML types is strictly less expressive than HA [3]. The dependency graph of a DTD $D$ is a directed graph on the set of vertices $\Sigma$ such that the set of edges contains all $(a, b)$ such that $b$ occurs in the regular expression $D(a)$. A DTD is non recursive if this graph is acyclic.

Following the principle of DTD-based ACPs [17], [13] have proposed the language $XACU_{annot}$ for the definition of ACP for XML updates in presence of a DTD $D$. The idea is to add to $D$ some security annotations specifying the authorizations for the update operations for XML documents valid for $D$. This formalism of [17, 13] imposes the condition that every document $t$ to which we want to apply an update operation (under the given ACP) must be valid for the DTD $D$.

In our rewrite-based formalism, the latter condition may be expressed by adding global constraints to the parametrized rewrite rules of Section 4. These global constraints restrict the rewrite relation to trees in a given HA language. Theorem 6 below shows that, unfortunately, adding such constraints to parametrized rewrite rules of type ($\text{ren}$) or ($\text{rpl}$) makes the reachability undecidable.

A hedge rewriting system over $\Sigma$, parametrized by a HA $A$ and with global constraints (PGHRS) is given by a PHRS, denoted $\mathcal{R}/A$, (as defined in Section 4) and a HA language $L \subseteq \mathcal{H}(\Sigma)$. We say that $L$ is the constraint of $\mathcal{R}$.

The rewrite relation generated by the PGHRS is defined as the restriction of the relation defined in Section 4 to ground hedges such that for the application of a rule $\ell \rightarrow r \in \mathcal{R}/A$ to a hedge $h$, we require that $h \in L$.

**Theorem 6.** Reachability is undecidable for PGHRS’s with rules of type ($\text{ren}$) or ($\text{as}$) and constraint given by a non recursive DTD.

**Proof.** The proof is a variant of the one given by A. Spelten [35] for subtree and flat prefix rewriting. We reduce the halting problem of a Deterministic Turing Machine (TM) $\mathcal{M}$ that works on half a tape (unbounded on the right).

TM configurations are encoded as flat trees. We consider the same tape alphabet $\Gamma = \{0, 1, \sharp\}$, $\sharp$ is the blank symbol of $\mathcal{M}$, let $S = \{s_1, s_2, \ldots, s_n\}$ be the state set of $\mathcal{M}$ and $\Theta$ be the set of instructions of $\mathcal{M}$. We consider the following alphabet $\Sigma$ for the representation of the configurations of $\mathcal{M}$.

$$\Sigma := \{g\} \cup \{0, 1, \sharp\} \cup (S \times \Gamma) \cup (\Theta \times \Gamma).$$
For instance, the TM configuration with tape \( abc\cdot b\cdot \ldots \), symbol \( d \) under head, state \( s \), will be represented by the following flat tree of \( T(\Sigma) \):

\[
g(abc(s,d)e\cdot b\cdot b).
\]

We shall also use a trivial HA \( A = (\Sigma, Q, Q, \Delta) \) which recognizes only constant symbols by taking \( Q = \{p_\sigma \mid \sigma \in \Sigma \} \) and \( \Delta = \{\sigma \rightarrow p_\sigma \mid \sigma \in \Sigma \} \).

We define a PGHRS \( R/A \) such that every transition of \( M \) can be simulated by a sequence of (at most three) rewrite steps with \( R/A \). Let us first introduce some standard auxiliary PHRS rules and some word regular languages for controlling rule applications. We have three cases to consider:

For each instruction \( \theta_1 \) of \( M \) of type: "In state \( s_1 \) reading \( a_1 \) go to state \( r_1 \) and write \( b_1 \)", we define the following HRS rule: \( (s_1, a_1)(x) \rightarrow (r_1, b_1)(x) \).

For each instruction \( \theta_2 \) of \( M \) of type: "In state \( s_2 \) reading \( a_2 \) go to state \( r_2 \) and move right", we define the following PHRS rules of types (\( \text{ren} \)) and (\( \text{as} \)) (we recall that \( p_3 \) is a state of \( A \)):

\[
\begin{align*}
  b_2(x) & \rightarrow \langle \theta_2, b_2 \rangle(x) \quad \text{for all } b_2 \in \Gamma & b(x) & \rightarrow b(x) p_3 \\
  \langle \theta_2, b_2 \rangle(x) & \rightarrow \langle r_2, b_2 \rangle(x) \quad \text{for all } b_2 \in \Gamma & \langle s_2, a_2 \rangle(x) & \rightarrow a_2(x)
\end{align*}
\]

We also define the regular word languages:

\[
\begin{align*}
  L_{(s_2, a_2)} & = \Gamma^* \cdot \langle s_2, a_2 \rangle \cdot \Gamma^* \\
  L_{(\theta_2, a_2)} & = \Gamma^* \cdot \langle \theta_2, a_2 \rangle \cdot \Gamma^* \\
  L_{(s_2, a_2)\langle \theta_2, b_2 \rangle} & = \Gamma^* \cdot \langle \theta_2, a_2 \rangle \langle \theta_2, b_2 \rangle \cdot \Gamma^* \quad \text{for all } b_2 \in \Gamma.
\end{align*}
\]

For each instruction \( \theta_3 \) of \( M \) of type: "In state \( s_3 \) reading \( a_3 \) go to state \( r_3 \) and move left", we define the following HRS rules:

\[
\begin{align*}
  b_3(x) & \rightarrow \langle \theta_3, b_3 \rangle(x) \quad \text{for all } b_3 \in \{0,1\} & \langle s_3, a_3 \rangle(x) & \rightarrow a_3(x) \\
  \langle \theta_3, b_3 \rangle(x) & \rightarrow \langle r_3, b_3 \rangle(x) \quad \text{for all } b_3 \in \{0,1\}
\end{align*}
\]

We also define the regular word languages:

\[
\begin{align*}
  L_{(s_3, a_3)} & = \Gamma^* \cdot \langle s_3, a_3 \rangle \cdot \Gamma^* \\
  L_{(\theta_3, a_3)} & = \Gamma^* \cdot \langle \theta_3, a_3 \rangle \cdot \Gamma^* \\
  L_{(\theta_3, b_3)\langle s_3, a_3 \rangle} & = \Gamma^* \cdot \langle \theta_3, b_3 \rangle \langle s_3, a_3 \rangle \cdot \Gamma^* \quad \text{for all } b_3 \in \{0,1\}.
\end{align*}
\]

The constraint of the PGHRS will be defined by the non recursive DTD \( D : g \rightarrow L \) where \( L \) is the finite union of the regular languages associated with the instructions of \( M \) as above. Since the machine to be simulated is deterministic, the union is disjoint.

Our final PGHRS is given by \( R/A \) and \( L \) so that the rewrite rules in \( R/A \) can only be applied to trees satisfying the DTD \( D \). With the above constraint, the PGHRS rules of \( R/A \) can only be applied to trees valid for the DTD \( D \), ensuring a correct chaining for the application of these rules.

By case inspection we can show that for any couple of TM configurations \( T_1, T_2 \) and their respective tree encodings \( t_1, t_2 \), there is a sequence of transitions from \( T_1 \) to \( T_2 \) iff \( t_1 \xrightarrow{\ast}{\text{PGHRS}} t_2 \). The theorem follows.
Note that the above result also holds for PGHRS’s whose rules are ground (without variables nor parameters): in the above rewrite rules, every variable \( x \) could be replaced by the empty hedge \( \varepsilon \), and every parameter such as \( p_b \) could be replaced by the corresponding ground tree \( \flat \). Hence the above result can be contrasted with the decidability of reachability for ground tree rewriting [36].

**Corollary 5.** *Local inconsistency is undecidable for PGHRS’s with rules of type \((\text{ren})\) or \((\text{as})\) and with constraint given by a non recursive DTD.*

This is in contrast with a result [22] of decidability of consistency for policies tied to a different class of DTD, and which do not include updates of type \((\text{ren})\).

6. **Future Works**

As for future works on \(\text{CF}^1\text{HA}\) languages several directions deserve to be followed. A first direction might be to derive pumping properties for these classes of languages. A second direction would be to look for an analogue of Parikh characterization for the number of different symbols occurring in the hedges of given \(\text{CF}^1\text{HA}\) languages. One may define and study HRS with counting constraints on horizontal and vertical paths.

One may wonder whether our result on rewrite closure computation (Theorem 3) could be adapted to compute regular over-approximations of output types for XML transformations, leading to an approximating forward type inference algorithm, in an approach similar to e.g. [9].

Finally, it would be is worth investigating the parallel rewriting of [18], on all \(a\)-nodes, since it is closer to the semantics of XQUF, and get an analogous of Theorem 3 for the parallel rewrite closure.
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