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—— Abstract

In this paper, we introduce the notion of DTM-signature, a measure on R that can be asso-
ciated to any metric-measure space. This signature is based on the distance to a measure (DTM)
introduced by Chazal, Cohen-Steiner and Mérigot. It leads to a pseudo-metric between metric-
measure spaces, upper-bounded by the Gromov-Wasserstein distance. Under some geometric
assumptions, we derive lower bounds for this pseudo-metric.

Given two N-samples, we also build an asymptotic statistical test based on the DTM-
signature, to reject the hypothesis of equality of the two underlying metric-measure spaces, up to
a measure-preserving isometry. We give strong theoretical justifications for this test and propose
an algorithm for its implementation.

1998 ACM Subject Classification "F.2.2 Geometrical problems and computations" — "G.3 Non-
parametric statistics"

Keywords and phrases metric-measure spaces, distance to a measure, (Gromov)-Wasserstein
distances, statistical test, subsampling
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1 Introduction

Among the variety of data available, from astrophysics to biology, including social networks
and so on, many come as sets of points from a metric space. A natural question, given
two sets of such data is to decide whether they are similar, that is whether they come
from the same distribution, whether their shape are close, or not. This comparison may be
compromised when the data are not embedded into the same space, or if the two systems of
coordinates in which the data are represented are different. To overcome this issue, a natural
idea is to forget about this embedding and only consider the set of points together with the
distances between pairs. A natural framework to compare data is then to assume that they
come from a measure on a metric space and to consider two such metric-measure spaces as
being the same when they are equal up to some isomorphism, as defined below.

» Definition 1 (mm-space). A metric-measure space (mm-space) is a triple (X, 0, u),
with X a set, § a metric on X and p a probability measure on X equipped with its Borel
o-algebra.

» Definition 2 (Isomorphism between mm-spaces). Two mm-spaces (X, d, 1) and (Y, v, v) are
said to be isomorphic if their exist Borel sets Xy C X and Yy C ) such that pu(X\Xp) =0
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The DTM-signature for a geometric comparison of metric-measure spaces.

and v(Y\)Yy) = 0, and some one-to-one and onto isometry ¢ : Xy — ) preserving measures,
that is satisfying v(¢(AN X)) = u(ANXy) for any Borel set A of X'. Such a map ¢ is called
an isomorphism between the mm-spaces (X, 4§, 1) and (Y, 7, v).

In this paper, we first address the question of the comparison of general mm-spaces, up to
an isomorphism. In other terms, we aim at designing a metric or at least a pseudo-metric on
the quotient space of mm-spaces by the relation of isomorphism. A suitable pseudo-distance
should be stable under some perturbations, under sampling, discriminative and easy to
implement when dealing with discrete spaces.

A first characterisation of mm-spaces is given in [19]. In its Theorem 3.5, Gromov
proves that any mm-space can be recovered, up to an isomorphism, from the knowledge, for
all size IV, of the distribution of the IV x N-matrix of distances associated to a N-sample.
More recently, in [22], Mémoli proposes metrics on the quotient space of mm-spaces by the
relation of isomorphism, the Gromov—Wasserstein distances.

» Definition 3 (Gromov—Wasserstein distance). The Gromov—Wasserstein distance between
two mm-spaces (X, 4, ) and (Y,v,v) with parameter p € [1,00) denoted GW,(X,Y) is
defined by the expression:

1 P
inf = </ / (Txy (z,y,2',y"))" n(dz x dy)m(ds’ x dy')) ,
mell(nr) 2 \Jaxy Jaxy
with Tx y(z,y,2",y) = |6(z,2") —v(y,y’)|. Here II(x,v) stands for the set of transport
plans between p and v, that is the set of Borel probability measures = on X x ) satisfying
m(A xY) = pu(A) and 7(X x B) = v(B) for all Borel sets A in X and B in Y.

Unfortunately, even when dealing with discrete mm-spaces, the computation of these
Gromov—Wasserstein distances is extremely costly. An alternative is to build a signature
from each mm-space, that is an object invariant under isomorphism. The mm-spaces are
then compared through their signatures. In [22], Mémoli gives an overview of such signatures,
as for instance shape distribution, eccentricity or what he calls local distribution of distances.

In this paper, we introduce a new signature that is a probability measure on R, and we
propose to compare such signatures using Wasserstein distances [25].

» Definition 4 (Wasserstein distance). The Wasserstein distance of parameter p € [1,00)
between two Borel probability measures p and v over the same metric space (X, d) is defined
as:

1
P

W)= _nt ([ @ainen)

For two probability measures p and v over R, the L;-Wasserstein distance can be rewritten
as the Li-norm between the cumulative distribution functions of the measures, F), : ¢ —
u((—o0,t]) and F,, or as well, as the Li-norm between the quantile functions, Fu_l D5
inf{z € R|F(z) > s} and F,'. Thus, the computation of the L;-Wasserstein distance
between empirical measures is easy, in O(N log(NN)) for two empirical measures from subsets
of R of size N, the complexity of a sort.

Shape signatures are widely used for classification or pre-classification tasks; see for
instance [24]. With a more topological point of view, persistence diagrams have been used for
this purpose in [8, 10]. But, as far as we know, the construction of well-founded statistical
tests from signatures to compare mm-spaces has not been considered among the literature.
This is the second problem focussed in this paper.
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Recall that a statistical test is a random variable ¢ taking values in {0,1}. More
precisely ¢y is a function of N random data from a distribution Ly depending on some
unknown parameter 6 in some set ©. It is associated to two hypotheses Hy“0 € ©y” and
H“0 € ©1” with ©g and ©; disjoint subsets of ©. Ideally, we would like the test ¢ to be
equal to 1 if # is in ©1 and to be 0 if # is in Oy.

The quality of a statistical test is measured in terms of its type I error, that is the
function defined for all 6y in Og by Py, (¢n = 1), the probability of pretending 6 to be in ©;
when 6 = 6y is actually in ©y. Moreover, a test is of level a € (0,1) if its type I error is
upper-bounded by «, that is Pg,(¢n = 1) < « for all fy in By. Two statistical tests with
a fixed level a € (0,1) can be compared through their type II error, that is the function
defined for all 6, in ©; by Py, (¢ = 0), the probability of pretending 6 to be in g when
6 = 0, is actually in ©;. See [2] for a reference on statistical tests.

In this article, we build a test of asymptotic level «, that is a test ¢ such that for
any 0y in Og, Py, (¢n = 1) — o when the size of the sample N goes to co. Moreover, the
set © we consider is the set of couples of mm-spaces ((X,d,u), (¥,v,v)). The set O is
the subset of © made of couples of two isomorphic spaces: Qg = {((X,d, ), (V,7,v)) €
©|(X,6,u) and (Y,~,v) are isomorphic}, and ©; = ©\Oy.

Such a test generalises two-sample tests, from the precursor Kolmogorov-Smirnov test to
the more recent tests in [18] or [7]. Our test does not depend on the embedding of the data
and keeps a track of the geometry in some way, a point of view that has already been taken
in the context of density estimation [26]. Thus, it could be of interest for proteins, 3D-shape
comparison, etc.

Concretely, in this paper, we propose a new signature based on the distance to a
measure (DTM) introduced in [9], the DTM-signature. This signature is invariant under
isomorphism and easy to compute. We prove its stability with respect to the so-called
Gromov-Wasserstein and Wasserstein distances with parameter p = 1. It leads to a stability
under sampling, at least for the Euclidean space RY. After deriving frameworks under which
the knowledge of the distance to a measure determines the measure, we prove discriminative
properties for the DTM-signature by deriving lower bounds for the L;-Wasserstein distance
between two such signatures, under various assumptions. Finally, from two N-samples, we
derive a statistical test, based on bootstrap methods, to reject or not the hypothesis of
equality of the two underlying metric-measure spaces, up to a measure-preserving isometry.
This test comes with an easy-to-implement algorithm, and a strong theoretical justification.

The DTM-signature depends on some parameter m € (0,1). It thus offers a variety of
new fictures, as well as new lower-bounds for the Gromov-Wasserstein distance. As for the
statistical test, it presents the advantage of not depending on the embedding of the data,
only the knowledge of the distances between points is required. In this sense, it is new. The
justification of the valitidy of the test with the use of the Wasserstein distance is quite new
as well, and still poorly used; see [14] for another use.

The paper is organized as follows. Section 2 is devoted to the distance to a measure. An
accent is put on its discriminative properties. The DTM-signature is then introduced in
Section 3. The question of discrimination of two mm-spaces is also discussed. For this purpose,
we derive lower bounds for our pseudo-distance, the L;-Wasserstein distance between the
two DTM-signatures. Finally, in Section 4 we introduce the test of isomorphism, propose an
algorithm for its implementation and then give some theoretical results to ensure the validity
of the procedure. Numerical illustrations are given in Section 5.
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2 The distance to a measure to discriminate between measures

Let (X, d) be a metric space, equipped with a Borel probability measure . Given m in [0, 1],
the pseudo-distance function is defined at any point = of X', by:

Spm () = inf{r > 0| u(B(z,r)) > m}.

The function distance to the measure ; with mass parameter m and denoted d,, ., is

then defined for all « in X’ by:
1 m
dym(z) = — dp,1(z) di.
m,m m Sy "

The distance to a measure is a generalisation of the function distance to a compact set;
see [9]. This function is continuous with respect to the mass parameter m, and Lipschitz
with respect to p.

» Proposition 5 (Stability, in [9] for R?, in [5] for metric spaces). For two mm-spaces (X, )
and (), 6,v) embedded into the same metric space, we have that

1
Hdu,m - du,m”oo,?(uy S E WI (Ma V)~

Moreover, for some empirical measure jiy = % Zf\il dx, on a metric space (X,9), the
distance to the measure jiy with mass parameter % for some k in [0, N] at a point = of X
satisfies:

>~

Ay, 4 (2) =

k
> 6(xXD, ),
=1

where XM, X X*) are k nearest neighbours of # among the N points X1, Xa, ... Xn.

The distance to the measure fiy is thus equal to the mean of the distances to k-nearest
neighbours. In particular, in this case, the computation of the DTM boils down to the
computation of the first k-nearest neighbours.

The question of determining if the knowledge of the distance to a measure leads to the
knowledge of the measure itself is a natural question. Some work has been done in this
direction for discrete measures; see [5]. In the following, we propose results in different
settings.

» Proposition 6. Let (X,d) be a metric space, and M1 (X) be the set of Borel probability
measures over (X,8). We define the maps ¢ and o for all p in M1 (X) by:

(b(u) = (dmm(x))me[o,l],xex
and

w(/‘L) = (ILL (E(l', T)))TER+,.%EX :
Then, the map ¢ is injective if and only if the map Y is injective.
Proof. From the definition of 6, ,, (), we have:

p(B(z, 7)) = inf{m > 0|6,m(z) > r}.
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Moreover, since m — 6, () is right-continuous, after the differentiation the distance-to-a-
measure function with respect to m, we have:

0
m (@) + dpn(2) = 8, (0)

<

It means that in spaces on which measures are determined by their values on balls, the
measures are determined by the knowledge of the distance-to-a-measure functions for all
parameters m in [0, 1], on all x in X. Remark that the Euclidean space R¢ satisfies such a
condition, but this is not the case of every metric space, as explained in [6].

Under the following specific framework, we will establish a stronger identifiability result.
For O a non-empty bounded open subset of R?, we define the uniform measure 1o for
all Borel set A of R?, by:

_ Lebg(ON A)
po(A) = W,

with Lebgy the Lebesgue measure on R?.
We also define the medial axis of O, M(O) as the set of points in O having at least two
projections onto d0. That is,

M(0) ={y € 0]3a",2" €90, 2" # 2", |y —2'l|la = ly — 2"[2 = d(y, 00)},

with d(y,00) = inf{||z — y||2 |z € JO}.
Its reach, Reach(0), is the distance between its boundary O and its medial axis M(O).
That is,

Reach(0) = inf{||lz — y

z €00, ye M(0)}.

2
If K is a compact subset of R?, it is standard to define its reach as Reach (K°¢), the reach
of its complement in RY. See [16] to get more familiar with these notions.
» Proposition 7. Let O and O’ be two non-empty bounded open subsets of R® with positive
reach, such that O = (6)0 and O' = (@)o Let m be some positive constant satisfying
m < min (Reach(0)?, Reach(0)%) #d(O)’
with wg = Lebg(B(0, 1)), the Lebesgue volume of the unit d-dimensional ball. If for all x in
Rd
duo,m(x) = duo/,m(x)7
then po = por-
Proof. This is a straightforward consequence of Proposition 26, in the Appendix. The proof
relies on the fact that the set of points in R? minimizing the distance to the measure po is
equal to {z € O|dgo(z) > €(m, O)} with e(m,0) = (M !

oy , providing that the set is
non-empty. Then, if Reach(0) is not smaller than e(m, O), O equals to the set of points at

distance smaller than e(m, O) from {z € O|dspo(z) > €(m, O)}. Thus, the measure po can
be recovered. We use the notion of skeleton in [20] for some details in the proof. <

It means that for m small enough, the knowledge of the distance to a measure at any point
x in R? for two measures po and po is discriminative.
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3 The DTM-signature to discriminate between metric-measure
spaces

From the distance-to-a-measure function, we derive a new signature.

» Definition 8 (DTM-signature). The DTM-signature associated to some mm-space
(X,0, 1), denoted dj, m(p), is the distribution of the real-valued random variable d,, m,(X)
where X is some random variable of law p.

The DTM-signature turns out to be stable in the following sense.

» Proposition 9. We have that:

GW;(X,Y).

3=~

W1 (du,m(u)’ du,m(y)) <

Proof. Proof in the Appendix, in Section B. The proof is relatively similar to the ones given
by Mémoli in [22] for other signatures. <

It follows directly that two isomorphic mm-spaces have the same DTM-signature. Whenever
the two mm-spaces are embedded into the same metric space, we also get stability with
respect to the L;-Wasserstein distance.

» Proposition 10. If (X,0, 1) and (Y, 0,v) are two metric spaces embedded into some metric
space (Z,0), then we can upper bound Wi(d, m(1),dv,m(v)) by

Wl (Mv V) + min { Hd,u,m - dl/Jn”oo.,Supp(u)v ”d,u-,m - dV,mHoo,Supp(u)} 3

and more generally by

(1 + ?711) Wi (1, ).

Proof. First remark that:

Wi (e (1), dum (1)) < /X (@) = dy ()] ()

< ||du,m — dy,m“oo,SuPP(N)'

Then, for all 7 in II(u, v):

Wl (duﬂn(u)v dl/,m(”)) < /X v |dl/,m(x) - dl/,m(y)l dﬂ-(xv y)

Thus, since d, ,, is 1-Lipschitz:
Wl (du,m(,u)> dwm(y)) S Wl (/1*7 U)'

We use Proposition 5 to conclude. |

The DTM-signature is stable but unfortunately does not always discriminates between
mm-spaces. Indeed, in the following counter-example from [22] (example 5.6), there are two
non-isomorphic mm-spaces sharing the same signatures for all values of m.
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» Example 11. We consider two graphs made of 9 vertices each, clustered in three groups
of 3 vertices, such that each vertex is at distance 1 exactly to each vertex of its group and
at distance 2 to any other vertex. We assign a mass to each vertex, the distribution is the
following, for the first graph:

(2L 67N (3 1 4) (212
h= 14071057420 ) "\ 28728721 ) '\ 15’ 15" 15 ’

and for the second graph:

B 3 1 67 2 4 1 23 2 1
Y= 287157420 /) 7\ 157217105/ 7\ 140" 15728 / |~
The mm-spaces ensuing are not isomorphic since any one-to-one and onto measure-preserving

map would send at least one couple of vertices at distance 1 to each other, to a couple of
vertices at distance 2 to each other, thus it would not be an isometry.

Moreover, remark that the DTM-signatures associated to the graphs are equal since the
total mass of each cluster is exactly equal to %

Figure 1 p Figure 2 v

Nevertheless, the signature can be discriminative in some cases. In the following, we give
lower bounds for the L;-Wasserstein distance between two signatures under three different
alternatives.

3.1 When the distances are multiplied by some positive real number )\

Let A\ be some positive real number. The DTM-signature discriminates between two mm-
spaces isomorphic up to a dilatation of parameter A, for \ # 1.

» Proposition 12. Let (X,6, ) and (V,v,v) = (X, 0, u) be two mm-spaces. We have
Wl(du,m(ﬂ)a dy,m(”)) = |1 - )‘| Eu[du,m(X)]a

for X a random variable of law p.
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Proof. First remark that F7! = \F! . Then,
du,'m(l’) dy, 'm(/»’*)
Wi(dy,m(p),d / ‘ d,.. m(u) Fdzlm(y)(s)‘ ds

ds

|17)\| / ’ u m(/")

=1 = AN E,[dum(X)].

3.2 The case of uniform measures on non-empty bounded open
subsets of R

The DTM-signature discriminates between two uniform measures over two non-empty
bounded open subsets of R? with different Lebesgue volume.

» Proposition 13. Let (O, || - ||2, no) and (O, || - |2, ko’) be two mm-spaces, forO and O’
two non-empty bounded open subsets of IRd satisfying O = (O)O and O' = (O’) , and |||
the euclidean norm. A lower bound for Wi(d,, m(po), duy ,m(por)) is given by:

al~

d i 1
min (10 (Oc(m,0)) s o' (O c(m,01)) = <m> (0)7 — Lebg(0')

d+1 wq

Wd

Here, O, = {x € O|d(z,00) > €}, and (m,0) = (M)E is the radius of any ball of

po mass m, included in O.

Proof. If the set O¢(,0) is non-empty, then the minimal value of the distance to a measure
is given by:

. B _d mLeby(0) E

Moreover, the points at minimal distance are exactly the points of O(,,,0). This is Proposition
25 in the Appendix. So, quo,m(uo)(dmin) = o (Oe(m)o)). To conclude, we use the definition
of the Lq-Wasserstein distance as the Li-norm between the cumulative distribution functions.

|

3.3 The case of two measures on the same open subset of R¢ with one
measure uniform

Let (O, || - |l2, #o) and (O, || - ||2,7) be two mm-spaces with O a non-empty bounded open
subset of R? and v a measure absolutely continuous with respect to uo. Thanks to the
Radon-Nikodym theorem, there is some pp-measurable function f on O such that for all
Borel set A in O:

)= /A f(@)duo(w)

We can consider the A-super-level sets of the function f denoted by {f > A}. As for the
previous part, we will denote by {f > A} the set of points belonging to {f > A} whose
distance to O{f > A} is at least e.

Then we get the following lower bound for the L;-Wasserstein distance between the two
signatures:
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» Proposition 14. Under these hypotheses, a lower bound for Wi(d,,,m(po),dv,m(v)) is

given by:
1
1 1 mLebg(O)\ ¢ [ 1 ,
— Leb >\ . | dA.
1+ d Lebgy(0) ( W /A YR V= }(;—Z—Le‘;ﬂé”))?
Proof. Proof in the Appendix, in Section A.2. |

When the density f is Holder

We assume that f is Holder on O, with positive parameters x € (0, 1] and L > 0, that is:
Yo,y € O, |f(z) — f(y)l < Lllz —yl3.

We also assume that Reach(O) > 0. Then for m small enough, the DTM-signature is
discriminative.

» Proposition 15. Under the previous assumptions, if one of the following conditions is
satisfied, then the quantity W1 (duo,m (o), dv,m(v)) is positive:

wa__ flloc.o = 1Y% | .
m<Lebd(O)m1n{Reach( )4, ( oL ) },

(Reach(0)), (||f | oc,0 — 2L(Reach(0))X) <Reach<0>>d‘”“> ;

me Leba(0)

o
me [L;(O) (2)" 0y i Le}:d(mmeachm))ww;%}) ,

X
_d Trx
with mo = 7120 oy (2)* 207 (25) ™
Moreover, under any of these conditions, we get the lower bound for the quantity

Wy (duo,m(NO)’ dl«m(y))"

1 <mLebd(O))d/oo 1 sup v ({f = N + Le(N )X} N Oc(nry) dA,

1+d wWq AtE M2

wd

with e(X) = X~ (20}
Proof. Proof in the Appendix, in Section A.2. <

The previous examples provide several relevant cases where the DTM-signature turns out
to be discriminative. It is thus appealing to use it as a tool to compare mm-spaces up to
isomorphism.

4 An algorithm to compare metric-measure spaces from samples

In this section, (X,d,u) and (Y,v,v) are two mm-spaces. We build a test of the null
hypothesis

Hy “The mm-spaces (X, 4, u) and (), ~,v) are isomorphic”,
against its alternative:

H; “The mm-spaces (X, 4, 1) and (Y,~,v) are not isomorphic”.
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4.1 The algorithm

The test we propose is based on the fact that the DT M-signatures associated to two isomorphic
mm-spaces are equal. If so, it leads to a pseudo-distance W1 (d,,,m (), du,m(v)) equal to zero.

Let consider, in this part, a N-sample P from the measure p, and a N-sample @ from the
measure v. A natural idea for a test is to approximate the pseudo-distance by the statistic
Wi (dlpym(]lp), de,m(ILQ)), where 1p is the uniform probability measure on the set P, and
to reject the hypothesis Hy if this statistic is larger than some critical value. The choice of
the critical value should rely on some parameter a € (0, 1) and lead to a level o for the test.
It strongly depends on the measures p and v that are unknown. Nonetheless, there exist
classical ways of approximating a critical value, one is to mimic the distribution of the statistic
by replacing the distribution p with the distribution 1p and v with 1. Unfortunately,
this standard method known as bootstrap fails theoretically and experimentally for our
framework.

Thus, we propose another kind of bootstrap. For this purpose, we need to take P’ a subset
of P and @’ a subset of ). The statistic we focus on is W (d]lpﬁm(llp/), dyg,m(1 Q/)). It turns
out that in this case, the critical value associated to this statistic can be well approximated
from the samples P and @, for a suitable size of P’ and @’ with respect to V.

This approach leads to the following algorithm.
Algorithm 1 Test Procedure
Input: P and ) N-samples from p (respectively v), N, n, m, a, Ny;c even;
# Compute 7 the test statistic
Take P’ a random subset of P of size n;
Take Q' a random subset of @ of size n;
T VAW (dipm(Lpr), digm(10))):
# Compute boot a Njpc-sample from the bootstrap law
dtmP < (d1,,m(%))zep;
dmQ — (A1 m(2))acq’
Let boot be empty ;
for j in 1..|Numc/2]:
Let dtm P, and dtm P be two independent n-samples from 1 44,,p ;
Let dtm@, and dtmQ3 be two independent n-samples from 1 44y,q ;
Add /oW1 (Latmpy s Latmp,) and /Wi (Lagm@, > Latmo,) to boot;
# Compute qalph, the a-quantile of boot
Let galph be the [Ny — Nye X ath smallest element of boot ;
Output: (T > qalph)

Recall that the L;-Wasserstein distance W7 is simply the Li-norm of the difference between
the cumulative distribution functions. It can be implemented by the R function emdw from
the package emdist. To compute the distance to an empirical measure at a point z, it is
sufficient to search for its nearest neighbours; see section 2. This can be implemented by the
R function dtm with tuning parameter r = 1, from the package TDA [15].

4.2 Validity of the method

In order to prove the validity of our method, we need to introduce a statistical framework.
First of all, from two N-samples from the mm-spaces (X, d, u) and (¥, ~, v), we derive four
independent empirical measures, fi,,, AN—n, Pn and Dy_,. We also denote iy (respectively
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D) the empirical measure associated to the whole N-sample of law p (respectively v), that
is Ay = 2 fin + X5y
Then, we define the test statistic as:

TN,n,m(Na v) = \/ﬁwl (d;lzv,m(:dn)a dﬁN,m(ﬁn)) .

Its law will be denoted by L 5 m (1, V).

Remark that for two isomorphic mm-spaces (X,d,u) and (Y,~,v), the distribution
of T n,m (1, V) 18 LN pm (s 1), LNnm(v,v), but also %EN,n,m(M,H) + %£N7n,m(y, v); see
Lemma 27 in the Appendix.

For some a > 0, we denote by q, = inf{z € R|F(z) > I — a}, the a-quantile of a
distribution with cumulative distribution function F' .

The a-quantile qq n,n of %ﬁN,n,m(u,u) + %EN,n,m(z/, v) will be approximated by the
a-quantile o, n,n of %ﬁj‘vm,m(ﬂMﬂN) + %C}k\w,m(f/m vn). Here L3, . (A, fin) stands for
the distribution of /nW1 (djiy,m (%), dy,m (1)) conditionally to fin, where p) and pl* are
two empirical measures from independent n-samples of law fi.

The test we deal with in this paper is then:

¢N - ]]‘TN.n,m (1) >80, Nn

The null hypothesis Hy is rejected if ¢ = 1, that is if the L;-Wasserstein distance
between the two empirical signatures d;, m(fin) and dyy m(V,) is too high.

4.2.1 A test of asymptotic level o

In this part, we prove that the test we propose is of asymptotic level «, that is such that:

limsup P, v)em, (on = 1) < .

N —oc0
For this, we prove that the law of the test statistic %EN,n}m(u, )+ %CNm,m(u, v) under the
hypothesis Hy and the bootstrap law %ﬁf\r,n,m(ﬂm an) + %‘C}(V,n,m(ﬁf\“ Dn) converge weakly
to some fixed distribution when n and N go to co. In order to adopt a non-asymptotic and
more visual point of view, we also derive upper bounds in expectation for the Li-Wasserstein
distance between these two distributions.

Remark that it is sufficient to prove weak convergence for Ly ,,.m (11, ) and Ly, . (iin, fin)-

Moreover, Wy (%ENm,m(u, W) + %ENm,,m(Va v), %Lfv’n’m(ﬂN,ﬂN) + %Lf\,’n’m(ﬁN, ﬁN)) is up-
per bounded by W1 (L ,nm (ks 1£), L gy (AN AN)) + 3 W1 (LENmm (v, 0), Ly gy (DN, D))
This is a straightforward consequence of the definition of the L;-Wasserstein distance with
transport plans. Thus, this is also sufficient to derive upper bounds in expectation for the

quantity Wi (Lxm.m (1 1), L3 m (AN AN)).-

» Lemma 16. For i a measure supported on a compact set, we choose n as a function of N
such that: when N goes to infinity, n goes to infinity, /nE[||d, m — diy mllec,x] goes to zero
or more specifically %E[Wl (1, in)] goes to zero. Then we have that:

ACN,mm(,UaM) ~ L (HGmm - GL,mHl) )

when N goes to infinity. Moreover, if n is chosen such that /nW1(dy,m (1), dpm(fin)) and
Vl|dp,m—diy,mlle,x go to zero a.e., we have that for almost every sample X1, X, ... Xn .. .:

LN (o, in) ~ L (1Gpm — Gpumlln)

when N goes to infinity; with G, and GL,m two independent Gaussian processes with
covariance kernel k(s,t) = Fy, ) (s) (1= Fa, ,.(u)(t)) for s <t.

11
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Proof. Proof in the Appendix, in Section C.3. <

» Proposition 17. If the two weak convergences in lemma 16 occur, and if the a-quantile
da of the distribution L(3|Gpm — @, llt + 5 Gum — G, l11) is a point of continuity of
its cumulative distribution function, then the asymptotic level of the test at (u,v) is a.

Proof. Proof in the Appendix, in Section C.3. <

Remark that for uniform measures on any sphere in R, the continuity assumption for the
cumulative distribution function of L(||G,m — G, ., [l1) is not satisfied. This is a degenerated
case. Thus, the test cannot be applied to such mm-spaces.

We choose N = cn” for some positive constants p and c. Then the test is asymptotically
valid for two measures supported on a compact subset of the Euclidean space R? if we assume
that p > %.

» Proposition 18. Let p be some Borel probability measure supported on some compact
subset of R%. Under the assumption
max{d, 2
| max{d.2}
2
the two weak convergences of lemma 16 occur.
Moreover, a bound for the expectation of Wy ([,N_’nym(u,u),E}*\,%m(ﬂN,ﬂN)) is of order:

Nﬁ_m (log(l + N))]ldzz )

And, Wy (LN mm (b 1), L3 o (Ain, i) = 0 a.e. when n goes to 0.

Proof. This proposition is based on rates of convergence for the Wasserstein distance between
a measure j with values in R? and its empirical version fiy; see [17] for general dimensions
and [4] for d = 1. Proof in the Appendix, in Section C.4. <

A probability measure p is (a,b)-standard with positive parameters a and b, if for all
positive radius r and any point x of the support of u, we have that p(B(z, 7)) > min{1, ar®}.
Uniform measures on open subsets of R¢ satisfy such a property:

» Example 19. Let O be a non-empty bounded open subset of R?. Then, the measure po
is (a, d)-standard with

o= oy ()

Here, D(0) stands for the diameter of O and wy for Lebg(B(0, 1)), the Lebesgue volume of
the unit d-dimensional ball.

Proof. Proof in the Appendix, in Section A.1. <

Similar results can be obtained for uniform measures on compact submanifolds of dimen-
sion d. In [23] (lemma 5.3), the authors give a bound for a depending on the reach of the
submanifold.

The test is asymptotically valid for two (a, b)-standard measures supported on compact
connected subsets of R? if p > 1:
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» Proposition 20. Let p be an (a,b)-standard measure supported on a connected compact
subset of R?. The two weak convergences of lemma 16 occur if the assumption p > 1 is
satisfied. Moreover, a bound for the expectation of W1 (EN’n,m(u,,u),E}‘Vyn’m(ﬂmﬂN)) is of

order N2772 up to a logarithm term.

Proof. This proposition is based on rates of convergence for the infinity norm between the
distance to a measure and its empirical version; see [11]. Proof in the Appendix, in Section
C.5. |

Remark that we can achieve a rate close to the parametric rate for Ahlfors regular

measures, whereas for general measures, the rate gets worse when the dimension increases.

Anyway, we need p to be as big as possible for the bootstrapped law to be a good enough
approximation of the law of the statistic, that is to have a type I error close enough to «;
keeping in mind that n should go to co with N.

4.2.2 The power of the test

The power of the test oy = ]]'\/EW1(dA (in)shi g (90)) 2 is defined for two mm-spaces
iy sm ()5 m (V) ) 280, Nn
(X,6,p) and (Y,~,v) by:

1- IP(/,L,ZI) (¢N = 0) :

If the spaces are not isomorphic, we want the test to reject the null with high probability. It
means that we want the power to be as big as possible. Here, we give a lower bound for the
power, or more precisely an upper bound for P(,, ,y (¢ = 0), the type II error.

» Proposition 21. Let p and v be two Borel measures supported on X and Y, two compact
subsets of RY. We assume that the mm-spaces (X, 6, 1) and (¥,7,v) are non-isomorphic
and that the DTM-signature is discriminative for some m in (0,1], that is such that
Wi (dp,m (), du,m(v)) > 0. We choose N = n? with p > 1. Then for all positive €, there
exists ng depending on u and v such that for all n > ng, the type II error

IP(H,V) (\/ﬁwl (d;lN,m(/jn)adﬁN,m(VAn)) < 6ltx,N,n)

is upper bounded by

ng (du,m(U)a dwm(V))
dexp <_(2 + ) max { D2 ng}n) ’

w,ms

with Dy, m, the diameter of the support of the measure d,, n(1t).

Proof. Proof in the Appendix, in Section C.6. <

In order to have a high power, that is to reject Hy more often when the mm-spaces are not
isomorphic, we need n to be big enough, that is p small enough. Recall that n has to be
small enough for the law of the statistic and its bootstrap version to be close. It means that
some compromise should be done. Moreover, the choice of m for the test should depend on
the geometry of the mm-spaces. The tuning of these parameters from data is still an open
question.

13
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5 Numerical illustrations

Let p, be the distribution of the random vector (R sin(vR)+0.03N, R cos(vR)+0.03N') with
R, N and N’ independent random variables; N and N’ from the standard normal distribution
and R uniform on (0,1). With the notation given in the Introduction, we consider the sets
©0 = {(p10, 10)} and O1 = {(p10, tp) |p # 10}. We sample N = 2000 points from two
measure, choose o = 0.05, m = 0.05, n = 20, and Ny;¢ = 1000. We give an example under
which our test (DTM) is working and more powerful than (KS), which consists in applying
a Kolmogorov-Smirnov test to &'-samples from £(6(X, X’)) and L£(y(Y,Y”)) with X and X’
(resp. Y and Y”) independent from p (resp. v). The experiments are repeated 1000 times to
approximate the type I error for our test and the power for both tests.

1.0 + 1.0 +

0.8 4 0.8 4

0.6 | 06
—— distribution of the statistic

-- bootstap distribution

—— signature, v = 10

0.4 -~ signature, v = 20

0.4 4

0.2 4 0.2 4

00 4 0.0 -
T T T T T T T T T T

0.05 0.10 0.15 0.20 0.25 0.30 0.05 0.10 0.15 0.20

Figure 3 DTM-signature estimates, m = 0.05 Figure 4 Bootstrap validity, v = 10, m = 0.05

v 15 20 30 40 100
type I error DTM  0.050 0.049 0.051 0.044 0.051
power DTM 0.525 0.884 0.987 0.977 0.985
power KS 0.768 0.402 0.465 0.414 0.422

Figure 5 Type I error and power approximations

6 Concluding remarks and perspectives

This paper opens a new horizon of statistical tests based on shape signatures. It could be of
interest to adapt these kind of methods to other signatures, if possible. In future it could
even be interesting to build statistical tests based on many different signatures, leading to an
even better discrimination. Regarding the test proposed in this paper itself, the geometric
and statistical problem of the choice of the best parameters to use in practice is still an open,
tough and engaging question.
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Appendix

A  Uniform measures on open subsets of R

In this part, we focus on some mm-spaces (O, || - ||2, po) where O stands for a non-empty
bounded open subset of R? satisfying (5)0 = 0. The measure po, the medial axis M(O)
and the reach Reach(O) have been defined in Section 2. The object €(m, O) is defined for
some mass parameter m in [0, 1] by

1

Lebg(0O)\ ¢

e(m, 0) = (merz()) ‘

wd

This is the radius of a ball included in O, with po measure equal to m. For some positive €,
O, stands for the set of points in O which distance to dO is not smaller than e:

0. = O, inf ||z —ylly>eb.
{reom lo-ul> e}

A.1 The distance to uniform measures

Here, we derive some properties of the spaces (O, || - ||2, £o). We give a lower bound for the
minimum of the distance to the measure uo and give a description of the points attaining
this bound. Then, we use such considerations to prove identifiability of the measure uo from
its distance-to-a-measure function. That is, to prove Proposition 7 of the paper.

First, we state some technical lemma proposed by Lieutier in [20].

» Lemma 22. If we define the skeleton Sk(O) of the open set O as the set of centres of
maximal balls (for the inclusion) included in O, then we get:

M(O) C Sk(0) c M(0).
Now we can formulate some technical lemma:

» Lemma 23. For any x in O, there exist a mazximal ball for the inclusion, included in O
and containing x.

Proof. Let us consider the class S = {B(y,r)|r > 0 and z € B(y,r) C O} of all non-empty
open balls included in O and containing x. We are going to show that this class contains a
maximal element by using the Zorn’s lemma. For this, we need to show that the partially-
ordered set S is inductive, which means that any non-empty totally-ordered subclass 7 of
S is upper bounded by some element of S. Let 7 be a non-empty totally-ordered subclass
of §. Set R =sup{r > 0|3y € O,B(y,r) € T} the supremum of the radii of all balls in 7.
Since T is non-empty and O is bounded, R if positive and finite. Let (yx)ren be a sequence
of centres of balls in 7~ converging to a point y in R¢ such that the sequence of associated
radii (rg)gen is non decreasing with R as a limit. Since T is totally-ordered and the radii
non decreasing, the union (J; . B(yx, 7%) is non decreasing, equal to B(y, R). Thus, B(y, R)
belongs to S and upper bounds 7. So the class S is inductive and thanks to the Zorn’s
lemma, it contains a maximal element. <
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Proof of Example 19:

For any point = in O and r > 0, thanks to Lemma 23 there exist a maximal ball B(z', 1)
included in O N B(z, r) which contains z. Assume for the sake of contradiction that r’ <
min { %, Reach(0)}.
Since r* < %, the ball B(x',7’) is included in B(z, r) thus B(z’, r’) is maximal in O. So 2’
belongs to Sk(0), and thanks to Lemma 22, to M(O). But ' < Reach(0); this is absurd.
It follows that:

po(B(z, 7)) > po (B (x’,min {Reach }))
So, for r < 2Reach(0), since 2Reach(0) < D(0) by considering a point on Sk(0), we get:
Reach(0)\ ¢ wy
B > rd
Ho(Bla.r)) 2 7 ( D(0) ) Lebg(0)’

which is also true for 7 in [2Reach(0), D(0)], whereas for r > D(O) we have uo(B(z, 1)) = 1.
The choice of @ in the lemma is thus relevant. W

We now focus on the set of points in R¢ minimizing the distance to the measure . For
this, we need some lemma.

» Lemma 24. If x in R? satisfies uo(B(z,€)) = then B(z,¢) C O.

(0)’

Proof. If z in R? satisfies po(B(z,¢€)) = ng.d;(O)v then, Leby(O° N B(z,€)) = 0. Assume for
the sake of contradiction that the set O°¢ N B(z,€) is not empty. Since (6)0 = O, then the
open subset (0°)° N B(z,¢€) of O° N B(x,¢) is not empty, thus of positive Lebesgue measure,

which is absurd. So B(z,¢) C O. <

» Proposition 25. The constant dyi, = 2 (M

d+1 wq
to the measure o over R%. Moreover, the set of points attaining this bound is exactly
Oe(m 0)-

1
) " is a lower bound for the distance

Proof. Remark that for all positive [ smaller than m, we have:
ILeby(0)\ 7
8(x) > (ed()>
W

Moreover, these inequalities are equalities for all points z in O, 0). By integrating, we get
the lower bound dpi, for z +— d,, . (z), and it is attained on O, 0)-
Now take some point z in R satisfying dy,m(2) = dmin. For almost all I smaller than m,

wd

1 (B (x, (W)ﬂ) > [

So, p (B <x, (M) d>) = m, and thanks to Lemma 24, we get that z € Oc(,,0). <«

1
we have: §,,;(x) = (M) *. In particular we get for these values of [ that:

wq
» Proposition 26. If Reach(O) > e(m, O), then:
{z € R|dy m(2) = dpin }™9) = 0,

where for any set A, the notation A€ stands for | .. , B(x,€), the e-offset of A.

z€A
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Proof. Remind thanks to Proposition 25 that {z € R?|d,n(z) = dmin} = Ocm,0)-
Moreover, Ozgzgg C O. Assume for the sake of contradiction that the set O\OZE:Z”%
is non-empty. Take a point x in this set and consider B(2/, r’) a maximal ball containing
z and included in O given by Lemma 23. Since z ¢ O:g::gg, we get that ' < e(m,O).
Moreover, z’ belongs to Sk(O) and so, thanks to Lemma 22, to M(O). Then, by continuity
of the function distance to the compact set 90, r' = dgo(z’) > Reach(O) > ¢(m, O), which

is a contradiction. So, OEEZ’(O)g =0. <

A.2 The DTM-signature to discriminate between uniform and non
uniform measures.
Proof of Proposition 14:

As for Proposition 25, we get that for any point z in O:

mLebd(0)>5 d

> in = .
duo,m(x) > dmin ( 1+d

Wd

We will lower bound the L;-Wasserstein distance between d,, m(ro) and d, ., (v) by the
integral of Fy, () over the interval [0, dmin], since Fd“()m(

We thus need to lower bound Fy, () (t) for all ¢ < dpin.
As for Proposition 25, for A > 1, any point x of {f > A}

o) €quals zero on this interval.

1 (mLebdw))é satisfies
wd

du,m(x) S dm% Thus,
Ad

dmin
qu,m(”) ( )\% ) 2 v <{f 2 )\}A_(ll(mLebd(O))é> !
wa

And we get by denoting A(t) the real number X satisfying ¢ = 9min  that:

1
Ad

dmin

Wl(du(),m</f¢0),dy,m(7/)) Z /t:O v <{f Z /\(t)})\(t)*ﬁ (mLebd(O)),11> dt'

Since a cumulative distribution function in non decreasing, we get:

Wy (duoﬂn(/io)v du,m(’/)) >

dmin
> )\ t/ 1 1 dt
/t:o f/usgy <{f =M )}A(t/>d(m§>m>é>

d

° 111
= [ dmingr s > N 4] dx
A=1 d )i ;/uzp)\l/ <{f Z }A/,%(mLej:(o)) d)
1
1 (mLeba(0)\? /°° 1 /
= 3T > A d).
Cd+l ( wd et A v O {ir= }(%j;@)%

N()W we assume that the denSIty ’ iS Holder over O With parameters X ln [0, 1] and L ln
IR, .
+
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Proof of Proposition 15:

=

First remark that for all positive A, with e(\) = A\~@ (M> we have:

wd

{f > X+ Le(N)X}NO0cn) C{f > Aen)-

According to Proposition 14, the aim is thus to show that for some A bigger than 1, the
set {f > A+ Le(M\)X}nN OE(A) is non-empty. We thus focus on the supremum of f over Oe(A),
which we denote by || f]loc,e(n)-

Remind that if Reach(O) > €()), then thanks to Proposition 26, the set 028‘3 equals
O. Since f is Holder, we can thus build some sequence (y,)nen+ in Oy, such that
fn) = 1fllso,0 — = — Le(A)X. Finally we get:

[fllso.ex) = 1 flloc.0 — Le(A)X.

So the quantity Wi (du,,m(1o), dv,m(v)) is positive whenever:

| flloo,0 > inf {A +2Le(A)X | X > 1, e(A) < Reach(O)}.

alx

With Ao = 1, we have Ao + 2Le(A\o)X = 1 + 2L (%d“))) "
With \; satisfying e(A;) = Reach(O), we have:

1 mLebg(0)
(Reach(0))¢ Wa

A1+ 2Le(M\)X = + 2L(Reach(0)X).

We also have that

s —d_ Lebd( O) dXX _x_ X xi‘d X d+Xx’
X = X _— X — —
1nf{)\ —+ 2Le(/\) | A > 0} (2L) d+ < ; > mda+ {( ) + ( ) } .

_d %
The infimum is attained at Ay = (3)**? (2L)ﬁ (M> o

Wd

It proves the first part of the proposition.

The second part is a straightforward consequence of the proof of Proposition 14. B

B  Stability of the DTM-signature

Proof of Proposition 9:

The proof is relatively similar to the ones given by Mémoli in [22] for other signatures.

For any map plan 7 between p and v Borel measures on (X, §) and (), ), we get:
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Wy (d,u,m(luf)v dV’m(V)) =

/ o (2) — Ay ()| de (2, ) =

1 m

/ */ 5/1.[( )dl*i/ l/l dl‘dﬂ( 7y)
X XY

m

1(x) =0, (y)|dldn(z, y) =

oo [ @) = dl it
7/ / linf{r > 0] u(Bz,r)) > 1} — inf{r > 0| v(By,r) > 1}| dldn(z, y) =
m JxxyJo
il
mJxxyJo
1 oo
- ]1 - 1= ‘ <
m/){xy/ / pBam<t ~ L)<l ddrdr(zy) <

+oo o

/ / ) Am —v(B(y,r)) Am|drdr(z,y) <

m Jxxy

+o00o
m/)(xy~/0
1 oo
m / / / | Lsan<r — Lyqyy<r| drda(a’,y) dm(z, y) =
mJjxxyJaxyJo
1
B <) ldn( ) data. ),
m JjxxyJxxy

which concludes.

dldr(z,y) <

L Bam< — 1y<§(y,,«))g> dr

/ (Lsge,en<r = Lyyy<r) (e, y’)‘ Amdrdr(z,y) <
XxY

C The test
C.1 A lemma

» Lemma 27 (EQUALITY OF EMPIRICAL SIGNATURES UNDER THE ISOMORPHIC ASSUMPTION).
If (X,6, ) and (Y,~,v) are two isomorphic mm-spaces, then the distributions of the random
variables

fwl( AN, m( n)ad;%v,m(/z/n))

and

fwl( HN,m( n)adﬁN,m(ﬁn))

are equal. Here the empirical measures are all independent and the measures fiy and fi,, are
from samples from p.

Proof. Remark that for (X{,X%,...,X}%) a N-sample of law p and ¢ an isomorphism
between (X, d, 1) and (Y, v, v), the tuple (¢(X1), (X3),...,¢(X})) is a N-sample of law v.
Moreover, §(X], X}) = v(¢(X]), ¢(X})) for all i and j in [1, N]. It follows that the distances
and the nearest neighbours are preserved.

Thus, the distributions of (d;iy,m(X;))iez,n) and (duy,m(Y3))ie[1,n] are equal.
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The lemma follows from the equality:

(MN, (fin), ’/Nﬂn(l/n))

+o00 1 n n
2 ] SUNREIEED SLMRIE L
with (X7, Xa,...,Xn) a N-sample from p. <

C.2 [L,-Wasserstein distance between the laws of interest
» Lemma 28. The quantity Wy (EN,,L,m(u,u),L}“V7n7m(ﬂN,ﬂN)) is upper bounded by:
2vn (Blldgy,m — dumlloo.x] + Wi (dum (1), dpm(An)) + [1dpm — dyiy,mlloc,x) -

Proof. Let (X;,Xs,...Xy) be a N-sample of law u, and [iy the associated empirical
measure. We can upper bound the L;-Wasserstein distance between the bootstrap law

L (/Wi (dgy,m(13,), iy, m (14:))|fin) and the law of interest £(v/nWi (djiy,m(in), gy m (A7),
by:

Wi (‘C (\/ﬁwl (dlizv,m (:sz) 7dﬂN,m (M/:)) |ﬂN) L (\/ﬁwl (du,m (/”'2) 7du,m (ILL{:)) |ﬂN))

+ Wi (£ (VaWi (dum (13) s dygm (00)) 1in) s £ (VaW (i () s dm (A7) (2)
+ W (£ (VWs @ () s (20)) £ (VAW (o ()i (21)))) - (3)
We bound the term 1 by:
2\/ﬁ||du,m - dﬁN,m||<><>,X~
the term 2 by
2y/nW; (dps,m(1)s dym (Ain))
and the term 3 by
2VnE([|dym = dyiymlloe.x]-
This is proved in the three following lemmata. |
» Lemma 29 (Study of term 3). We have
Wi (/AW (i (i), g (1)), £/ W (i (i) A (12,))) ) <
2\/HE[||du,m - dﬂN,mHoo,X]-

Proof. To bound this Li-Wasserstein distance, we choose as a transport plan the law of the
random vector

(\/>W1( LN, m( ) d/j},,m(ﬂ/n)% \/EWZ (dp,m(/z7b); du,'rn(/z/n)))a

with fn, fil,, fin—n and fy_, independent empirical measures of law p. Then the L;-
Wasserstein distance is bounded by:

EH\/ﬁwl (dﬂzv,m(.dn)a d;i},,m(lz/n)) - \/HWJ (du,m(/zn)a du,m(ﬂln))‘]a



22

The DTM-signature for a geometric comparison of metric-measure spaces.

which is not bigger than:

VIEW (dgiym (fin) s dpm (An)) + Wi (dyag m (i) iy (f5))]

We bound the term E[W1(ds,,m(£n); dum(fn))] by E[lldy m —djiy,mlleo,x], thanks to Lemma
32. |

» Lemma 30 (Study of term 2). We have

Wi (LW (dm(Fin)s Ay (7)) LW (g (127, s (105)) i) <
2\/>W1( um() u,m( ))

Proof. Let 7 be the optimal transport plan associated to Wi (d, m (1), dy,m(fin)); see the
definition of the L;-Wasserstein with transport plans.

From a n-sample of law 7, we get two empirical distributions d,, ., (f,) and d,, . (©5).
Independently, from another n-sample of law 7, we get d,, ., (£i},) and d,, m (1rF).

The L;-Wasserstein distance is then bounded by:

ViErengron Wi (dy,m(fin), dpm(17,)) + Wi (dpm (), dpm (7))

n
i=1ln

§ d“ m(Yi)<t — — E d,,L m(Z;)<t

1 oo
<= Z/ Ly m(viy<t = La,u(z <o) dt
iz =0

Now remark that, if we denote fi,, = > ; L6y, and pj, = 31| 265,, we have:

Wl (du,m(/-zn) d (:un /

1 n

E Z |d#7m( Yi) - d,u,m(Zz‘)| .
i=1

So, the Li-Wasserstein distance is not bigger than

2\/>]EH u7n( ) d;t,m(Z)Hv

with (d,m(Y),dum(Z)) of law 7, so we get the upper bound:

2v/n (W1 (d,u,,m(ljf)u du,m(/iN)) :

<
» Lemma 31 (Study of term 1). We have
W (ﬁ(\/ﬁwl(du,m(ﬂmvdu,m(ﬂlrf))mN):L(\/EWI (d;zN,m(N*n)’dﬁN,m(M'{f))\ﬁN)) <
2\/ﬁ||du,m - d/iNJnHOO,X-
Proof. It is the same proof as for the first lemma, except that fiy is fixed. |

» Lemma 32. Let v, u and i’ be some measures over some metric space (X,0), we have:

Wl(du,m(y w, m / ‘du m u m( )‘dl/(ﬂi) < ||du,m - du’,m”oo7Supp(u)~

Proof. We chose the transport plan (d,, m(Y),du m(Y)) for Y of law v. <
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Thanks to Proposition 5 and to the fact that the distance to a measure is 1-Lipschitz, we
can derive another upper bound depending only on the L;-Wasserstein distance between the
measure u and its empirical versions:

» Corollary 33. The quantity Wy (EN,n,m(,uqN),£7v7n7m(ﬂNaﬂN)) is upper bounded by:

2V 7, (] + 27 (14 1 ) Wi, ).

The rates of convergence of the Li-Wasserstein distance between a Borel probability
measure on the Euclidean space IR? and its empirical version are faster when the dimension d
is low; see [17]. Thus, we prefer to use the first bound for regular measures. In this case, we
use rates of convergence for the distance to a measure, derived in [11]. For regular measures,
in some cases, the bound in Lemma 28 is better than the bound in Corollary 33.

C.3 An asymptotic result with the convergence to the law of
G = Gnlln

Proof of Lemma 16:

The random function /n (de,m(u) - de,m(/jn)) converges weakly in L; to some gaussian
prossess G,,,m with covariance kernel k(s,t) = Fy, , ) (s) (1 = Fa, () (1)) for s <t; see [13]
or part 3.3 of [4]. Thanks to Theorem 2.8 in [3], since Ly x L; is separable and fi,, and fi,
are independent, the random vector

(Ve (Fa, ) = Fapntin)) s VI (Fay ) = Fag i)

converges weakly to (G,m, G}, )

Since the map (x,y) — x — y is continuous in L;, the mapping theorem states that

Hym

Vn (qu,m(liil) — Fdwnwn)) converges weakly to the Gaussian process G, .., — G/, ,, in L.

fi;m
Once more we use the mapping theorem with the continuous map x +— ||z||; and the definition

of the L{-Wasserstein distance as the Li-norm of the cumulative distribution functions to
get that:

VWi (dy,m (i), dm () ~ [1Gpum = Gyl 1

We then get the convergence of moments following the same method as for Theorem
2.4 in [13]. We have the bound E[||t — 14, . (x,)<t — La,_.(vy)<tll1] < D, < oo. Moreover,
the random function /n (qu)m(l%) - dem(ﬁ”)) converges weakly to the gaussian process

Gpm — G, ,, in L1. So, thanks to Theorem 5.1 in [12] (cited in [1] p.136), we have:

E[VaWi(dy,m(fin), dpm (7)) = El|Gum — G ll1]-

We deduce that:

Wl (ﬁ (\/Ewl (d,u,m (ﬂn) adu,m (lzln))) ,E (”G#,m - G:L,mHl)) — 0.

Moreover, we have the bound:

Wwh (E (\/ﬁwl (du,m (ﬁn) adu,m (:[Z,n))) aEN,n,m(ﬂvﬂ)) < 2\/E]E[||du,m - dlzN7mH007X]'
So, if \/nE [||d;,m — dy,mllcc,x] = 0 when N — oo, we have that:

Wi (EN,n,m(,ua u)a L (”Gu,m - G/u,mHl)) — 0.

with G, and G/, ,, independent Gaussian processes.

23
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Finally, with the same arguments as for Lemma 28, we get that:

Wi (£7V,n,m(ﬂN7 ﬂN)v L (”G,u,m - G,/u,m”l)) <
wh (*C (\/EWI (du,m (ﬂn) ) du,m (ljln))) ,ﬁ (”Gu,m - G;,L,mHl))
+ 2\/ﬁvvl (du,m(ﬂ)v du,m (ﬂN)) + 2\/ﬁ||d#7m - dlizv,mHOO,X'

Proof of Proposition 17:

Let € < a and 1 be two positive numbers.
The probability P, ) (¢x = 1) is upper bounded by

P (\/ﬁwl (d/iN,m(/zn)7dﬁN,m(ﬁn)) > Ja+e — "7) +P (q& < Jae — 77) .

With a drawing, we see that P (§o < qa+e — 1) is upper bounded by

1 1 , N
P (W1 (£ (31Gnm — Gl + 351G = Gl ) £7) 2 en)

where £ = %E}F\f,n,m(ﬂNv ﬂN) + %£7V77L,m(ﬁN7 ﬁN)
Thanks to the weak convergences in Lemma 16 of the paper and the Portmanteau lemma,
limsupy o Py (¢ = 1) is thus upper bounded by

1 1
P (516G ~ Gl + 51Gun — Glnlh > anrc ).

We now make 7 and € go to zero and under the continuity assumption, lim supy _, o P,y (én = 1) <
a.
As well, we get that liminfy oo P(,,.) (on =1) > a.

C.4 The case of measures supported on a compact subset of R
Proof of part 2 of Proposition 18:

We may assume that the diameter D, of the support of the measure p equals 1. Indeed,
if we apply a dilatation to the measure to make the diameter of its support be equal to 1,
then the quantity Wi (Lx.m.m (1 1) L3 . (i, fiv)) is simply multiplied by the parameter
of the dilatation. By using Corollary 33 and Theorem 1 of [17], we have a bound for the
expectation:

CYEN—d if d>2
CYrN-3 if d<2

m

for some positive constant C' depending on y.

Proof of part 3 of Proposition 18:

First remark that for A > 1,

P (Wl (ACN,n,m(,Uw N); L?\me (ﬂN7 ﬂN)) Z >\) =0
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under the assumption D, = 1. We thus focus on values of A not bigger than 1. In this case,
with the Theorem 2 of [17], we get easily that:

P (W1 (LN,nm (s 1), L (v, in)) = A) <

1 d
Cexp <—C” (/\Njﬁm - C’") > for d>2
2
VNm _" ./ _N og —-n
Cexp | —=C' v AT o losUHN ) for d=2
° 2vVN
! g<2+ %Afc’u / Nﬂn log(1+Nn)>
2
Cexp <C' (A% — C”) ) for d<2

for some positive constants C, C' and C" depending on pu.
We conclude the proof with the Borel-Cantelli lemma. B

Proof of part 1 of Proposition 18:

We need to show that under the assumption p > %, the following properties are
satisfied:

VRE[[[dym = iy, mlloo,x] = 0,
VAW (dpm (1), dpm (i) = 0 ace,

and

\/ﬁHdN,m - dp:N7m||oo,X — 0 a.e..

We treat the case d > 2. The cases d < 2 and d = 2 are similar.
Thanks to Theorem 1 of [17], there is some positive constant C' depending on u such that
for N big enough:

E[W: (fiy, )] < CN77.

Thus, thanks to part 2 of Proposition 18, the quantity /nIE[||d, m — diy,mlle,x] goes to
zero if %N —a goes to zero when N goes to infinity. So, this convergence occurs under the
assumption p > g.

We get from Theorem 2 of [17] that for < 1, there are some positive constants C' and ¢
depending on p such that:

P (Wi (fin, ) > ) < Cexp(—cNz?).

m 1

We use this inequality with x = N for positive integers K. Thanks to the Borel-Cantelli

lemma, under the assumption p > %, we get that:

n ~
%Wl(u,m\z) — 0 a.e..

So, thanks to Proposition 5, the third property is true.

To finish, remark that d, ,,(fin) is the empirical measure associated to d, ,,(u). Once
more we use Theorem 2 of [17] and get that for < 1, P(v/nWi(dum(fn), dum(p)) > z) <
Cexp(—c z?). Thanks to the Borel-Cantelli lemma, under the assumption p > 1, the a.e.
convergence to zero of v/nW1 (dy,m (1), dy,m (fin)) occurs. B
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C.5 The case of (a,b)-standard measures

Let u be a Borel probability measure supported on a connected compact subset X of
R?. We assume this measure to be (a,b)-standard for some positive numbers a and b.
In this part, we derive rates of convergence in probability and in expectation for the
quantity ||dy,m — dumllec,x. Thanks to these results, we can derive upper bounds and
rates of convergence in expectation for W, (EN,mm(p,u),E}‘v,n’m(ﬂN,ﬂN)). We finally
propose a choice for the parameter N depending on n for which the weak convergences
LN man(1s1) = [ Grom = Gl and L (s i) = [ G — Gy 1 ocC.

C.5.1 Upper bounds for P(y/n||d;.m — dpmllecx = A)

We use the bounds given in Theorem 1 of [11], with the bound for the modulus of continuity

1
given by Lemma 3 in [11]: w(h) = (%) . We directly get the following lemma:

» Lemma 34 (Upper bound for |d,;,.m(z) — dy,m(z)|). Let x be a fized point in X and A a
positive number. We have,

2P (i (2) = dun(8)] 2 2) <

exp (—2a%Nme_2 /\2) + exp (—%N%mbkb) + exp (—a%N%mA> .

In order to derive an upper bound for ||d;, m — djmlsc,x, like in [11], we use the fact
that the function distance to a measure is 1-Lipschitz and that X is compact, which means
that we can compute a bound by upper-bounding the difference |d;,, m(z) — d,,m(z)| over
a finite number of points « of X. Thanks to the following lemma, the minimal number of

d
points needed for this purpose is not bigger than %:
» Lemma 35. Let p1 is a measure supported on X a compact subset of R, and for X > 0

denote N (u, A) = inf{N € N, Jzy,22...an8 € X, U;ep vy Bz, A) D X} Then, we have:

d
(DH\/E + A)
Ad '
Proof. The idea is to put a grid on the hypercube containing A with edges of length D,,.
The grid is a union of small hypercubes with edges of length equal to %, so that the number

d
of such small hypercubes into which the big one is split is not superior to (D”T\/a +1) .

N (n,A) <

Then, we decide that each time the intersection between X and some small hypercube
is non-empty, we keep one of the elements of the intersection. We denote z; the element
associated to the i-th hypercube. Finally, each point x in & belongs to a small hypercube,

and its distance to the corresponding x; is smaller than 2:1 % =\ |
We thus derive upper bounds for \/n||d;,. m — dymlec,x:
» Proposition 36 (Upper bound for v/n|d;iy,m — dpmllec,x). We have,
X
2 (4D, Vd + 1)

2 2b—2 b+1 1 b+1
a®* Nm™5 a N=zmb a® N2 m
exp <2n)\ ) +eXp (221)_1’”‘3)\ +eXp 7? TL% A

d P(\/ﬁ”dﬂmm - du,mHoo,X > )‘) <
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Proof. Since the function distance to a measure is 1-Lipschitz, we get that:

A
Idsin,m = dpmlloc, e < 5 + sup{|d iy m (i) — dum(20)]},

for the family (x;); associated to a grid which sides are of length equal to ﬁ. We can thus

bound the probability P(||d,y,m — du,mllsc,x = A) by:

N(m%) \
Z P (|dﬂN,m($i) - du,m(xi)l > 2) y
i=1
d
with N (M, %) < % thanks to Lemma 35. |

C.5.2 Upper bounds for the expectation E|||d;, » — dym|x.x]

In order to get upper bounds for E[||d;y m — dyu,mlleo,x], We use the same trick as used in
[11], which is:

» Lemma 37. Let X a random variable such that:
P(X > A) <1ADXN Zexp(—cA?)

for some integers q and s and some D > 0.
We have:

< () (3)

More particularly, if ¢ > exp D 5 then:

<2 (%) (9

1
Proof. For any \g > 0, that we can choose as \g = [ln K] , we get that:

—s

vep (8 O

S

1
s

l‘
E[X] <X+ DX % exp(—cA®)dA
Ao
A—q—s-&-l
<X+ D% ——exp—c)§
CS
Y L pnK] =
Cé SCC_(I_SS-H K
_ [InK]¢ [1nK]:D[1nK]’i’S 1
C% C% sc_sq K
In K|* In K]~
:[nl] 14 plo ]7q
cs sKc—

Finally, if we choose K = c¢*, we get:

w= ' [2]

S

—s

—i== (1110)_{15'] .

1+D{3}
S S
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From this lemma, we can derive the following lemma.

» Lemma 38. We have,

E[Vnlldiy,m = dumlloo.x] <

n: 1 Nm%l:2
lN%m% o8 n

for some constants [J depending on a and b.

C.5.3 Upper bounds for the expectation of
W1 (EN,TL,m(/% N)? ‘C}(V,n,m(lan ﬂN))

Proof of part 2 of Proposition 20:

For all A > 0, for any measure p Ahlfors b-regular with parameters (a,c0) supported on a
connected compact subset of R?, we can use Lemma 28 and Lemma 38 together with the
rates of convergence of the L;-Wasserstein distance between empirical and true distribution

in [4] to get the following result.

If m > %, then for n big enough we have, for some constants [J depending on a and b:

E [Wl (‘CN,TL,m (H, :u)? l:*N,n,'rrL(:&Nv :&N))]

% Nm2hb—2 %
mo
1
ns N
m

3

0

1 b+1
nz N2 m
—ng(N)Hl log< 3 >
2m
1
nz2
O .
THT

<

C.5.4 Convergence to the law of |G, — G} .|

Proof of part 1 of Proposition 20:

In order to get these two results, we use Lemma 16. The convergence to zero of v/nlE[||d,;, »m —
i _,mlloo,x] is a direct consequence of Lemma 38. We can derive a bound of its rate of con-
vergence in n2 =%, up to a logarithm term. The a.e. convergence of VW (dym (1), dpm (AN))
to zero is derived as in the proof of Proposition 18, with the assumption p > 1. Finally, the

a.e. convergence of \/n|d,

— djiy,mlloo,x to zero is a consequence of Proposition 36 and of

the Borel-Cantelli lemma. It occurs under the assumption p > 1. B
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C.6 The power of the test
Proof of Proposition 21

» Lemma 39. Let a, x be two positive numbers and L and L* two laws of real random
variables. We denote qq, (respectively ) the a-quantile of the law L (respectively L£*). If
Wi(L,L*) < K then:

K
*
Proof. With a drawing, since the Li-norm between F, and F,« is smaller than x, we have:

Fre (q% +2£) >1-a.

In this part we assume that m is fixed in [0,1] and N = ¢n” for some p > 1 and ¢ > 0.
Recall that our aim is to upper bound the type II error, that is:

]P(u,u) (\/EWI (dﬂN,m(ﬂn)»dﬁN,m(l)\n)) < qa) .

For some k = n?” with v in [O, %) to be chosen later, we first upper bound the quantile
(o with high probability.

As noticed in the proof of Lemma 16, the law of /nW1 (dy m(fin), du,m(f,)) converges
to L(||Gum — G, 1), there is also the convergence of the first moments. So, for n big
enough, we have:

Wi (L (VAW (dpum(fin), A (A7) 5 LU Gpam = Gumll1) < 1.
Then, under the assumption

WL (VAW (dppm(fin), Ay () 5 £ (s i) < 5,
we have

WL Gpm = G nll1)s L (v, in)) < 5+ 1.

We can do the same thing for v. Thus we get that for n big enough and under the previous
assumptions:

29

1 1 1 A 1., N
W1 (FE0G s = Glnll) + 5L G = Gl L) + G- 9) ) < L.

And thanks to Lemma 39,

1
+2/4:—|- ’
«

do <4

R

with q, the a-quantile of the law %ﬁ(”@u,m -G, )+ %L(”Gu,m -Gy, lh)-
We need to remark that with similar arguments as for Lemma 28, we have:

W1 (‘C (\/ﬁwl (du,m(ﬁn)> du,m(ﬂ/n))) ’ E}K\’,n,m(ﬂN7 ﬂN)) <

Vn .
2VIDullFay () = Fay i) oo, 0,) + 2= Wi (pss o).
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Now remark that
VW, (dﬂzv,m(/zn)a dﬁN,M(ﬁn)) > /nW, (du,m(ﬂ)adu,m(y))
—/nW (dﬁw,m(ﬁn)7du,m(/‘)) —VnWy (dﬁN’M(VAn)»du,m(V)) )

but as well, thanks to Lemma 32, the definition of the L;-Wasserstein distance as the
Li-norm between the cumulative distribution functions and to Proposition 5:

VnWi (dliN,m(/zn)a du,m(.u)) <
N

WWl(.uv An) +VDuml| Fa, i) = Fapo(u) oo, 0,0,

with D,, ,,, the diameter of the support of the measure d, ., (1). So, we can finally upper
bound P, (\/ﬁWl (dﬁN_mm(/in),dl;N_mm(ﬁn)) < qa) by

K

i (\/BD/“‘qu.m(N) - qu,m(ﬂN)HOO,(O,DH) > Z) +
K

P (ﬁDuHde,m(u) — Fa, o) oo, 0,0,) = 1) +

2P (*/ﬁwl(u,fw) > Z) 4P (‘T/nﬁwl(y, D) > :) n

m

Wi (dysm (1), dvm (V) asg (4+Oz)fﬁ+4)
P F - F o Z (ad) ’ ) _ 2 _
(10 = il 2D, 2Dy /i D/
Wi (dy,m (), dv,m(v)) dg (4+a)k+4
]P <|qu‘m(’)n) - qu,m(”) H007(07Du) 2 k QDU m - QDV :l\/ﬁ - 4D1/ mOé\/ﬁ :

For all positive €, for n big enough, remark that the sum of the last two terms can be
bounded thanks to the DKW-Massart inequality [21], by

Lexp (_ we <du,m<u>,du,m<v>>n> |

(2 4+ €) max {Di,Dg}

Remark also that thanks to the DKW-Massart inequality, the first term can be upper
bounded by

1 —142
2 exp (—82)3071’) 7).

The second term is similar. Thanks to Theorem 2 in [17], the third term is upper bounded by
c1 exp (—Cdenp“Ld”_%) ,

for some fixed constants ¢; and c3. The remaining terms are similar.

Since p > 1, we can choose a positive 7 satisfying: v < %, p+d’y—% >land p—1+2y > 1.
So the two last expressions are negligible in comparison to the first one.

So, for n big enough, P, ) (v2W1 (djiy.m(fin), Aoy, m(Pn)) < Ga) is upper bounded by

2
4exp _Wl (du,m(ﬂ)vdu,m(y))n .
3 max {D2 ng}

Hymo
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C.7 Numerical illustrations

In this section, we give details on the simulations presented in Section 5. Recall that
we consider the measure ., that is, the distribution of the random vector (Rsin(vR) +
0.03N, Rcos(vR) + 0.03N’) with R, N and N’ independent random variables; N and N’
from the standard normal distribution and R uniform on (0, 1).

From the measure 19 we get a N-sample P = {X3, Xo,..., Xy}, where N = 2000. As
well, we get a N-sample @ = {Y¥7,Y2,...,Yn} from the measure ugg. It leads to the empirical
measures fijo,n and flgg, nv. On Figure 3, we plot the cumulative distribution function of the
measure g, v.m(f10,n), that is, the function F' defined for all ¢ in R by the proportion of
the X; in P satisfying dj;,, ,,m(X;) < t. It approximates the true cumulative distribution
function associated to the DTM-signature d,, ., (). As well, we plot the cumulative distri-
bution function of the measure dg,, ,,m(f20,n). Observe that the signatures are different.
Thus, for the choice of parameter m = 0.05, the DTM-signature discriminates well between
the measures p19 and pgg.

In Figure 4, for m = 0.05 and n = 20, we first generate Nj;c = 1000 independent
realisations of the random variable /nW1(dig y_,..m(A10,n), g, m(fi%g,n)), Where fig n
and ﬂ/w,N are independent empirical measures from p10, flio,n = & fi10,n + %ﬂm}]\] and
fo.n = % Mlon + NP0 n—n- We plot the empirical cumulative distribution function associ-
ated to this N-sample. As well, from two fixed N-samples from the law p19, P and @, we
generate a set boot of Nj;c random variables, as explained in the Algorithm in Section 4.1,
and we plot its cumulative distribution function. Remark that the too cumulative distribution
functions are close. It means that the a-quantile of the distribution of the test statistic is
well approximated by the a-quantile of the bootstrap distribution.

The Figure 5 is obtained by applying the test DTM and the test KS to two independent
N-samples, 1000 times independently, and by averaging the number of rejections of the
hypothesis Hy. For the type-I error, the N-samples are both from pu1g, as for the power, a
sample is from pi19 and the other one from p,,.
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