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Abstract

This paper deals with the classification of grassland management practices using high resolution satellite

image time series. Grasslands considered in this work are semi-natural elements in fragmented landscapes,

i.e., they are heterogeneous and small elements. The first contribution of this study is to account for grassland

heterogeneity while working at the object scale by modeling its pixels distributions by a Gaussian distribution.

To measure the similarity between two grasslands, a Gaussian mean map kernel is proposed as a second

contribution: the α-Gaussian mean kernel. It allows to weight the influence of the covariance matrix when

comparing two grasslands. This kernel is used in Support Vector Machine for the supervised classification of

three management practice types in 52 grasslands from south-west France, using an intra-annual multispectral

time series of Formosat-2 satellite. Results in terms of classification accuracy and processing time are compared

to other pixel- and object-based approaches. The proposed modeling showed to be the best compromise

between processing speed and classification accuracy. It can adapt to the classification constraints and it

encompasses several similarity measures known in the literature.
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I. Introduction

Grasslands are semi-natural elements that represent a significant source of biodiversity in farmed landscapes

[1]–[4]. They provide many ecosystem services such as carbon storage, erosion regulation, food production,

crop pollination, biological regulation of pests [5], that are linked to their plant and animal composition.

Agricultural management of semi-natural grasslands is essential for their biodiversity conservation. The

species composition in a grassland is impacted by the farmer’s management practices [6]–[10]. However, an

intensive use constitutes a threat for this biodiversity [10], [11]. Indeed, the anthropogenic events in the

grasslands, like mowing, grazing, fertilizing and/or reseeding, disturb the natural cycle and the structure of

the vegetation. This diversity of species needs to be preserved, as recent studies showed that service-providing

species are the most sensitive to an increase in land use intensity [12], [13]. At the same time, grasslands

being the main livestock feeding resource, it is important to find a tradeoff between biodiversity conservation

and grassland productivity. Therefore, it is essential to identify the management practices (number of cuts,

intensity of grazing) in each grassland in order to predict their effect on biodiversity and related services.

Usually, ecologists and agronomists characterize grasslands at the parcel scale through field surveys. However,

these surveys require important human and material resources, the knowledge of the assessor and a sampling

strategy, which make them expensive and time-consuming. They are thus limited spatially and in temporal

frequency, limiting grassland characterization at the local scale.

Conversely, remote sensing offers the possibility to provide information on landscapes over large extents,

because of the broad spatial coverage and regular revisit frequency of satellite sensors [14], [15]. In this context,

satellite images have already appeared to be an appropriate tool to monitor grasslands over large areas with a

high temporal resolution.

In the remote sensing literature, grasslands have relatively not been studied much compared to other

land covers like crops or forest [16]. Most of studies focusing on grasslands have agronomic applications,

such as estimating biomass productivity and growth rate [17]–[19] or derivating biophysical parameters

like LAI, fPAR and chlorophyll content [20]–[24]. Studies having biodiversity conservation schemes such as

assessing plant diversity and plant community composition in a grassland are usually based on ground spectral

measurements or airborne acquisitions at a very high spatial resolution [25]–[31]. However, such acquisitions

are time-consuming and expensive and thus do not allow continuous monitoring of grasslands over the years.

Using satellite remote sensing images, grasslands have been studied a lot at a regional scale with medium

spatial resolution sensors (i.e., MODIS, 250m/pixel [17], [18], [32]), where the Minimum Mapping Unit (MMU)

is at least of hundreds of meters. This scale is suitable for large, extensive, homogeneous and contiguous

regions like steppes [33], but not for fragmented landscapes that are usually found in Europe and in France
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(a) (b)
Figure 1. Digitalized grasslands (in red) from the dataset used in this study on a (a) Sentinel-2 image (10m) and a (b) MODIS
image (250m).

particularly [34]. These landscapes are made of a patchwork of different land covers which have a small

area [34]. In these types of landscapes, grasslands can be smaller (less than 10, 000m2) than the pixel resolution

[15] (see Fig. 1 for a graphical example). As a consequence, pixels containing grasslands are usually a mixture

of other contributions, which can limit the analysis [35], [36]. As examples, Poças et al. [37] had to select

large contiguous areas of semi-natural grasslands in a mountain region of Portugal to be able to use SPOT-

VEGETATION data (1-km resolution). Halabuk et al. [38] also had to select only one MODIS pixel per

homogeneous sample site in Slovakia to detect cutting in hay meadows. A 30-m pixel resolution is still not

sufficient for grassland characterization. Lucas et al. [39] and Toivonen and Luoto [40] showed that it was more

difficult to classify fragmented and complex elements [41], like semi-natural grasslands, than homogeneous

habitats, using Landsat imagery. Price et al. [42] classified six grassland management types in Kansas using

six Landsat images, but the accuracy of the classification was not satisfying (less than 70%). Therefore, to

detect small grasslands in fragmented landscapes, high spatial resolution images are required [15], [43], [44].

For high spatial resolution images (about 10m/pixel), few intra-annual images are usually available for

a given location [45]. However, Buck et al. [46] concluded that three Rapid-Eye images per year were not

enough to detect the mowing practices in grasslands. It was confirmed by Franke et al. [47] who increased the

classification accuracy when using more Rapid-Eye images (from three to five images) to identify grassland

use intensity. Some works report results with few images per year, such as Dusseux et al. [48], but on artificial

and/or almost monospecific grasslands (mainly composed of rye-grass and clover). They can be considered

as similar to crops in terms of phenology and homogeneity and do not reflect the diversity of semi-natural

grasslands. In their study for mapping grassland habitat using intra-annual Rapid-Eye imagery, Schuster et

al. [49] concluded the more acquisition dates were used, the better the mapping quality.

Given the heterogeneity of grasslands in fragmented landscapes, their phenological cycle and the punctuality

of the anthropogenic events (e.g., mowing), dense high spatial resolution time series during the vegetation
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cycle are necessary to identify the grassland management types [15], [49]–[51]. Until recently, satellite missions

offering high revisit frequency (1-16 days) had coarse spatial resolution (i.e., NOAA AVHRR - 1km, MODIS -

250/500m). Conversely, high spatial resolution missions did not provide dense time series and/or were costly

(i.e., QuickBird, RapidEye) . For these reasons and compared to crops, grasslands differentiation through

Earth observations is still considered as a challenge [49]. However, new missions like Sentinel-2 [52], with very

high revisit frequency (5 days) and high spatial resolution (10 meters in four spectral channels, 20 meters in

six channels) provide new opportunities for grasslands monitoring in fragmented landscapes [51] at no cost,

thanks to the ESA free data access policy. For instance, the high spatial resolution could allow to identify

grassland-only pixels in the image and several pixels could belong to the same grassland plot. Hence, the

analysis can be done at the object scale, not at the pixel scale, which is suitable for landscape ecologists and

agronomists who usually study grasslands at the parcel scale [53]. Thus, object-oriented approaches are more

likely to characterize grasslands ecologically [54], [55]. Yet, a lot of works consider pixel-based approaches

without any spatial constraints [17], [40], [42], [46], [47], [49], [56].

At the object scale, grasslands are commonly represented by their mean NDVI [18]. But such representation

might be too simple since it does not account for the heterogeneity in a grassland. Sometimes, distributions

of pixels as individual observations are still better than the mean value to represent grasslands, as in [51].

Lucas et al. [39] used a rule-based method on segmented areas for habitat mapping but it did not work well

on complex and heterogeneous land covers. Esch et al. [57] also used an object-oriented method on segmented

elements then represented by their mean NDVI. These methods based on mean modeling do not capture well

grasslands heterogeneity. Other representations can be found in the literature, taking standard deviation and

object texture features as variables [58], but they were not applied on time series. In our knowledge, these

methods do not use the high spatial and the high temporal resolutions jointly. Moreover, all these studies

used vegetation indices as a variable. It has been shown that classification results are better when using more

spectral information [34], [59].

A few works have been done on addressing the high spatio-spectro-temporal resolutions in the literature.

Yet, it is the type of data the new satellite sensors are now offering. Such time series bring new methodological

and statistical constraints given the high dimension of data (i.e., number of pixels and number of spectral

and temporal measurements). When dealing with more variables, it increases the number of parameters

to estimate, increasing the computation time and making the computation unstable (i.e., ill-conditioned

covariance matrices...) [60]. Thus, the use of high dimensional data requires to adapt the methodological

and statistical approaches to process a robust supervised classification. Therefore, classifying grasslands at

the parcel-scale, using dense multispectral time series with high spatial resolution is still a challenge and
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appropriate models are lacking.

In the present study, we introduce a model suitable for the classification of management practices in

semi-natural grasslands using satellite image time series (SITS) with a high number of spectro-temporal

variables, e.g., Sentinel-2 data. The first contribution of the method is to model a grassland at the object-scale

while accounting for the spectral variability within a grassland. We consider that the distribution of the pixel

spectral reflectance in a given grassland can be modeled by a Gaussian distribution. The second contribution

is to propose a measure of similarity between two Gaussian distributions that is robust to the high dimension

of the data. This method is based on mean maps. The last contribution is the application of the method

on grassland management practices classification, which is a non common application in that field. In our

knowledge, mean maps have not yet been used on Gaussian distributions for supervised classification of SITS

at the object scale.

In the next section, the materials used for this study are presented. The different types of grassland modeling

are presented in section III. Then, the mean map kernel method to measure the similarity is introduced in

section IV. Following that, we experiment the method and other conventional methods on the classification of

a real dataset in section V. Finally, conclusions and prospects are given in section VI.

II. Materials

A. Study site

The study site is located in south-west France, near the city of Toulouse (about 30 km), in a semi-rural

area (center coordinates: 43◦27′36′′N 1◦8′24′′E, Fig. 2). This region is characterized by a temperate climate

with oceanic and mediterranean influences. The average annual precipitation is 656 mm and the average

temperature is 13◦C. The north of the site, closer to the urban area of Toulouse, is flat, whereas the south-west

of the site is hilly. The eastern part corresponds to the Garonne river floodplain and this location is dominated

by crop production. Within this study site, livestock farming is declining in favor of annual crop production.

Grasslands are mostly used for forrage or silage production. Some grasslands, located in the south-western

part of the area, are pastures for cattle or sheep. The extent of the area is about 440km2 and is included in

the satellite image extent (Fig. 2).

B. Satellite data

The satellite image time series (SITS) consists of 17 Formosat-2 images acquired in 2013 and 15 images

acquired in 2014 (Fig. 3). In this study, we worked on each year separately. Formosat-2 has four spectral

bands with an 8-meter spatial resolution: B1 "Blue" (0.45 - 0.52µm), B2 "Green" (0.52 - 0.6µm), B3 "Red"
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Figure 2. Study site location in south-west France. It is included in the satellite image extent.

(0.63 - 0.69µm), B4 "Near Infra-Red (NIR)" (0.76 - 0.9µm). The extent of an acquisition is 24km × 24km.

The images were all acquired with the same viewing angle. They were orthorectified, radiometrically and

atmospherically corrected by the French Spatial Agency (CNES). They were provided by the Center for the

Study of the Biosphere from Space (CESBIO) in reflectance with a mask of clouds and shadows issued from

the MACCS (Multi-sensor Atmospheric Correction and Cloud Screening) processor [61], in the frame of the

Kalideos project.

To reconstruct the time series due to missing data (clouds and their shadows), the Whittaker filter [62] was

applied pixel-by-pixel on the reflectances in each spectral band. The smoother was adapted for unequally

spaced intervals and accounted for missing data (see [59] for a detailed description of the method). The

smoothing parameter was the same for all the pixels. It was equal to 105 for year 2013 and to 104 for 2014,

after an ordinary cross-validation done on a subset of the pixels for each year. An example of smoothing on a

grassland pixel is provided in Fig. 4. This pixel is hidden by a light cloud during one image acquisition (red

cross). Notice that the smoothing is done at the cost of minimizing the local maxima.

The smoothed time series associated with each of the four spectral bands were then concatenated to get a

unique time series per pixel.
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Figure 3. Satellite image time series acquisition dates in (a) 2013 and (b) 2014.
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Figure 4. Example of time series reconstruction (blue dots) with Whittaker smoother for a pixel of a grassland in the four spectral
bands. The black crosses correspond to the original 2013 Formosat-2 time series and the red ones correspond to missing/noisy
data due to the clouds. The x-axis represents the month of year 2013 and the y-axis is the reflectance.

C. Field data

The dataset is composed of 52 grasslands that were selected during a field survey in May, 2015. The past and

current management practices were determined for each parcel by interviewing the farmers or grassland owners.

The practices remained stable for the years 2013 and 2014. Four management types during a vegetation cycle

were identified: one mowing, two mowings, grazing and mixed (mowing then grazing). We eliminated the

type "two mowings" of the dataset because of its under-representation (only three parcels). The management

types were used as classes for the classification (Table I). The grasslands have been extracted from the French

agricultural land use database (Registre Parcellaire Graphique) (Fig. 5) in a polygon form. A negative buffer of

8 meters was then applied to eliminate the edge effects, before rasterizing the polygons. The average grasslands

surface area is about 10, 000m2. The smallest grassland is 1, 632m2 (which represents 25 Formosat-2 pixels)

and the largest is 47, 111m2 (735 pixels) (Fig. 6).

III. Grassland modeling

In this work, each grassland gi is composed of a given number ni of pixels xik ∈ Rd, where k is the pixel

index such as k ∈ {1, ..., ni}, i ∈ {1, . . . , G}, G is the total number of grasslands, N =
∑G
i=1 ni is the total
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Table I
Grassland management types and composition of the dataset.

Class Nb of grasslands Nb of pixels

Mowing 34 6265
Grazing 10 1193
Mixed 8 1170
Total 52 8628

(a) (b)

(c) (d)
Figure 5. False color Formosat-2 images of the same grassland on two close dates (June and October) in 2013 and 2014 with the
same color scale. (a) 2013-06-06, (b) 2013-10-27, (c) 2014-06-05, (d) 2014-10-23. The blue line represents the polygon limits of
the grassland.

number of pixels, d = nBnT is the number of spectro-temporal variables, nB is the number of spectral bands

and nT is the number of temporal acquisitions. With each grassland gi are associated a matrix Xi of size

(ni × d) and a response variable yi ∈ R which corresponds to its class label.

In the following, two types of grassland modeling are discussed, at the pixel-scale and at the object-scale. A

more informative object-scale modeling is then proposed.

A. Pixel-scale

The representation of a grassland at the pixel scale has been used a lot in the remote sensing literature [17],

[40], [42], [46], [47], [49], [56]. The grassland can either be represented by all its pixels or by one pixel when
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Figure 6. Histogram of grasslands size in number of pixels ni. The red line corresponds to the number of spectro-variables
d = 68 in 2013.

the spatial resolution of the pixel is too coarse, see for instance [37], [38]. In this representation, a sample is a

pixel. Therefore, with each xik is associated the response variable yi of gi, but xik is processed independently

of all other xik′ of gi. However, this representation usually leads to aberrant classification results (e.g., salt

and pepper effect) [36], which are not expected when working at the grassland scale.

B. Object-scale

At the object-scale, the mean vector µi of the pixels belonging to gi is generally used to represent gi. It is

estimated empirically by:

µ̂i = 1
ni

ni∑
k=1

xik. (1)

In this case, a vector µ̂i ∈ Rd and a response variable yi ∈ R are associated with each grassland. This

representation might be limiting for a heterogeneous object such as grasslands since the spectro-temporal

variability is not encoded. To illustrate this bias, Fig. 7 shows on the left the set of pixels values in the NIR

band for two grasslands. From this figure, it can be seen that if the mean vector captures the average behavior,

higher variability can be captured by including the variance/covariance (right plot). The figure shows that the

first and second eigenvectors of the covariance matrix capture well the general trend in the grassland and the

main variations due to different phenologic behaviors in the grassland. This information cannot be recovered

by considering the variance feature only, covariance must also be included.

In this study, to account for the spectro-temporal variability, we assume that the density function of pixels

xi is, conditionally to grassland gi, a Gaussian distribution N (µi,Σi), where Σi is the covariance matrix

estimated empirically by:

Σ̂i = 1
ni − 1

ni∑
k=1

(xik − µ̂i)(xik − µ̂i)>. (2)
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Figure 7. Examples of 2013 time series evolution in the NIR reflectance band of Formosat-2 for a grassland of class (a) "mowing"
and (b) "grazing". The x-axis is the month of the year. The y-axis is the NIR reflectance value. The plot on the left shows the
evolution of all the pixels in the grassland and the temporal mean of these pixels in red. The plot on the right shows the temporal
mean in red, the temporal mean ±0.2 the first eigenvector in black and the temporal mean ±0.2 the second eigenvector in blue.

In this case, we associate with each gi its estimated distribution N (µ̂i, Σ̂i) and a response variable yi ∈ R.

The Gaussian modeling encodes first and second order information on the grassland by exploiting the variance-

covariance information. It is worth noting that if we constraint Σ̂i = Id, the identity matrix of size d, for

i ∈ [1, . . . , G], the Gaussian modeling is reduced to the mean vector. In the following, N (µ̂i, Σ̂i) is denoted

Ni.

IV. Similarity measure

A. Similarity measure between distributions

For classification purposes, a similarity measure between each pair of grasslands is required. With pixel-based

or mean modeling approaches, conventional kernel methods such as Support Vector Machine (SVM) with a

Radial Basis Function (RBF) kernel can be used since the explanatory variable is a vector. However for a



11

Gaussian modeling, i.e., when the explanatory variable is a distribution, specific derivations are required to

handle the probability distribution as an explanatory variable.

Many similarity functions generally used to compare two Gaussian distributions (e.g., Kullback-Leibler

divergence [63], [64], Jeffries-Matusita distance which is based on Bhattacharyya distance [65]) require the

inversion of the covariance matrices and the computation of their determinants. For a conventional multivariate

Gaussian model, the number of parameters to estimate for each grassland is d(d+ 3)/2. In the case where d is

large, the number of parameters to estimate can be much larger than the number of samples, making ill-posed

the inverse problem. This issue is faced in this study because grasslands are small elements of the landscape.

They are characterized by a number of spectro-temporal variables which is about the same order than the

number of pixels ni (see Fig. 6). Therefore, most of the estimated covariance matrices are non-invertible and

their determinants are null. Hence, conventional similarity measures used for moderate dimensional Gaussian

distributions are not suitable for high dimensional Gaussian distributions.

B. Kernel functions between distributions

Mean map kernels are defined to operate on distributions [66]. They have been used in remote sensing for

semi-supervised pixel-based learning in [67]. The authors define the similarity between two distributions pi

and pj as the average of all pairwise kernel evaluations over the available realizations of pi and pj (i.e., pixels

that belong to grasslands gi or gj). It corresponds to the empirical mean kernel [67, eq.(8)]:

Ke(pi, pj) = 1
ninj

ni,nj∑
l,m=1

k(xil,xjm), (3)

where ni and nj are the number of pixels associated with pi and pj respectively, xil is the lth realization of pi,

xjm is the mth realization of pj and k is a semi-definite positive kernel function.

It is possible to include prior knowledge about the distributions by considering the generative mean

kernel [66]:

Kg(pi, pj) =
∫
Rd

∫
Rd
k(x,x′)p̂i(x)p̂j(x′)dxdx′. (4)

Note that eq. (3) acts on the realizations of pi while eq. (4) acts on its estimation. When dealing with a large

number of samples, the latter can drastically reduce the computational load with respects to the former.

In our grassland modeling, pi and pj are assumed to be Gaussian distributions. In that case, if k is a Gaussian

kernel such as k(x,x′) = exp(−γ
2‖x− x′‖2), eq. (4) reduces to the so-called Gaussian mean kernel [68]:

KG(Ni,Nj) =
exp

{
−0.5(µ̂i − µ̂j)T

(
Σ̂i + Σ̂j + γ−1Id

)−1
(µ̂i − µ̂j)

}
|Σ̂i + Σ̂j + γ−1Id|0.5

, (5)
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where γ is a positive regularization parameter coming from the Gaussian kernel k and | · | stands for the

determinant.

This kernel is not normalized, i.e., KG(Ni,Ni) 6= 1, but the normalization can be achieved easily:

K̃G(Ni,Nj) = KG(Ni,Nj)
KG(Ni,Ni)0.5KG(Nj ,Nj)0.5

= KG(Ni,Nj)|2Σ̂i + γ−1Id|0.25|2Σ̂j + γ−1Id|0.25. (6)

With respect to the Kullback-Leibler divergence (KLD) and the Jeffries-Matusita distance (JMD), the

Gaussian mean kernel introduces a ridge regularization term γ−1Id in the computation of the inverse and of

the determinant [69]. Thus, the Gaussian mean kernel is more suitable to measure the similarity in a high

dimensional space than KLD and JMD. The value of γ controls the level of regularization. It is tuned during

the training process as a conventional kernel parameter.

However, in the case of very small grasslands, two problems remain. The first lies in the ridge regularization:

in this case, so low γ values are selected that it becomes too much regularized and it deteriorates the

information. The second problem is that the estimation of the covariance matrix has a large variance when the

number of samples used for the estimation is lower than the number of variables. Therefore, the covariance

matrix becomes a poorly informative feature. In the following, we propose a new kernel function that allows

to weight the covariance features with respect to the mean features.

C. α-Gaussian Mean Kernel

Depending on the level of heterogeneity and the size of the grassland, the covariance matrix could be more

or less important for the classification process. We propose a kernel including an additional parameter which

allows to weight the influence of the covariance matrix. It is done by the α-generative mean kernel:

Kα(pi, pj) =
∫
Rd

∫
Rd
k(x,x′)p̂i(x)(α−1)p̂j(x′)(α−1)dxdx′. (7)

When pi and pj are Gaussian distributions, k is a Gaussian kernel and the normalization is applied, the

expression reduces to the α-Gaussian mean kernel:

K̃α(Ni,Nj) =

exp
{
−0.5(µ̂i − µ̂j)T

(
α(Σ̂i + Σ̂j) + γ−1Id

)−1
(µ̂i − µ̂j)

}
|α(Σ̂i + Σ̂j) + γ−1Id|0.5

|2αΣ̂i + γ−1Id|0.25|2αΣ̂j + γ−1Id|0.25, (8)
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where α is a positive parameter. The proof is given in the appendix. It is interesting to note that particular

values of α and γ lead to known results:

1) α = 0: In this case, eq. (8) reduces to the Gaussian kernel between the mean vectors. It becomes therefore

equivalent to an object modeling where only the mean is considered.

2) α = 1: It corresponds to the Gaussian mean kernel defined in eq. (6).

3) α→ +∞: We get a distance which works only on the covariance matrices. It is therefore equivalent to

an object modeling where only the covariance is considered.

4) γ → +∞ and α = 2: The α-Gaussian mean kernel simplifies to a RBF kernel built with the Bhattacharyya

distance computed between Ni and Nj .

This proposed kernel includes several similarity measures known in the literature. Furthermore, new similarity

measures can be defined by choosing different parameters configuration. The α-Gaussian mean kernel is

therefore more flexible since it can adapt to the classification constraints:

• Whether the heterogeneity of the object is relevant or not,

• Whether the ratio between the number of pixels and the number of variables is high or low.

V. Experiments on classification of management practices

In this section, the experimentations are detailed. We first introduce the implemented competitive methods,

then the classification protocol is described and we finally present and discuss the results.

A. Competitive methods

Methods used to compare the effectiveness of the proposed method are presented below. They all rely on

SVM.

1) Pixel-based and mean modeling: These conventional methods use a RBF kernel.

• PMV (Pixel Majority Vote): The pixel-based method was described in section III-A. It classifies each

pixel with no a priori information on the object which the pixel belongs to. In order to compare to other

object-scaled methods, one class label is extracted per grassland by a majority vote done among the

pixels belonging to the same grassland.

• µ (mean): The distribution of the pixels reflectance of gi is modeled by its mean vector µi (see

section III-B).

2) Divergence methods: These methods are based on distance D between two Gaussian distributions. They

are used in a Gaussian kernel such as KD(Ni,Nj) = exp(−D2
ij

σ ), with σ > 0:
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Figure 8. Contribution of the proposed method in grassland analysis for supervised classification. αGMK consists in a general
modeling of the grassland at the object-scale and it encompasses several known modelings. The underlined methods are tested in
this study.

Table II
Methods used in this study.

Method PMV EMP µ HDKLD BD GMK αGMK

Scale Pixel Object Object Object Object Object Object
Expl. variable xik xik µi Ni Ni Ni Ni

Kernel RBF RBF RBF KHDKLD KB K̃G K̃α

Parameters σ, C σ, C σ, C σ, C σ, C γ, C γ, α, C
Nb of samples 8628 8628 52 52 52 52 52

• HDKLD (High Dimensional Kullback-Leibler Divergence): This method uses the Kullback-Leibler

divergence for normal distributions with a regularization on covariance matrices such as described in [70].

• BD (Bhattacharyya Distance): This method uses the Bhattacharyya distance in the case of normal

distributions :

B(Ni,Nj) = 1
8(µ̂i − µ̂j)>

(Σ̂i + Σ̂j

2
)−1

(µ̂i − µ̂j) + 1
2 ln

( | Σ̂i+Σ̂j

2 |
|Σ̂i|0.5|Σ̂j |0.5

)
.

Small eigenvalues of the covariance matrices have been shrinked to the value 10−5 to make the computation

tractable.

3) Mean map kernel based methods: These methods are based on mean maps kernels presented in section IV:

• EMP: This method uses the empirical mean map kernel of eq. (3).

• GMK (Gaussian Mean Kernel): This method is based on the normalized Gaussian mean kernel (eq. 6).

• αGMK (α-Gaussian Mean Kernel): This method is based on the normalized α-Gaussian mean kernel

(eq. 8).

Fig. 8 illustrates the relationships between the different methods. The characteristics of each method are

synthesized in Table II.
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Table III
Parameters tested for each method during cross-validation.

Method Parameters values
PMV σ ∈ {2−17, 2−16, . . . , 2−10}
EMP σ ∈ {2−18, 2−17, . . . , 2−10}

µ σ ∈ {2−18, 2−17, . . . , 2−10}
GMK γ ∈ {2−17, 2−18, . . . , 2−10}

HDKLD σ ∈ {215, 216, . . . , 225}
BD σ ∈ {210, 211, . . . , 218}

αGMK γ ∈ {2−18, 2−17, . . . , 2−13}
α ∈ {0, 10−3, 10−2, 10−1, 0.3, 0.5, 0.7, 0.9, 1, 2, 5, 10, 15, 20, 25}

B. Classification protocol

We compared the efficiency in terms of classification accuracy and processing time of all the presented

methods by classifying the "management practices" dataset (section II).

For each method, a SVM was used to classify the time series of year 2013 and of year 2014 independently.

The dataset was split randomly into training and testing dataset (75% for training and 25% for testing),

preserving the initial proportions of each class. 100 Monte Carlo runs were performed by selecting the same

individuals for all the methods given a repetition.

For each repetition, the optimal parameters were tuned by cross-validation based on the best F1 score.

Table III contains the grid search for all the methods. Note that a wide grid was searched for the parameter α

of αGMK to further analyze the distribution of selected values. The penalty parameter C of the SVM process

was chosen empirically and fixed to C = 10, after running several simulations. The classification accuracy for

each repetition was assessed by the Kappa coefficient and the F1 score computed from the confusion matrix.

The overall accuracy (OA) was computed but it is not presented here, because it does not reflect well the

accuracy of the classification as it is an unbalanced dataset. In order to compare each pair of methods, a

Wilcoxon rank-sum test was processed on the two distributions of the 100 Kappa coefficients.

The kernels and the SVM were implemented in Python through the Scikit library [71].

C. Results

The boxplot of Kappa and of F1 score distributions over the 100 repetitions are presented in Fig. 9. The

processing times for each method for year 2013 are shown in Fig. 10.

In terms of classification accuracy, methods based on divergences (BD and HDKLD) provided the worst

results. It is however worth noting that compared to BD, the high dimensional method developed in [70]

works slightly better. Pixel-based methods, mean modeling method and mean generative kernel methods
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provided similar results in terms of OA, Kappa and F1 score, except for PMV which was significantly worse

than the others for the year 2013. αGMK provided the highest values but it was not significantly better.

In terms of computational time (Fig. 10), the pixel-based methods required the largest processing times.

BD was also very long, mainly because of the shrinkage procedure. Mean modeling was the fastest, followed

closely by HDKLD. αGMK and GMK were equivalent in terms of computational times.

D. Discussion

The purpose of this work was to develop a model suitable for the classification of grasslands management

practices from dense SITS and robust to the dimension of the data. The proposed method was compared to

several competitive methods.

In this configuration, the divergence methods (BD and HDKLD) showed that they were not robust enough

to a high dimensional space. Nevertheless, HDKLD, which applies a regularization on covariance matrices,

worked better than BD which does not. Note that BD was successfully used in remote sensing for feature

selection in hyperspectral data [72]. However, in that case, it was not evaluated in full dimension, unlike in

our application.

Pixel-based methods are the most demanding in terms of computational time and they do not scale well

with the number of pixels. Indeed, they have to process N pixels instead of G grasslands with G � N .

Although they provided results close to the best results, using them on a large area might be difficult.

In addition, representing grasslands by the estimated distribution of their set of pixels decreased the

complexity during the SVM process. Therefore, object-scaled methods offer a lower computational load when

compared to empirical mean kernels and pixel-based methods.

Despite the mean modeling and the mean generative kernel methods (GMK and αGMK) performed similarly

well, the best results were given by αGMK for the year 2013. The proposed method proved to be the most

stable method in terms of variance of Kappa coefficient and F1 score over the two years.

In this context, including the covariance information helps to discriminate grasslands. However, if the

dimensionality is not properly handled, it deteriorates the process (e.g., BD and HDKLD). In this case, it is

preferable to use the mean values only. αGMK offers the possibility to weight the influence of the covariance

information in front of the mean. As a result, it provided at least as good results as the mean modeling and

as GMK, since it encompasses both.

It is furthermore interesting to analyze the optimal values of α found during the cross-validation and the

median of associated Kappa coefficients (Fig. 11). The highest Kappa coefficients were reached for higher

values of α̂. The worst Kappa were obtained with α̂ < 1. It shows the importance of the covariance information
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Figure 11. Bar plot of α values chosen by cross-validation and the median of associated Kappa coefficients (red dots), 2013 and
2014 taken together. NB: The values α̂ = 10−3 and α̂ = 10−2 were never selected.

in grasslands modeling: the heterogeneity in a grassland must be accounted for and it is not entirely well

represented by the mean only.

Therefore, the choice of modeling grasslands pixels distribution by a Gaussian distribution makes sense in

this context. It is particularly well appropriate for semi-natural grasslands, which are very heterogeneous,

contrary to crops or annual "artificial" grasslands which can be assimilated to crops. Nevertheless, in the

proposed kernel, this modeling was made flexible by regularizing the weight given to the covariance matrix.

Indeed, grassland modeling by the mean only could work in other contexts (i.e., young sown grasslands which

are more homogeneous). Moreover, some grasslands are so small that the covariance matrix is too badly

estimated. αGMK benefits from its high level of adaptability in front of the object configuration: no choice

has to be made between a Gaussian or a mean modeling since the method encompasses both. It also includes

several object-scaled methods known in the literature. However, this is at the cost of one more parameter to

tune. Therefore, the classification process takes more time than GMK for instance.

Above all, although it is the first application of generative mean kernels in remote sensing classification, the

α-Gaussian mean kernel proved its efficiency and stability in these experiments.

Overall, the results for time series of 2014 are better than for 2013. It might be explained by the acquisition

dates in the time series. Although 2014 has less images, more clear images were acquired during Spring

compared to 2013 (Fig.3). Indeed, many studies showed that the best season to discriminate grasslands

is during the growing season [15], [47], [50], [51]. Spring is the period of the vegetation cycle where the

management practices begin. Therefore, it is easier to differentiate the practices during this period. It might

thus affect the accuracy of the classification of year 2013.

In general, the results could also be enhanced by removing some winter images which can have a negative

influence on the entire annual time series [38]. However, the scope of this study was to develop a method
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which is able to use a given time series, without having to process a date selection.

As described in the introduction, few studies have been carried out on the analysis of semi-natural grasslands

using high spatio-spectro-temporal resolutions SITS. Usually, methods were pixel-based and applied on a few

images or on a precise date selection to avoid dealing with the high dimension of data [40], [42], [47]. Schuster

et al. [49] successfully classified grassland habitat using 21 Rapid-Eye images on a pixel basis, but there was

no mention of the processing times. At the object-scale using a time series, grasslands were often represented

by their mean NDVI, such as in [57], who noticed the difficulty to discriminate grasslands from crops because

of mean NDVI similarities. The closest configuration might be the work of Zillman et al. [34], who used an

object-based analysis and spectral reflectances combined with seasonal statistics of vegetation indices for

mapping grasslands across Europe. The seasonal statistics were particularly relevant in the classification,

because they captured well the spectral diversity of the grassland phenology. The use of these metrics could be

considered for discriminating grassland management practices which impact on the phenology. The authors also

concluded that the object-based analysis improves the classification compared to a pixel-based classification.

However, the objects were determined by segmentation.

Finally, the relatively small Kappa coefficients obtained among the best methods in this work (around 0.64

in average) might be explained by the classes definition itself. Indeed, as many times emphasized, semi-natural

grasslands are characterized by their high level of heterogeneity. Therefore, there might be a large amount

of intra-class variability because of grasslands diversity. This diversity might be stronger than the effect of

the management practices themselves. With this dataset, it was not possible to make groups of grasslands

based on their functional types and/or species richness prior to their management practices discrimination.

This idea might be reconsidered for a future application of this method. Within the same frame of ideas,

other criteria for grassland discrimination should be regarded: artificial/monospecific grasslands against

semi-natural/species-rich grasslands, intensively used grasslands against extensively used grasslands...

E. Prediction on the grasslands of the land use database

To show the efficiency of αGMK, we classified all the grasslands from the French agricultural land use

database (RPG) covered by the Formosat-2 time series in 2014. We selected the plots of "permanent grassland"

and "temporary grasslands". After applying a negative buffer of 8m and rasterizing the polygons, we removed

the plots representing less than 10 Formosat-2 pixels. In the end, there were 797 grassland plots covered by

the extent of Formosat-2 for a total of 252,472 pixels.

We trained the SVM on the whole field data (section II-C) using the same grid search as in the experiments.

The parameters chosen after cross-validation based on F1 score were α̂ = 5 and γ̂ = 2−15. Then, the model



20

was used to predict the management practices of the 797 grasslands of the land use database.

The classification accuracy could not be assessed since the true labels of the grasslands are not known.

However, as described in the study site, a spatial distribution of the classes could be expected. Indeed, grazed

and mixed grasslands should be found found in the south-west of the site, whereas more mown grasslands

should be in the north.

An extract of the classification result is shown in Fig. 12. It represents the classified grasslands in their

raster format. As expected, most of the grazed and mixed grasslands are located in the south-west of the

image, whereas the north of the image is mostly composed of mown grasslands. Therefore, αGMK was very

likely able to classify with an acceptable accuracy the grasslands management practices without any a priori

spatial information. However, specific care should be considered, as not all the possible management practices

were predicted. For instance, grasslands mown twice or grasslands not used were not in the training dataset,

but it does not mean these managements do not exist in the rest of the data. The method deserves to be

tested with an exhaustive grassland typology to produce more detailed grasslands maps.

In terms of processing times, the proposed method is able to classify 800 grasslands, representing more than

250,000 pixels, at the object scale from a high spatial resolution SITS within a few seconds on a conventional

personal computer.

VI. Conclusion and prospects

This study aimed at developing a statistical model for the classification of grasslands using satellite image

time series with a high number of spectro-temporal variables. A grassland modeling at the object scale

was proposed. To deal with the grasslands heterogeneity and their small size, the pixels distribution in a

grassland was modeled by a Gaussian distribution. Then, to measure the similarity between two grasslands,

i.e, two Gaussian distributions, a kernel function based on mean maps was introduced. This kernel named

α-Gaussian mean kernel, is robust to the high dimensionality of the data. The proposed method was compared

to pixel-based and object-based existing classification methods for the supervised classification of grassland

management practices using SVM. The α-Gaussian mean kernel provided the highest Kappa coefficients, but

it was not significantly better than the best methods. However, it performed at least as well as the mean

modeling method and as the Gaussian mean kernel because it encompasses both. In terms of processing times,

these object-based methods were much faster than pixel-based methods.

Several contributions have been made in this work. The first lies in the grasslands pixels distributions

modeling at the object-scale. A flexible kernel was proposed to encompass both Gaussian and mean modeling

of grasslands, so no choice has to be made between these two modelings. It can therefore be used on very
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Figure 12. Classification of the grasslands from the French agricultural land use database (RPG) in 2014. The background is a
May, 2014 Formosat-2 image in the NIR channel.
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homogeneous objects such as artificial grasslands or on heterogeneous semi-natural grasslands. The second

contribution is that this kernel is suitable for high dimensional data in a small ground sample size context.

It allows to use all the multispectral data instead of a single vegetation index. Also, it can be used on a

whole time series without dates selection. Indeed, this new kernel offers very low computational load. It can

therefore be applied on a large dataset. With this kernel, we were able to process and to classify more than

250,000 pixels on a conventional personal computer within a few seconds. Even if it is the first application of

generative mean kernels in remote sensing classification, the α-Gaussian mean kernel proved its efficiency and

stability in these experiments.

The α-Gaussian mean kernel deserves to be tested on a larger dataset and with more balanced classes.

Seasonal statistics could be used in the dataset to improve the representation of grassland phenology. These

ideas will be considered in the future. This method was designed to deal with the dense SITS which will

be provided by Sentinel-2 and to efficiently produce maps from this type of data. Other applications of the

method are still possible (e.g., small and heterogeneous objects such as peatlands, urban areas...).

Appendix

Proof of eq. (8): First, let us write the Gaussian distribution pi to the power of α−1:

pi(x)α−1 = 1
(2π)d/2α ×

1
|Σi|1/2α × exp

{
−0.5(x− µi)> (αΣi)−1 (x− µi)

}
= (2π) d2 (1− 1

α
)

(2π)d/2 × α1/2 × |Σi|
1
2 (1− 1

α
)

|αΣi|1/2 × exp
{
−0.5(x− µi)> (αΣi)−1 (x− µi)

}
= α1/2(2π)

d
2 (1− 1

α
)|Σi|

1
2 (1− 1

α
) × p(x|µi, αΣi)

= C(Σi, α)p(x|µi, αΣi) (9)

Then, including eq. (9) in eq. (7), we get:

Kα(Ni,Nj) = C(Σi, α)C(Σj , α)
exp

{
−0.5(µ̂i − µ̂j)T

(
αΣ̂i + αΣ̂j + γ−1Id

)−1
(µ̂i − µ̂j)

}
|αΣ̂i + αΣ̂j + γ−1Id|0.5

,

which is eq. (5) with the covariance matrix of the Gaussian distribution scaled with α. The constants C(Σi, α)

and C(Σj , α) are removed when normalizing the kernel and we get eq. (8).
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