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Size-based termination of higher-order

rewrite systems

Frédéric Blanqui∗ (INRIA, France)

3 January 2017

Abstract. This paper is concerned with the termination, in Church’ simply-
typed λ-calculus, of the combination of β-reduction and arbitrary user-defined
rewrite rules fired using matching modulo α-congruence only.

Several authors have devised termination criteria for fixpoint-based func-
tion definitions using deduction rules for bounding the size of terms inhabiting
inductively defined types, where the size of a term is (roughly speaking) the
set-theoretical height of the tree representation of its normal form.

In the present paper, we extend this approach to rewriting-based function
definitions and more general notions of size.

1 Introduction

Consider the rewrite system of Figure 1 defining the substraction and division
functions on the sort N of natural numbers in unary notation, i.e. with the
constructors 0 : N for zero and s : N⇒ N for the successor function.

Figure 1: Rewrite system defining substraction and division on natural numbers

sub x 0 → x
sub 0 y → 0

sub (s x) (s y) → sub x y

div 0 (s y) → 0

div (s x) (s y) → s (div (sub x y) (s y))

By termination, we mean the strong normalization property, that is, the
absence of infinite rewrite sequences t0 → t1 → . . . A weaker property is the
existence of a normal form or weak normalization.

In our example, the size of a terminating term t of sort N is the number
of s symbols at the top of the normal form of t (this rewrite system is weakly
orthogonal and thus confluent [vO94]).
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While the termination of sub (i.e. the absence of infinite reductions starting
from a term of the form sub t u with t and u in normal form) is not very difficult
to establish (the size of the first argument is strictly decreasing in recursive calls),
proving the termination of div requires to observe that sub is not size-increasing,
that is, the size of (sub t u) is less than or equal to the size of t.

The idea of sized types, introduced by Hughes, Pareto and Sabry in [HPS96]
for fixpoint-based function definitions, is to consider an abstract interpretation
of this notion of size into an algebra of symbolic size expressions, and turn the
usual typing rules of simply-typed λ-calculus into deduction rules on the size
of terms. This allows us to automatically deduce some information on the size
of terms, and thus prove termination by checking that, for instance, the size of
some given argument decreases in recursive calls. Hence, termination is reduced
to checking typing and abstract size decreasingness.

In our example, this amounts to say: the 2nd rule of div does not jeopardize
termination since, assuming that x is instantiated by a term t of abstract size
α, and y is instantiated by a term u of abstract size β, then div (s t) (s u)
terminates because its first argument is of size α+1 while, in the recursive call
div (sub t u) (s u), the first argument has a size smaller than or equal to α.

The goal of this work is to automate this kind of (inductive) reasoning, and
check the information given by the user (here, the fact that sub is not size-
increasing).

However, when considering type constructors taking functions as arguments
(e.g. Sellink’s model of µCRL [Sel93], Howard’s constructive ordinals in Exam-
ple 4, continuations in Example 7), the size of a term is generally not a finite
natural number but a transfinite ordinal number. Hopefully, (finite) abstract
size expressions can also handle transfinite sizes.

Before explaining our contributions and detailing the outline of the paper, we
give hereafter a short survey on the use of ordinals for proving termination since
this is at the heart of our work though, in the end, we provide an ordinal-free
termination criterion.

1.1 Ordinal-based termination

A natural (and trivially complete) method for proving the termination of a
relation → consists in considering a well-founded domain (D, <D), e.g. some
ordinal (h, <h), assigning a “size” ‖t‖ ∈ D to every term t, and checking that
every rewrite step (including β-reduction) makes the “size” strictly decrease:
‖t‖ >D ‖u‖ whenever t→ u.

In theory, it is enough to take D = ω (the first infinite ordinal) when the
rewrite relation is finitely branching. However, after Gödel’s incompleteness
theorem [Göd31], defining ‖ ‖ and proving that ‖t‖ >D ‖u‖ whenever t → u,
may require the use of much bigger ordinals. For instance, the termination of
cut-elimination in Peano arithmetic (PA) requires induction up to the ordinal

ε0 = ωω
. .

.

but PA cannot prove the well-foundedness of ε0 itself [Gen35]. Yet,
there is a function ‖ ‖ from the terms of Gödel’ system T [Göd58] (which extends
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PA) to ω such that ‖t‖ >D ‖u‖ whenever t→ u [Wei98].
An equivalent approach is finding a well-founded relation containing→, like

Dershowitz’ recursive path ordering (RPO) [Der79b, Der82] or its extension to
the higher-order case by Jouannaud and Rubio [JR99, JR07, BJR15] but, in
this paper, we will focus on the explicit use of size functions. For a connection
between RPO and ordinals, see for instance [DO88].

Early examples of this approach are given by Ackermann’s proof of termi-
nation of second-order primitive recursive arithmetic functions using h = ωω

ω

[Ack25], Gentzen’s proof of termination of cut elimination in Peano arithmetic
using h = ε0 [Gen35, How70, WW12], Turing’s proof of weak normalization
of Church’ simply-typed λ-calculus [Tur42], Howard’s proof of termination of
his system V, an extension of Gödel’ system T with some higher-order induc-
tive type, using Bachmann’s ordinal [How72]. This approach developed into
a whole area of research for measuring the logical strength of axiomatic the-
ories, involving ever growing ordinals, that can hardly be automated. See for
instance [Rat06] for some recent survey. Instead, Monin and Simonot developed
an algorithm for trying to find size assignments in h = ωω [MS01].

But, up to now, there has been no ordinal analysis for powerful theories like
second-order arithmetic: the termination of cut elimination in such theories is
based on another approach introduced by Girard [Gir72, GLT88], which consists
in interpreting types by so-called computability predicates and typing by the
membership relation.

In the first-order case, i.e. when there is no rule with abstraction or ap-
plied variables, size-decreasingness can be slightly relaxed by conducting a finer
analysis of the possible sequences of function calls. This led to the notions
of dependency pair in the theory of first-order rewrite systems [Art96, AG00,
HM05, GTSKF06], and size-change principle for first-order functional programs
[LJBA01]. These two notions are thoroughly compared in [TG05]. In both
cases, it is sufficient to define a measure on the class of terms which are ar-
guments of a function call only. Various extensions to the higher-order case
have been developed [SWS01, Wah07, JB08, KISB09, Kop11], but no general
unifying theory yet.

The present paper is not concerned with this problem but with defining a
practical notion of size for simply-typed λ-terms inhabiting inductively defined
types.

Note by the way that the derivational complexity of a rewrite system, i.e.

the function mapping every term t to the maximum number of successive rewrite
steps one can do from t [HL89], does not seem to be related, at least in a simple
way, to the ordinal necessary to prove its termination: there are rewrite systems
whose termination can be proved by induction up to ω only and yet have huge
derivational complexities [Mos14], unless perhaps one bounds the growth rate
of the size of terms (measured here as the number of symbols) [Sch14]. The
notion of runtime complexity, i.e. the function mapping every n ∈ N to the
maximum number of successive rewrite steps one can do from a term which
subterms are in normal form and which size is smaller than n, seems to provide
a better (Turing related) complexity model [AM10].
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1.2 Model-based termination

In [MN70], Manna and Ness proposed to interpret every term whose free vari-
ables are x1, . . . , xn by a function from En to E, where (E, <E) is a well-founded
domain. That is, D is the set of all the functions from some power of E to E

and <D is the pointwise extension of <E, i.e. f : En → E <D g : En → E if, for
all x1, . . . , xn ∈ E, f(x1, . . . , xn) <E g(x1, . . . , xn).

In the first-order case, this can be done in a structured way by interpreting
every function symbol f of arity n by a function fE : En → E and every term
by composing the interpretations of its symbols, e.g. ‖f (g x)‖ is the function
mapping x to fE(gE(x)). If moreover these interpretation functions are monotone
in each argument, then checking that rewriting is size-decreasing can be reduced
to checking that every rule is size-decreasing.

A natural domain for (E, <E) is of course (N, <N). In this case, both
monotony and size-decreasingness can be reduced to absolute positivity. Indeed,

f(x1, . . . , xp) > g(x1, . . . , xq) is equivalent to f(x1, . . . , xp)−g(x1, . . . , xq)−
1 ≥ 0
and monotony is equivalent to check that, for all i, f(. . . , xi+1, . . .)−f(. . . , xi, . . .)−
1 ≥ 0. By restricting the class of functions, e.g. to polynomials of bounded
degree, one can develop heuristics for trying to automatically find monotone
polynomial interpretation functions making rules size-decrease [CL87, Luc05,
CMTU05, FGM+07]. Unfortunately, polynomial absolute positivity is unde-
cidable on N since it is equivalent to the solvability of Diophantine equations
(Proposition 6.2.11 in [TeR03]), which is undecidable [Mat70, Mat93]. Yet,
these tools get useful results in practice by restricting degrees and coefficients
to small values, e.g. 2.

A similar approach can be developed for dense sets like Q+ or R+ by ordering
them with the (not well-founded!) usual orderings on Q+ and R+ if one assumes
moreover that the functions fE are strictly extensive (i.e. fE(x1, . . . , xn) > xi
for all i) [Der79a], or with the well-founded relation <δ where, for some fixed
δ > 0, x <δ y if x + δ ≤ y [Luc05, FNO+08]. In the case of R+, polynomial
absolute positivity is decidable but of exponential complexity [Tar48, Col75].
Useful heuristics have however been studied [HJ98].

These approaches have also been successfully extended to linear functions
on domains like E = Bn (vectors of dimension n) or E = Bn×n (square matrices
of dimension n) [EWZ08, CGP10], where B is a well-founded domain.

Instead of polynomial functions, Cichoń considered the class of Hardy func-
tions [Har04] indexed by ordinals smaller than ε0 [CT96]. The properties of
Hardy functions (composition is addition of indices, etc.) can be used to reduce
the search of appropriate Hardy functions to solving inequalities on ordinals.

Manna and Ness’ approach has also been extended to the higher-order case.
In [Gan80b], Gandy remarks that terms of the λI-calculus (i.e. when, in

every abstraction λxt, x freely occurs at least once in t) can be interpreted
in the set of hereditary strictly monotone functions on some well-founded set
(E, <E), that is, a closed term of base type B is interpreted in the set [[B]] = E,
a closed term of type T ⇒ U is interpreted by a monotone function from [[T ]]
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to [[U ]], and f : [[T ⇒ U ]] <[[T⇒U ]] g : [[T ⇒ U ]] if, for all x ∈ [[T ]], f(x) <[[U ]] g(x)
(note that, in contrast with the first-order case, x itself may be a function).
Then, by taking E = N and extending the λ-calculus with constants 0 : o,
s : o⇒ o and + : o⇒ o⇒ o for each base type o, he defines a size function that
makes β-reduction size-decrease and provide an upper bound to the number of
rewrite steps. An exact upper bound was later computed by de Vrijer in [dV87].

Gandy’s approach was later extended by van de Pol [vdP93, vdP96] and
Kahrs [Kah95] to arbitrary higher-order rewriting à la Nipkow [Nip91, MN98],
that is, to rewriting on terms in β-normal η-long form and higher-order pattern-
matching [Mil91]. But this approach has been implemented only recently [FK12].

Interestingly, van de Pol also showed that, in the simply-typed λ-calculus,
Gandy’s approach can be seen as a refinement of Girard’s proof of termination
based on computability predicates [vdP95, vdP96].

Finally, a general categorical framework has been developed by Hamana
[Ham06], that is complete wrt. the termination of binding term rewrite systems,
a formalism based on Fiore, Plotkin and Turi’s binding algebra [FPT99] and
close to a typed version of Klop’s combinatory reduction systems [KvOvR93].

To the best of our knowledge, nobody seems to have studied the relations
between Howard’s approach based on ordinals [How70, WW12] and Gandy’s
approach based on interpretations [Gan80b, dV87, vdP96].

Note also that the existence of a quasi-interpretation, i.e. ‖t‖ ≥D ‖u‖ when-
ever t→ u, not only may give useful information on the complexity of a rewrite
system [BMP11] but, sometimes, may also simplify the search of a termination
proof. Indeed, Zantema proved in [Zan95] that the termination of a first-order
rewrite system R is equivalent to the termination of lab(R)∪>D, where lab(R)
are all the variants of R obtained by annotating function symbols by the in-
terpretation of their arguments, a transformation called semantic labeling. Al-
though usually infinite, the obtained labeled system may be simpler to prove
terminating, and some heuristics have been developed to use this technique
in automated termination tools [MOZ96, KZ06, SM08]. This result was later
extended to the higher-order case by Hamana [Ham07].

1.3 Termination based on typing with size annotations

Finally, there is another approach based on the semantics of inductive types,
that has been developed for functions defined with a fixpoint combinator and
pattern-matching [BQS80].

The semantics of an inductive type B, [[B]], is usually defined, following
Hessenberg’s theorem [Hes09], Knaster and Tarski’s theorem [KT28] or Tarski’s
theorem [Tar55], as the smallest fixpoint of a monotone function HB on some
complete lattice. Moreover, following Kuratowski [Kur22, CC79], such a fixpoint
can be reached by transfinite iteration of HB from the smallest element of the
lattice ⊥. Hence, every element t ∈ [[B]] can be given as size the smallest ordinal
a such that t ∈ DB

a , where DB
a is the set obtained after a transfinite iterations

of HB from ⊥. In particular, terms of a first-order data type like the type of
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Peano integers, lists, binary trees, . . . always have a size smaller than ω.
Mendler used this notion of size to prove the termination of an extension of

Gödel’ system T [Göd58] and Howard’ system V [How72] to functionals defined
by recursion on higher-order inductive types, i.e. types with constructors taking
functions as arguments [Men87, Men91], in which case the size of a term can be
bigger than ω.

In [HPS96, Par00], Hughes, Pareto and Sabry proposed to internalize this
notion of size by extending the type system with, for each data type B, new
type constants B0, B1, . . .B∞ = B for typing the terms of type B of size smaller
than or equal to 0, 1, . . . ,∞ respectively, and the subtyping relation induced by
the fact that a term of size at most a is also of size at most b whenever a ≤N b
or b = ∞. More generally, to provide some information on how a function
behaves wrt. sizes, they consider as size annotations not only 0, 1, . . . but any
first-order term built from the function symbols 0 for zero, s for successor and
+ for addition, and arbitrary size variables α, β, . . ., that is the language of
Presburger arithmetic [Pre29]. So, for instance, the usual list constructor cons

gets the type N ⇒ Lα ⇒ Lsα, and the usual map function on lists can be
typed by (N ⇒ N) ⇒ Lα ⇒ Lα, where α is a free size variable that can be
instantiated by any size expression in a way similar to type instantiation in
ML-like programming languages [Mil78].

Hughes, Pareto and Sabry do not actually prove the termination of their cal-
culus but provide a domain-theoretic model [Sco72]. However, following Plotkin
[Plo77], a closed term of first-order data type terminates iff its interpretation
is not ⊥. The first termination proof for arbitrary terms seems to have been
given by Amadio and Coupet-Grimal in [ACG97, ACG98], who independently
developed a system similar to the one of Hughes, Pareto and Sabry, inspired by
Giménez’ work on the use of typing annotations for termination and productiv-
ity [Gim96]. Giménez himself later proposed a similar system in [Gim98] but
provided no termination proof. Note that Plotkin’s result was later extended
to higher-order types and rewriting-based function definitions by Berger, and
Coquand and Spiwack in [Ber05, CS07, Ber08].

Size annotations are an abstraction of the semantic notion of size that one
can use to prove properties on the actual size of terms like termination (size-
decreasingness) or the fact that a function is not size-increasing (e.g. map),
which can in turn be used in a termination proof [Wal88, Gie97]. Following
[Cou97], it could certainly be described as an abstract interpretation.

Hence, termination can be reduced to checking that a term has some given
type in the system with size-annotated type constants and subtyping induced
by the ordering on size annotations, the usual typing rules being indeed valid
deduction rules wrt. the size of terms (e.g. if t : Na ⇒ Nb and u : Na, then
tu : Nb).

But, in such a system, a term can have infinitely many different types be-
cause of size instantiation or because of subtyping. As already mentioned, size
instantiation is similar to type instantiation in Hindley-Milner’s type system
[Hin69, Mil78] where the set of types of a term has a smallest element wrt.
the instantiation ordering if it is not empty [Hue76]. In this case, there is a

6



complete type-checking algorithm for (t, T ) which consists in checking that T
is an instance of the smallest type of t [Hin69]. Unfortunately, with subtyping,
there is no smallest type wrt. the instantiation ordering (e.g. λxx has type
α ⇒ α for all α, and type B ⇒ C if B < C, but B ⇒ C is not an instance of
α ⇒ α), or subtyping composed with instantiation (e.g. λfλxf(fx)) has type
(α ⇒ α) ⇒ (α ⇒ α) for all α, and type (B ⇒ C) ⇒ (B ⇒ C) if B < C, but no
instance of (α ⇒ α) ⇒ (α ⇒ α) is a subtype of (B ⇒ C) ⇒ (B ⇒ C)) [FM90].
To recover a notion of smallest type and completeness, all the works we know
on type inference with subtyping extend the notion of type to include subtyping
constraints.

We will not follow this approach though. One reason is that we consider
Church-style λ-terms (i.e. with type-annotated abstractions) instead of Curry-
style λ-terms and, in this case, as we will prove it, there is a smallest type wrt.
to subtyping composed with instantiation when size expressions are only built
from variables, the successor symbol and an arbitrary number of constants (the
“successor” size algebra). Note moreover that, although structural (function
types and base types are incomparable), subtyping is not well-founded in this
case since, for instance, Nα ⇒ N > Nsα ⇒ N > . . . However, if we disregard how
size annotations are related to the semantics of inductive types, our work has
important connections with more general extensions of Hindley-Milner’s type
system with subtypes [Mit84, FM90, Pot01], indexed types [Zen97], DML(C)
[Xi02], HM(X) [Sul00], or generalized algebraic data types (GADTs) [XCC03,
Che03], which are all a restricted form of dependent types [dB70, ML75].

Hughes, Pareto and Sabry’s approach was later extended to higher-order
data types [BFG+04], polymorphic types [Abe04, BGP05, Abe06, Abe08], rewriting-
based function definitions in the calculus of constructions [Bla04, Bla05a], con-
ditional rewriting [BR06], product types [BGR08], and fixpoint-based function
definitions in the calculus of constructions [BGP06, GS10, Sac11].

It should be noted that, in contrast with the ordinal-based approach, not all
terms are given a size, but only those of base type. Moreover, although ordinals
are used to define the size of terms, no ordinal is actually used in the termination
criterion since one considers an abstraction of them. Indeed, when comparing
two terms, one does not need to actually know their size: it is enough the
difference between their size. Hence, transfinite computations can be reduced
to finite ones.

Finally, Roux and the author proved in [BR09] that size annotations provide
a quasi-model, and thus can be used in a semantic labeling. Terms whose type is
annotated by∞ (unknown size) are interpreted by using a technique introduced
by Hirokawa and Middeldorp in [HM06]. Interestingly, semantic labeling allows
one to deal with function definitions using matching on defined symbols, like in
rules for associativity (e.g. (x+ y)+ z→ x+(y+ z)), while termination criteria
based on types with size annotations are restricted to matching on constructor
symbols.

Current implementations of termination checkers based on typing with size
annotations include ATS [Xi03, ATS], MiniAgda [Abe10, Min14], Agda [Agd16],
cicminus [Sac11, Sac15] or HOT [Bla12]. Most of these tools assume given the
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annotated types of function symbols (e.g. to know whether the size of a function
is bounded by the size of one of its arguments). Heuristics for inferring the
annotations of function symbols have been proposed in [TT00, CK01]. They
are both based on abstract interpretation techniques [Cou96].

1.4 Contributions

The first contribution of the present paper is to give a rigorous and detailed
account, for the simply-typed λ-calculus, of the approach and results sketched
in [Bla04, Bla05a], hence providing the first complete account of the extension
of Hughes, Pareto and Sabry’s approach to rewriting-based function definitions
[DJ90, TeR03].

In all the works on size-annotated types, the size algebra is fixed. In those
considering first-order data types only, the size algebra is usually the language of
Presburger arithmetic, the first-order theory of which is decidable [Pre29, FR74].
In those considering higher-order data types, the successor symbol s is usually
the only symbol allowed, except in [BGR08] which allows addition too. Yet,
there are various examples showing that, within a richer size algebra, more
functions can be proved terminating since types are more precise.

The second contribution of the present paper is therefore to provide a type-
checking algorithm for a general formulation of Hughes, Pareto and Sabry’s
calculus parametrized, for size annotations, by a quasi-ordered first-order term
algebra (A,≤A) interpreted in ordinals. In particular, we prove that this algo-
rithm is complete whenever size function symbols are monotone, the existential
fragment of (A,≤A) is decidable and every satisfiable set of size constraints ad-
mits a smallest solution.

Third, in all the previous works, the notion of size is also fixed: the size
of t ∈ [[B]] is the smallest ordinal a such that t ∈ DB

a . When the calculus
is confluent, this corresponds to the height of the tree representation of the
normal form of t (an abstraction being represented as an infinite set of trees).
But this notion of size is clearly incomplete wrt. termination.

The third contribution of the paper is to introduce a more general notion
of size (though still incomplete) based on the stratification of the interpreta-
tion of inductive types, and to prove that one can build such a stratification
in the domain of Girard’s computability predicates [Gir72, GLT88], by using
any monotone and extensive size function on ordinals for each inductive type
constructor.

The fourth contribution is the proof that, in the successor algebra, the satis-
fiability of a finite set of constraints is decidable in polynomial time, and every
satisfiable finite set of constraints has a smallest solution that can be computed
in polynomial time too.

In contrast with [Bla04, Bla05a], the present paper:

• includes a short survey on the use of ordinals in termination proofs;

• develops a stratification-based notion of size for inhabitants of inductive
types;
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• introduces the notion of constructor size function;

• shows how to define a stratification from constructor size functions that are
monotone and strictly extensive on recursive arguments;

• proves the existence and polynomial complexity of the computation of a small-
est solution for a solvable set of constraints in the successor algebra, using
max-plus algebra techniques instead of pure linear algebra techniques.

1.5 Organization of the paper

In Section 2, we define the set of terms that we consider, the relation the termi-
nation of which we are interested in, and the interpretation of types as Girard’s
computability predicates [GLT88] that we use to prove termination.

In Section 3, we introduce the notions of stratification, size wrt. a stratifica-
tion, stratification wrt. constructor size functions, and prove general properties
on the size of computable terms.

In Section 4, we introduce a general termination criterion based on a type
system with size-annotated type constants and subtyping which is parametrized,
for size expressions, by an arbitrary quasi-ordered first-order term algebra in-
terpreted in ordinals. This criterion is modular: each rewrite rule must satisfy
three conditions, one of them being very easy to check (accessibility), the other
two being a minimality property of size annotations used to abstract the sizes
of the arguments of the left-hand side, and a property of the right-hand side
mixing type-checking (for subject reduction) and size-decreasingness (for ter-
mination). This local size-decreasingness property could certainly be replaced
by a global termination analysis like in the dependency pair framework [AG00]
or in the size-change principle [LJBA01]. Before proving the correctness of the
criterion, we provide various examples of its expressive power.

In Section 5, we provide a complete algorithm for checking subject reduction
and size-decreasingness, assuming that the size algebra is monotone, that the
satisfiability of finite conjunctions of subtyping constraints is decidable, and that
satisfiable finite conjunctions of subtyping constraints have a smallest solution
wrt. subtyping composed with instantiation.

In Section 6, we show how subtyping problems can be reduced to ordering
problems in the size algebra.

We then study the simplest possible algebra, the successor algebra. Although
this algebra is simple, our termination criterion based on it surpasses the ter-
mination criterion currently implemented in the Coq or Matita proof assistants
[Coq92, Gim94, Bou12].

In Section 7, we prove that the successor algebra fulfills the conditions de-
scribed in Section 5 and, in Section 8, we provide a simple sufficient condition
for the minimality condition to hold in this algebra.

9



2 Types, terms and computability

In this section, we define the set of terms that we consider (Church’ simply-typed
λ-calculus with constants [Chu40]), the operational semantics (the combination
of β-reduction and user-defined rewrite rules [DJ90, TeR03]), and the notion of
computability used to prove termination.

Given a set E, we denote by E∗ the set of words or sequences over E (i.e. the
free monoid containing E), the empty word by ε, the concatenation of words by
juxtaposition, the length of a word w by |w|. We also use ~e to denote a (possibly
empty) sequence e1, . . . , e|~e| of elements of E.

Given a partial function f : A → B, a ∈ A and b ∈ B, let [a : b, f ] be the
function mapping a to b and every x ∈ dom(f)− {a} to f(x).

2.1 Types

Following Church, we assume given a non-empty countable set S of sorts B, C,
. . . and define the set T of (simple) types as follows:

• sorts are types;

• if T and U are types, then T ⇒ U is a type.

Implication associates to the right. So, T ⇒ U ⇒ V is the same as T ⇒
(U ⇒ V ). Moreover, ~T ⇒ U is the same as T1 ⇒ T2 ⇒ . . . ⇒ Tn ⇒ U where

n = |~T |.
The arity of a type T , ar(T ), is defined as follows: ar(B) = 0 and ar(T ⇒

U) = 1 + ar(U).

2.2 Terms

Given disjoint countable sets V, C and F, for variables, constructors and function
symbols respectively, we define the set of pre-terms as follows:

• variables, constructors and function symbols are pre-terms;

• if x is a variable, T a type and u a pre-term, then λxTu is a pre-term;

• if t and u are pre-terms, then tu is a pre-term.

Application associates to the left. So, tuv is the same as (tu)v. Moreover,
t~u is the same as (. . . ((tu1)u2) . . . un−1)un where n = |~u|.

As usual, the set of terms L is obtained by quotienting pre-terms by α-
equivalence, i.e. renaming of bound variables, assuming that V is infinite [CF58].

A substitution θ is a map from variables to terms whose domain dom(θ) =
{x ∈ V | θ(x) 6= x} is finite. In the following, any finite map θ from variables to
terms will be implicitly extended into the substitution θ∪{(x, x) | x /∈ dom(θ)}.
Let FV(θ) =

⋃
{FV(θ(x)) | x ∈ dom(θ)}. The application of a substitution θ

to a term t is written tθ. We have xθ = θ(x), (tu)θ = (tθ)(uθ) and (λxT u)θ =
λxT (uθ) if x /∈ dom(θ)∪FV(θ), which can always be achieved by α-equivalence.
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2.3 Typing

We assume given a map Θ assigning a type to every symbol s ∈ C∪ F, and will
sometimes write s : T instead of (s, T ) ∈ Θ or Θ(s) = T .

A typing environment is a finite map Γ from variables to types. The usual
deduction rules assigning a type to a term in a typing environment are reminded
in Figure 2. As mentioned at the beginning of the section, [x : U,Γ] is the
function mapping x to U and every y ∈ dom(Γ)− {x} to Γ(y).

Given a symbol s, let rs = ar(Θ(s)) be the maximum number of terms s
can be applied to. For all s, there are types T1, . . . , Trs and a sort B such that
Θ(s) = T1 ⇒ . . .⇒ Trs ⇒ B.

Figure 2: Typing rules

(s, T ) ∈ Θ ∪ Γ

Γ ⊢ s : T

Γ ⊢ t : U ⇒ V Γ ⊢ u : U

Γ ⊢ tu : V

[x : U,Γ] ⊢ v : V

Γ ⊢ λxUv : U ⇒ V

2.4 Rewriting

Given a relation on terms R, let R(t) = {t′ ∈ L | tRt′} be the set of immediate
reducts of a term t, R∗ be the reflexive and transitive closure of R, and R−1

be its inverse (xR−1y if yRx). R is finitely branching if, for all t, R(t) is finite.
It is monotone (or congruent, stable by context, compatible with the structure
of terms) if tuRt′u, utRut′ and λxU tRλxU t′ whenever tRt′. It is stable (by
substitution) if tθRt′θ whenever tRt′. Given two relations R and S, let RS
(or R ◦ S) be their composition (tRSv if there is u such that tRu and uSv). A
relationR is locally confluent if R−1R ⊆ R∗(R−1)∗, and confluent if (R−1)∗R∗ ⊆
R∗(R−1)∗.

The relation of β-rewriting →β is the smallest monotone relation containing
all the pairs ((λxU t)u, t{(x, u)}).

A pair of terms (l, r), written l → r, is a rewrite rule if there are f ∈ F and
~l such that:

• l = f~l;

• |~l| ≤ rf ;

• FV(r) ⊆ FV(l);

• Γ ⊢ r : T whenever Γ ⊢ l : T .

Given a set R of rewrite rules, let →R denote the smallest monotone and
stable relation containing R. The last condition implies that →R preserves
typing: if ∆ ⊢ t : U and t →R u, then ∆ ⊢ u : U (subject reduction property).
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It is satisfied if, for instance, l contains no abstraction and no subterm of the
form x t [BFG97].

All over the paper, we assume given a set R of rewrite rules and let SN be
the set of terms strongly normalizing wrt.:

→ =→β ∪→R

We will moreover assume that→ is finitely branching, which is in particular
the case if R is finite.

Given a relation R, let ~x Rprod ~y if |~x| = |~y| and there is i such that xiRyi
and, for all j 6= i, xj = yj . Given n relations R1, . . . , Rn, let ~x (R1, . . . , Rn)lex ~y
if |~x| ≥ n, |~y| ≥ n and there is i such that xiRi yi and, for all j < i, xj = yj .
Rprod and (R1, . . . , Rn)lex are well-founded whenever R,R1, . . . , Rn so are.

2.5 Computability

Following Tait [Tai67], Girard [Gir72, GLT88], Mendler [Men87], Okada [Oka89],
Breazu-Tannen and Gallier [BTG89], Jouannaud and Okada [JO91, BJO02],
. . . termination of a rewrite relation on simply-typed λ-terms can be obtained
by interpreting types by computability predicates and checking that function
symbols are computable, that is, map computable terms to computable terms.

However, for handling matching on constructors taking functions as argu-
ments (or matching on function symbols), one needs to modify Girard’s defini-
tion of computability. In the following, we recall the definition that we will use
and some of its basic properties, and refer the reader to [Bla15, Rib09] for more
details on the theory of computability predicates with rewriting.

Definition 1 (Computability predicates) A term t is neutral if it is of the

form x~v, (λxt)u~v or f~t with |~t| ≥ max{|~l| | ∃r, f~l → r ∈ R}1. A computability

predicate is a set of terms S satisfying the following properties:

• S ⊆ SN;

• →(S) ⊆ S;

• if t is neutral and →(t) ⊆ S, then t ∈ S.

Let P be the set of all the computability predicates. An element of a com-
putability predicate is said to be computable.

In our definition of neutral terms, not every redex is neutral as it is the
case in Girard’s definition. However, the following key property is preserved:
application preserves neutrality: if t is neutral, then tu is neutral too. This
definition also works with polymorphic and dependent types. It only excludes
infinite rewrite systems where the number of arguments to which a function
symbol is applied is unbounded (at the top of rule left-hand sides only, not in
every term).

Computability predicates enjoy the following properties:

1The maximum exists since, by assumption, |~l| ≤ rf .
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• the set V of variables is included in every computability predicate;

• given a computability predicate S, (λxUv)u ∈ S iff v{(x, u)} ∈ S and u ∈ SN;

• P is a complete lattice wrt. inclusion.

The greatest lower bound of a set Q ⊆ P is
⋂
Q if Q 6= ∅, and SN (the greatest

element of P) otherwise. Note however that the lowest upper bound of Q,
written lub(Q), is not necessarily the union. For instance, with the non-confluent
rewrite system R = {f → a, f → b}, if P(X ) denotes the smallest computability
predicate containing X , then P({a}) ∪ P({b}) is not a computability predicate
since it does not contain f. There are a number of cases where the union of two
computability predicates is known to be a computability predicate, but this is
for a different notion of neutral term:

• In [Rib07, Rib08], Riba proves that his set of computability predicates is
stable by union if R is an orthogonal constructor rewrite system.

• In [Wer94] (Lemma 4.14 p. 96), Werner proves that his set of computability
predicates is stable by well-ordered union.

Luckily, Werner’s proof does not depend on the definition of neutral terms:

Lemma 1 If → is finitely branching and Q is a set of computability predicates
well-ordered wrt. inclusion, then

⋃
Q is a computability predicate.

Proof.

• Let t ∈
⋃
Q. Then, there is S ∈ Q such that t ∈ S. Since S ⊆ SN, we have

t ∈ SN.

• Let t ∈
⋃
Q and u such that t → u. Then, there is S ∈ Q such that t ∈ S.

Since → (S) ⊆ S, we have u ∈ S and thus u ∈ Q.

• Let t be a neutral term such that → (t) ⊆ Q. If → (t) = ∅, then t belongs
to every element of Q. Therefore, t ∈ Q. Otherwise, since → is finitely
branching, we have→(t) = {t1, . . . , tn} with n ≥ 1. For every i ∈ {1, . . . , n},
there is Si ∈ Q such that ti ∈ Si. Since Q is well-ordered wrt. inclusion,
there is k ∈ {1, . . . , n} such that Sk is the biggest element of {S1, . . . ,Sn}
wrt. inclusion. Hence, →(t) ⊆ Sk and t ∈ Sk. Therefore, t ∈ Q. �

The interpretation of arrow types is defined as usual, in order to ensure the
termination of β-reduction:

Definition 2 (Interpretation of arrow types) A (partial) interpretation of
sorts, that is, a (partial) function I : S→ ℘(L) (powerset of L), is extended into
a (partial) interpretation of types I : T→ ℘(L) as follows:

• I(B) = I(B);

• I(U ⇒ V ) = I(U)⇒ I(V ) where U ⇒ V = {t ∈ L | ∀u ∈ U , tu ∈ V}.
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Note that I(T ) is defined whenever I is defined on every sort occurring in T ,
and I(T ) = J(T ) whenever I and J are defined and equal on every sort occurring
in T .

Note also that U ⇒ V is a computability predicate whenever U and V so
are. Hence, I(T ) is a computability predicate whenever I(B) so is for every sort
B occurring in T .

For interpreting sorts, one could take the computability predicate SN. But
this interpretation does not allow one to prove the computability of functions
defined by induction on types with constructors taking functions as arguments.

Moreover, a computable term may have non-computable subterms. Consider
for instance c : (B ⇒ C) ⇒ B, f : B ⇒ (B ⇒ C), R = {f(c x) → x} and
t = λxBfxx. Then, assuming that I(B) = SN, we have (c t) ∈ I(B), but
t /∈ I(B) ⇒ I(C) since t(c t) /∈ SN because t(c t) →β f(c t)(c t) →R t(c t). It
is however possible to enforce that a direct subterm of type T of a computable
term of sort B is computable if B occurs in T at positive positions only [Men87]:

Definition 3 (Positive and negative positions) The set of positions Pos(B, T ) ⊆
{1, 2}∗ of a sort B in a type T is defined as follows:

• Pos(B,C) = {ε} if B = C;

• Pos(B,C) = ∅ if B 6= C;

• Pos(B, U ⇒ V ) = {1p | p ∈ Pos(B, U)} ∪ {2p | p ∈ Pos(B, V )}.

The sets of positive and negative positions in a type T , written Pos+(T ) and
Pos−(T ) respectively, are mutually defined as follows:

• Pos+(B) = {ε};

• Pos−(B) = ∅;

• Pos+(U ⇒ V ) = {1p | p ∈ Pos−(U)} ∪ {2p | p ∈ Pos+(V )};

• Pos−(U ⇒ V ) = {1p | p ∈ Pos+(U)} ∪ {2p | p ∈ Pos−(V )}.

Note that the positive and negative positions of a type are disjoint sets.
However, a sort can have both positive and negative occurrences. For instance,
Pos+(T,T⇒ T) = {2} and Pos−(T,T⇒ T) = {1}.

Definition 4 (Accessible arguments) We assume given a well-founded or-

dering on sorts <S. The i-th argument of a constructor c : ~T ⇒ B is:

• recursive if Pos(B, Ti) 6= ∅;

• accessible if Ti is positive wrt. B, that is:

– every sort occurring in Ti is smaller than or equal to B:
for all C, Pos(C, T ) = ∅ or C ≤S B, where ≤S is the reflexive closure of <S;

– B occurs only positively in Ti: Pos(B, Ti) ⊆ Pos+(Ti).
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In the following, we will assume wlog2 that there are 0 ≤ pc ≤ qc such that:

• for all i ∈ {1, . . . , pc}, the i-th argument of c is recursive;

• for all i ∈ {1, . . . , qc}, the i-th argument of c is accessible.

Θ(c) = T1 ⇒ . . .⇒ Tpc︸ ︷︷ ︸
rec. acc. args

⇒ Tpc+1 ⇒ . . .⇒ Tqc︸ ︷︷ ︸
non-rec. acc. args

⇒ Tqc+1 ⇒ . . .⇒ Trc︸ ︷︷ ︸
non-acc. args

⇒ B

For instance, for the sort N of natural numbers with the constructors 0 : N
and s : N⇒ N (successor) [Pea89], we can take p0 = q0 = 0 and ps = qs = 1 since
N occurs only positively in N. Similarly, for the sort O of Howard’s constructive
ordinals with the constructors zero : O, succ : O ⇒ O (successor) and lim :
(N⇒ O) ⇒ O (limit) [How72], we can take pzero = qzero = 0, psucc = qsucc = 1
since O occurs only positively in O, and plim = qlim = 1 since O occurs only
positively in N⇒ O if one takes N <S O.

Non-accessible arguments are usually forbidden by requiring all the argu-
ments to be positive, or even strictly positive3 as it is the case in the Coq the
proof assistant [CPM88]. Here, we do not forbid non-positive arguments and do
not require arguments to be strictly positive (Example 7 uses a non-strictly posi-
tive sort). Hence, one can have a sort D with the constructors app : D⇒ D⇒ D

and lam : (D ⇒ D) ⇒ D, in which case we must have plam = 0 since the first
argument of lam is not positive. However, the termination conditions will en-
force that, although one can use in a rule left-hand side (lam x) as a pattern, x
cannot be used in the corresponding rule right-hand side: in a rule, constructors
with non-positive arguments can be pattern-matched in the left-hand side, but
only their positive arguments can be used in the right-hand side.

For the sake of simplicity, we consider an ordering instead of a quasi-ordering,
although a quasi-ordering might a priori be necessary for dealing with mutually
defined inductive types (e.g. the types of trees and forests with the constructors
empty : F, add : F ⇒ T ⇒ F and node : F ⇒ T). The results described in this
paper can however still be applied if one identifies mutually defined inductive
types, because a term typable with mutually defined inductive types is a fortiori
typable in the type system where they are identified. This abstraction is correct
but not necessarily complete since more terms get typable when two typed are
identified (e.g. add empty empty is typable if T = F).

Since <S is well-founded, we can can define an interpretation I for every sort
by well-founded induction on it as follows. Let B be a sort and assume that I

is defined for every sort smaller than B. Then, let I(B) be the least fixpoint of
the monotone function HB on the complete lattice ℘(L) such that:

HB(X ) = {t ∈ SN | ∀(c,~t, ~T ) ∈ CB
→∗(t), ∀k ∈ {1, . . . , qc}, tk ∈ [B : X , I](Tk)}

2Arguments can be permuted if needed.
3The i-th argument of c is strictly positive if Pos(B, Ti) = ∅, or Ti = ~U ⇒ B and

Pos(B, ~U) = ∅.
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where CB
→∗(t) = {(c,~t, ~T ) ∈ CB | t→∗ c~t}, CB = {(c,~t, ~T ) | c : ~T ⇒ B, |~t| = |~T |}

and [B : X , I] is the function mapping B to X and every C ∈ dom(I) − {B} to
I(C).

That such a least fixpoint exists follows from Knaster and Tarski’s fixpoint
theorem [KT28, Tar55] and the following fact:

Proposition 1 ([Bla05b]) Let B be a sort, I be an interpretation for every
sort smaller than B, and T be a type positive wrt. B. Then, [B : X , I](T ) is
monotone wrt. X .

Moreover, one can easily check that HB(X ) is a computability predicate
whenever X so is. Hence, for every type T , I(T ) is a computability predicate.

In the following, for the sake of simplicity, we will not mention I anymore
and simply write t ∈ T instead of t ∈ I(T ), and t ∈ [B : X ]T instead of
t ∈ [B : X , I](T ).

3 Size of computable terms

In this section, we study a general way of attributing an ordinal size to com-
putable terms of base type by defining, for each sort, a stratification of com-
putable terms of this sort using a size function for each constructor, and assum-
ing that → is finitely branching.

By Hartogs’ theorem [Har15], there is an ordinal the elements of which
cannot be injected into ℘(L), where L is the set of terms (note that this theorem
does not require the axiom of choice). Let h be the smallest such ordinal. Since
V is countably infinite and C and F are countable, h is the successor cardinal of
|℘(L)| = 2ω [HJ99].

3.1 Stratifications

Definition 5 (Stratification of a sort) Given a family (Sa)a<h of computabil-
ity predicates, let Sh = lub{Sa | b < a}.

A stratification of a computability predicate S is a monotone sequence of
computability predicates (Sa)a<h included in S and converging to S, that is,
such that Sh = S.

A stratification of a type T is a stratification of I(T ).
Given a stratification S, the size of an element t ∈ Sh, written oS(t), is the

smallest ordinal a < h such that t ∈ Sa.
A stratification is continuous if, for all limit ordinals 0 < a < h, Sa =

lub({Sb | b < a}).

Since S is monotone, for all a ≤ h, {Sb | b < a} is well-ordered wrt. inclusion.
Hence, since → is finitely branching, by Lemma 1, Sh =

⋃
({Sa | b < a}).

Moreover, a stratification is continuous iff, for all infinite limit ordinals a < h,
Sa =

⋃
({Sb | b < a}).

We now prove some properties of oS(t):
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Lemma 2 Let S be a stratification and t ∈ Sh.

1. If t→ t′, then t′ ∈ Sh and oS(t) ≥ oS(t′).

2. If S is continuous, then either oS(t) = 0 or oS(t) = b+ 1 for some ordinal b.

Proof.

1. Since SoS(t) is stable by reduction, t′ ∈ SoS(t). Therefore, oS(t
′) ≤ oS(t).

2. Assume that oS(t) is a limit ordinal a > 0. Since S is continuous, we have
Sa =

⋃
({Sb | b < a}). Therefore, t ∈ Sb for some b < a. Contradiction. �

By Proposition 1, [B : X ](T ) is monotone wrt. X whenever T is positive
wrt. B. Hence, any stratification S of B provides a way to define a stratification
of T :

Definition 6 (Stratification of a positive type) Given a stratification S of
a sort B and a type T positive wrt. B, let [B : S](T ) denote the stratification T
of T obtained by taking Ta = [B : Sa](T ).

Note that [B : S]T is not continuous in general (see Example 1).

Lemma 3 If S is a stratification of B, v ∈ ~U ⇒ B and Pos(B, ~U) = ∅, then

o[B:S](~U⇒B)(v) = sup{oS(v~u) | ~u ∈ ~U}.

Proof. Let a = o[B:S](~U⇒B)(v) and b = sup{oS(v~u) | ~u ∈ ~U}. By definition

of a, we have v ∈ ~U ⇒ Sa. So, for all ~u ∈ ~U , v~u ∈ Sa and oS(v~u) ≤ a. Thus,

b ≤ a. We now prove that v ∈ ~U ⇒ Sb. Let ~u ∈ ~U . By definition of b,
oS(v~u) ≤ b. So, v~u ∈ Sb. �

A continuous stratification of a sort B can be obtained by the transfinite
iteration of HB from the smallest computability predicate ⊥ [Kur22, CC79]:

• DB
0 = ⊥;

• DB
a+1 = HB(DB

a );

• DB
a = lub({DB

b | b < a}) if a is an infinite limit ordinal.

The fact that DB is monotone follows from the facts that DB
0 ⊆ D

B
1 and HB

is monotone [CC79]. Now, by definition of h, DB is not injective. Therefore,
there are c < d < h such that DB

c = DB
d . Since DB is monotone, DB

c+1 = DB
c and

DB
h = B [RR63].

We call this stratification the default stratification. It is the one used in all
the previous works on sized types, except in [Abe12] where, after [SD03], Abel
uses a stratification having better properties, namely SBa = lub({HB(SBb ) | b <
a}).
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The default stratification measures the height. If no constructor of B has
accessible functional arguments and→ is finitely branching, then every element
of B has a size smaller than ω. Hence, when considering first-order data types
only (e.g. natural numbers, lists, binary trees) and a finitely branching rewrite
relation →, one can in fact take h = ω.

On the other hand, when one wants to consider constructors with accessible
functional arguments, then one can get terms of size bigger than ω:

Example 1 Take the sort O of Howard’s constructive ordinals mentioned in the
previous section and let inj : N⇒ O be the usual injection from N to O defined
by the rules inj 0→ zero and inj (s x)→ succ (inj x). Then, oDO(lim inj) = ω+1.
Indeed, oDO(lim inj) is the smallest ordinal a such that lim inj ∈ DO

a . By definition
of D, a = b + 1 where b is the smallest ordinal such that inj ∈ N ⇒ DO

b . By
Lemma 3, b = sup{oDO(inj t) | t ∈ N}. Now, a term of the form (inj t) can only
reduce to a term of the form (inj u), zero or (succ u). Hence, oDO(inj t) < ω.
Finally, one can easily prove that, for all n < ω, oDO(inj(sn0)) = n+1. Therefore,
b = ω. �

One can also get terms of size bigger than ω by considering infinitely branch-
ing and non-confluent rewrite relations. For instance, with R = {f → si0 | i ∈
N}, one gets oDN(f) = ω + 1.

3.2 Stratifications based on size functions

We now introduce a general way of defining a stratification:

Definition 7 (Size function) A size function for c : ~T ⇒ B is given by:

• a function Σc : hq
c

→ h for computing the size of a term of the form c~t from
the sizes of its accessible arguments;

• for every non-recursive accessible argument k ∈ {pc+1, . . . , qc}, a sort Σc
k <S

B occurring in Tk, only positively, and with respect to which we will measure
the size of the k-th argument of c (in the following, we let Σc

k = B if k ∈
{1, . . . , pc}).

For instance, consider the type T of labeled binary trees with the constructors
leaf : B ⇒ T and node : T ⇒ T ⇒ B ⇒ T, where B <S T is a sort for
labels. We can take pleaf = 0, qleaf = 1, pnode = 2, qnode = 3, Σleaf(a) = 0 and
Σnode(a, b, c) = a + b + 1, so that the size of a tree is not its height as in the
default stratification but the number of its nodes.

Note that Σc may depend on all accessible arguments, including the non-
recursive ones. That is why we need a sort Σc

k <S B wrt. which the size of the
k-th argument will be measured. For instance, one can measure the size of a
pair of natural numbers by the sum of their sizes: given a type P for pairs of
natural numbers with the constructor pair : N⇒ N⇒ P, one can take ppair = 0,
qpair = 2, Σpair

1 = Σpair
2 = N and Σpair(a, b) = a+ b.
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Finally, the two can be mixed so that, for instance, the size of a list of natural
numbers can be defined as the sum of the sizes of its components. With this
notion of size, a list with only one big element can be greater than a list with
many small elements.

Definition 8 (Stratification defined by a size function) Assume that →
is finitely branching. Given a size function Σc for every constructor c, we de-
fine a continuous stratification SB for every sort B by induction on >S as fol-
lows, where, given (c,~t, ~T ) ∈ CB

→∗(t), oSc(~t) denotes the sequence oSc,1(t1), . . . ,
oSc,n(tn) with n = qc and Sc,k = [Σc

k : SΣ
c
k ]Tk, that is, oSc,k(tk) is the size of tk

in Tk wrt. Σc
k (which is B if k ∈ {1, . . . , pc}):

• SB0 is the set of terms t ∈ SN such that, for all (c,~t, ~T ) ∈ CB
→∗(t):

– pc = 0 (i.e. c has no recursive argument),

– ∀k ∈ {pc + 1, . . . , qc}, tk ∈ Tk,

– Σc(oSc(~t)) ≤ 0.

• SBa+1 is the set of terms t ∈ SN such that, for all (c,~t, ~T ) ∈ CB
→∗(t):

– ∀k ∈ {1, . . . , pc}, tk ∈ [B : SBa ]Tk

– ∀k ∈ {pc + 1, . . . , qc}, tk ∈ Tk

– Σc(oSc(~t)) ≤ a+ 1.

• SBa = lub({SBb | b < a}) if a is an infinite limit ordinal.

Note that S is well-defined because:

• in the case of SB0 :

– pc = 0 and thus, for all k ∈ {1, . . . , qc}, oSc,k(tk) = o
[Σc

k
:SΣc

k ]Tk
(tk) is well-

defined since tk ∈ Tk and Σc
k <S B.

• in the case of SBa+1:

– ∀k ≤ pc, oSc,k(tk) = o[B:SB]Tk
(tk) is well-defined and ≤ a since tk ∈ [B :

SBa ]Tk;

– ∀k ∈ {pc + 1, . . . , qc}, oSc,k(tk) is well-defined since tk ∈ Tk and Σc
k <S B.

The definition of SB is similar to the definition of the default stratification
except that the size functions Σc are used to enforce lower bounds on the size of
terms. Hence, if one takes for every Σc the constant function equal to 0, then one
almost gets the default stratification. To get the default stratification one has
to slightly change the definition of SB by taking SB0 = ⊥. The current definition
has the advantage that both variables and nullary constructors have size 0 so
that, for instance, if one takes Σ0 = Σs(a) = 0, then oSN(six) = oSN(si0) = i
while, in the default stratification, oDN(six) = i and oDN(si0) = i + 1 (nullary
constructors do not belong to ⊥).

We now check that SB is indeed a stratification of B.
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Lemma 4 For every sort B and ordinal a < h, SBa ⊆ B.

Proof. We proceed by induction on <S and a.

• Let t ∈ SB0 . Then, t ∈ SN. Let now (c,~t, ~T ) ∈ CB
→∗(t) and k ∈ {1, . . . , qc}.

Then, pc = 0 and tk ∈ Tk. Hence, t ∈ B since B = HB(B).

• Let t ∈ SBa+1. Then, t ∈ SN. Let now (c,~t, ~T ) ∈ CB
→∗(t) and k ∈ {1, . . . , qc}.

If k ≤ pc, then tk ∈ [B : SBa ]Tk. By induction hypothesis, SBa ⊆ B. Since B

occurs only positively in Tk, Proposition 1 gives [B : SBa ]Tk ⊆ [B : B]Tk = Tk.
Therefore, tk ∈ Tk. Now, if k ∈ {pc+1, . . . , qc}, then tk ∈ Tk too. Therefore,
t ∈ B since B = HB(B).

• Let t ∈ SBa with a a limit ordinal. Then, t ∈ SBb for some b < a. Therefore,
by induction hypothesis, t ∈ B. �

Lemma 5 For every sort B, SB is monotone.

Proof. We prove that, for all a, for all b, if b < a, then SBb ⊆ S
B
a , by

induction on a (1). If a is a limit ordinal, then this is immediate. Otherwise,
a = a′ + 1 and b ≤ a′. If b < a′ then, by induction hypothesis (1), SBb ⊆ S

B
a′ .

Otherwise, b = a′. Hence, in both cases, we need to have SBa′ ⊆ SBa′+1 to

conclude. To this end, we prove that, for all c < a, SBc ⊆ S
B
c+1, by induction on

c (2).

• Let t ∈ SB0 . Then, t ∈ SN. Let now (c,~t, ~T ) ∈ CB
→∗(t) and k ∈ {1, . . . , qc}.

Then, pc = 0; for all k ∈ {1, . . . , qc}, tk ∈ Tk; and Σc(oSc(~t)) ≤ 0 ≤ 1.
Therefore, t ∈ SB1 .

• Let t ∈ SBc+1. Then, t ∈ SN. Let now c~t ∈ CB
→∗(t) and k ∈ {1, . . . , qc}. Then

oSc(~t) ≤ c ≤ c+1; if k ≤ pc, then tk ∈ [B : SBc ]Tk; and if k ∈ {pc +1, . . . , qc},
then tk ∈ Tk. Assume that k ≤ pc. By induction hypothesis (2), SBc ⊆ S

B
c+1.

Since B occurs only positively in Tk, [B : SBc ]Tk ⊆ [B : SBc+1]Tk. Therefore,
t ∈ SBc+2.

• Let t ∈ SBc with c an infinite limit ordinal. Then, t ∈ SBd for some d < c.

Thus t ∈ SN and, by induction hypothesis (2), t ∈ SBd+1. Let now (c,~t, ~T ) ∈

CB
→∗(t) and k ∈ {1, . . . , qc}. Then, oSc(~t) ≤ d + 1 < c + 1; if k ≤ pc, then

tk ∈ [B : SBd ]Tk; and if k ∈ {pc + 1, . . . , qc}, then tk ∈ Tk. Assume that
k ≤ pc. Since d < c < a, by induction hypothesis (1), SBd ⊆ S

B
c . Since B

occurs only positively in Tk, [B : SBd ]Tk ⊆ [B : SBc ]Tk. Therefore, t ∈ SBc+1. �

Lemma 6 For every sort B and ordinal a < h, SBa is a computability predicate.

Proof. We proceed by induction on <S and a. If a is an infinite limit
ordinal, then SBa is a computability predicate by definition of lub since, by
induction hypothesis, for all b < a, SBa is a computability predicate.

We are left with the cases of 0 and successor ordinals. Given a predicate
P on triples (c,~t, ~T ), let SNB(P ) = {t ∈ SN | CB

→∗(t) ⊆ P}. We have SB0 =
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SNB(P0) for some predicate P0, and SBa+1 = SNB(Pa+1) for some predicate Pa+1.

However, for all predicate P , SNB(P ) is a computability predicate:

• SNB(P ) ⊆ SN by definition.

• If t ∈ SNB(P ) and t → t′, then t′ ∈ SNB(P ) since t′ ∈ SN and CB
→∗(t′) ⊆

CB
→∗(t).

• Assume now that t is neutral and → (t) ⊆ SNB(P ). Then, t ∈ SN. Assume

moreover that (c,~t, ~T ) ∈ CB
→∗(t). Since t is neutral, there is t′ such that

t→ t′ and (c,~t, ~T ) ∈ CB
→∗(t′). Therefore, (c,~t, ~T ) ∈ P and t ∈ SNB(P ). �

Lemma 7 For every sort B, SBh = B.

Proof. Since SBa ⊆ B = DB
h , it suffices to prove that, for all a, DB

a ⊆ S
B
h ,

that is, for all a, there is b < h such that DB
a ⊆ S

B
b . We proceed by induction

on <S and a.

• DB
0 = ⊥ ⊆ SBh .

• Let a be an infinite limit ordinal smaller than h. By induction hypothesis,
for all b < a, DB

b ⊆ S
B
h . Therefore, DB

a ⊆ S
B
h .

• Let now a+ 1 < h. By induction hypothesis, DB
a ⊆ S

B
h .

First note that, since h is a successor cardinal, it is regular, that is, it is equal
to its cofinality. And since it is uncountable, it is ω-complete, that is, every
countable subset of h has a least upper bound in h.

Let X = {oSB(t) | t ∈ DB
a } and c = sup(X). Since |X | ≤ |DB

a | ≤ |L| ≤ ω, we
have c < h and DB

a ⊆ S
B
c .

Let now d = sup(X ∪ Y ) where Y is the set of the ordinals Σc(oSc(~t)) such

that there are t ∈ DB
a and (c,~t, ~T ) ∈ CB

→∗(t). Since |Y | ≤ ω (→ is finitely
branching), we have sup(Y ) < h and d+ 1 < h.

We now prove that DB
a+1 ⊆ S

B
d+1. Let t ∈ DB

a+1. Then, t ∈ SN. Let

now (c,~t, ~T ) ∈ CB
→∗(t) and k ∈ {1, . . . , qc}. If k ∈ {pc + 1, . . . , qc}, then

tk ∈ Tk. Otherwise, tk ∈ [B : DB
a ]Tk. Since B occurs only positively in Tk,

we have [B : DB
a ]Tk ⊆ [B : SBc ]Tk. Since c ≤ d and SB is monotone, we have

[B : SBc ]Tk ⊆ [B : SBd ]Tk. Finally, Σc(oSc(~t)) ≤ d. Therefore, t ∈ SBd+1. �

Let us now see some properties of S:

Lemma 8

1. t ∈ SB0 iff t ∈ B and, for all (c,~t, ~T ) ∈ CB
→∗(t), Σc(oSc(~t)) = pc = 0.

2. t ∈ SBa+1 iff t ∈ B and, for all (c,~t, ~T ) ∈ CB
→∗(t), Σc(oSc(~t)) ≤ a + 1 and, for

all k ∈ {1, . . . , pc}, oSc,k(tk) ≤ a.

Proof.
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1. Immediate.

2. Assume that t ∈ SBa+1. Then, t ∈ B. Assume moreover that (c,~t, ~T ) ∈

CB
→∗(t). Then, Σc(oSc(~t)) ≤ a + 1 and, for all k ∈ {1, . . . , pc}, tk ∈ [B :

SBa ]Tk = Sc,ka . Hence, oSc,k(tk) ≤ a. Conversely, if oSc,k(tk) ≤ a, then
tk ∈ [B : SBa ]Tk. �

Lemma 9 If (c,~t, ~T ) ∈ CB and c~t ∈ B, then:

1. oSB(c~t) ≥ Σc(oSc(~t)).

2. oSB(c~t) > oSc,k(tk) for all k ∈ {1, . . . , pc}.

Proof. Let a = oSB(c~t).

1. If a = 0, then c~t ∈ SB0 and Σc(oSc(~t)) = 0 ≤ a. Otherwise, since SB is
continuous, a = b+1 for some b. Hence, c~t ∈ SBb+1 and Σc(oSc(~t)) ≤ b+1 = a

too.

2. If a = 0, then c~t ∈ SB0 and pc = 0. Otherwise, since SB is continuous, a = b+1
for some b. Hence, c~t ∈ SBb+1 and tk ∈ [B : SBb ]Tk. Thus, oSc,k(tk) ≤ b < a.�

Theorem 1 If t ∈ B, then oSB(t) = δ sup(R ∪ S ∪ T )4 where:

• δa = a+ 1 if a is an infinite limit ordinal, and δa = a otherwise;

• R = {oSB(t′) | t→ t′};

• S = {oSc,k(tk) + 1 | (c,~t, ~T ) ∈ CB, t = c~t, k ∈ {1, . . . , pc}};

• T = {Σc(oSc(~t)) | (c,~t, ~T ) ∈ CB, t = c~t}.

Proof. Let a = sup(R ∪ S ∪ T }) and b = oSB(t).
We first prove that b ≥ δa. First, we have b ≥ 0. Let now t′ such that

t → t′. Then, b ≥ oSB(t′) by Lemma 2 (1). Assume now that (c,~t, ~T ) ∈ CB

and t = c~t. Then, b ≥ Σc(oSc(~t)) and, if k ∈ {1, . . . , pc}, then b > oSc,k(tk).
Therefore, b ≥ a.

Since SB is continuous, b cannot be an infinite limit ordinal. So, if a is an
infinite limit ordinal, then b > a and thus b ≥ δa. Otherwise, δa = a and thus
b ≥ δa.

Now, to have b ≤ δa, we prove that t ∈ SBδa, by case on δa.

• δa = 0. Then, a = 0. Let (c,~t, ~T ) ∈ CB
→∗(t).

– Case t = c~t. Then, S = ∅, pc = 0 and Σc(oSc(~t)) = 0. Thus, by Lemma 8,
t ∈ SB0 .

– Case t → t′ →∗ c~t. Then, oSB(t′) = 0. So, pc = 0, Σc(oSc(~t)) = 0 and
t ∈ SB0 .

4Note that sup(∅) = 0 by definition of sup.
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• δa = a′ + 1. Let (c,~t, ~T ) ∈ CB
→∗(t).

– Case t = c~t. If k ∈ {1, . . . , pc}, then oSc,k(tk) ≤ a′ since, by Lemma 9 (2),
oSc,k(tk) < a ≤ δa = a′+1. Moreover, Σc(oSc(~t)) ≤ a′+1 since, by Lemma
9 (1), Σc(oSc(~t)) ≤ a ≤ δa = a′ + 1. Therefore, by Lemma 8, t ∈ Sa′+1.

– Case t → t′ →∗ c~t. If k ∈ {1, . . . , pc}, then oSc,k(tk) ≤ a′ since oSc,k(tk) <
oSB(c~t) ≤ oSB(t′) ≤ a ≤ δa = a′ + 1. Moreover, Σc(oSc(~t)) ≤ a′ + 1 since
Σc(oSc(~t)) ≤ oSB(c~t) ≤ oSB(t′) ≤ a ≤ δa = a′ + 1. Therefore, t ∈ Sa′+1. �

Note that T has 0 or 1 element, and S has a finite number of elements. So,
sup(R∪S ∪ T }) is an infinite limit ordinal only when R is infinite, that is, only
when → is infinitely branching.

Note also that taking Σc(~a) ≤ sup{ak + 1 | k ∈ {1, . . . , pc}} gives the same
notion of size as taking Σc(~a) = 0. On the other hand, if Σc(~a) ≥ sup{ak + 1 |
k ∈ {1, . . . , pc}}, then Σc determines the size of irreducible terms of the form
c~t:

Corollary 1 Assume that Σc is strictly extensive wrt. recursive arguments
(i.e. ak < Σc(~a) if k ∈ {1, . . . , pc}) and Σc(~a) is not an infinite limit ordinal.

Then, for all (c,~t, ~T ) ∈ CB such that c~t ∈ B and c~t is irreducible, we have
oSB(c~t) = Σc(oSc(~t)).

Proof. Since c~t is irreducible, R = ∅. Let a = Σc(oSc(~t)). Since
a > oSc,k(tk) whenever k ∈ {1, . . . , pc}, oSB(c~t) = δa. Since a is not an in-
finite limit, δa = a. �

Note that all the previous results hold even if C and F are not disjoint: up
to now, we used no assumption on the rewrite relation →. In the following, we
will use the fact that there is no rule of the form c~l → r with c ∈ C:

Corollary 2 Assume that Σc is monotone wrt. every argument, strictly exten-
sive wrt. recursive arguments and not an infinite limit ordinal. Then, for all
(c,~t, ~T ) ∈ CB such that c~t ∈ B, we have oSB(c~t) = Σc(oSc(~t)).

Proof. We proceed by induction on ~t with ←prod as well-founded relation.
Assume that c~t → u. Then, there are ~u such that u = c ~u and ~t →prod ~u.
Hence, oSc(~u) ≤prod oSc(~t) and, by induction hypothesis, o(c ~u) = Σc(oSc(~u)).
So, o(c ~u) ≤ Σc(oSc(~t)) since Σc is monotone. Therefore, o(c~t) = Σc(oSc(~t)). �

Finally, we are going to prove that, if→ is locally confluent, hence confluent
on strongly normalizing terms [New42], then the size of a term is equal to the
size of its normal form when its type is a strictly positive sort:

Definition 9 (Strictly positive sorts) A sort B is strictly positive if, for ev-

ery constructor c : ~T ⇒ B and argument k ∈ {1, . . . , qc}, Tk is positive wrt. B
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and either Tk is a strictly positive sort5 C <S B or Tk is of the form ~U ⇒ B

with Pos(B, ~U ) = ∅.

Examples of strictly positive sorts are Peano natural numbers and Howard
constructive ordinals.

Lemma 10 Assume that→ is locally confluent and, for every constructor c, Σc

is monotone wrt. every argument, strictly extensive wrt. recursive arguments
and not an infinite limit ordinal. Then, for every strictly positive sort B and
term t ∈ B, oSB(t) = oSB(t↓), where t↓ is the normal form of t.

Proof. First note that oSB(t↓) ≤ oSB(t) since t→∗ t↓. We now prove that,
for all B, for all t ∈ B, oSB(t) ≤ oSB(t↓), by induction on (B, oSB(t), t) with
(<S, <,←)lex as well-founded relation. If t → u then oSB(u) ≤ oSB(t). Hence,
by induction hypothesis on the 2nd or 3rd component, oSB(u) = oSB(u↓) =

oSB(t↓). Assume now that (c,~t, ~T ) ∈ CB and t = c~t. Then, by Corollary 2,
oSB(t) = Σc(oSc(~t)) and oSB(t↓) = Σc(oSc(~t↓)). Since Σc is monotone, it suffices
to prove that, for all k ∈ {1, . . . , qc}, oSc,k(tk) ≤ oSc,k(tk ↓). Since B is strictly
positive, there are two cases:

• Tk is a strictly positive sort C <S B. Then, by induction hypothesis on the
1st component, oSc,k(tk) = oSC(tk) = oSC(tk ↓) = oSc,k(tk ↓).

• There is ~U such that Tk = ~U ⇒ B and Pos(B, ~U ) = ∅. Then, by Lemma 3 (3),

oSc,k(tk) = sup{oSB(tk~u) | ~u ∈ ~U} and oSc,k(tk ↓) = sup{oSB(tk ↓~u) | ~u ∈ ~U}.
Since oSB(tk ↓~u) ≤ oSB(tk~u) < oSB(t), by induction hypothesis on the 2nd
component, oSB(tk~u) = oSB(tk ↓~u). Therefore, oSc,k(tk) = oSc,k(tk ↓). �

4 Termination criterion

In this section, we describe a termination criterion that capitalizes on the fact
that some terms can be assigned an ordinal size. The idea is simple: if for every
rewrite step fl → r and every function call gm in r, the size of m is strictly
smaller than the size of l, then there cannot be any infinite reduction.

The idea, dating back to Hughes, Pareto and Sabry [HPS96], consists in
introducing symbolic expressions representing ordinals and logical rules for de-
ducing information about the size of terms, namely, that it is bounded by some
expression. Hence, termination is reduced to checking the decreasingness of
symbolic size expressions.

Following these authors, we replace every sort B by a pair (B, a), written Ba,
where a is a symbolic expression from an algebra interpretable in ordinals, so
that a term is of size-annotated type Ba if it is of type B and of size smaller than

or equal to the interpretation of a. The typing rules of Figure 2 are then easily
turned into valid deduction rules on size annotations. Moreover, the monotony

5This is a restriction wrt. the definition given in [CPM88] where Tk can be any type where
B does not occur.
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of stratifications naturally induces a notion of subtyping on size-annotated types:
a term of type Ba is also of type Bb if a ≤ b.

4.1 Size-annotated types

In the previously mentioned works, only two particular algebras have been con-
sidered so far. First, the successor algebra, that is the algebra generated by a
unique size function symbol s interpreted as the successor function on ordinals
(see Definition 21). Second, when h is restricted to ω (e.g. when inductive
types are restricted to first-order data types), the algebra of Presburger arith-
metic generated from the symbols 0, s and + interpreted by zero, the successor
function and the addition on natural numbers respectively, the first-order theory
of which is decidable [Pre29].

Other algebras are however interesting as we shall see in some examples. For
instance, the max-successor algebra, that is, the successor algebra extended by
a max operator, and the max-plus algebra, that is, the algebra generated by the
symbols 0, 1, + and max.

So, in the following, we consider an arbitrary size algebra and prove general
results under some conditions on it. Then, in Section 7, we prove that these
conditions are in particular satisfied by the successor algebra.

Definition 10 (Size algebra) A size algebra is given by:

• a first-order term algebra A built from a set V of size variables α, β, . . . and a
set F of size function symbols f, g, . . . of fixed arity, disjoint from V;

• a quasi-ordering ≤A on A that is stable by size substitution: aϕ <A bϕ (aϕ ≃A

bϕ resp.) whenever a <A b (a ≃A b resp.) and ϕ : V→ A;

• for each size function symbol f ∈ F of arity n, a function fh : hn → h so that,
for every valuation µ : V→ h, aµ < bµ (aµ = bµ resp.) whenever a <A b (a ≃A

b resp.) where, as usual, αµ = µ(α) and (fa1 . . . an)µ = fh(a1µ, . . . , anµ).

A size algebra is monotone if every size function symbol is monotone in every
argument, that is, f~a ≤A f~b whenever ~a (≤A)prod~b.

Let a ≤ext b iff, for all µ, aµ ≤ bµ. Note that ≤ext satisfies the above
conditions, and every ordering ≤A satisfying the above conditions is included
in ≤ext. So, one can always take ≤ext for ≤A but, as this ordering may be
undecidable, one may prefer to use a decidable subordering instead.

Definition 11 (Size-annotated types) The set TA of (possibly) annotated
types is defined as follows:

• if T is a type, then T ∈ TA;

• if B is a sort and a a size expression, then Ba ∈ TA;

• if U and V belong to TA, then U ⇒ V ∈ TA.
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Let Var(T ) be the set of size variables occurring in T .
Given an annotated type T , let |T | be the type obtained by removing in T

every size annotation.
Given a sort B, a size variable α and a type T , let Annot(T,B, a) be the

annotated type obtained by annotating in T every occurrence of B by a.
The set of positions of a size variable α in an annotated type T , Pos(α, T ),

is defined as follows:

• Pos(α,U ⇒ V ) = {1p | p ∈ Pos(α,U)} ∪ {2p | p ∈ Pos(α, V )};

• Pos(α,B) = ∅;

• Pos(α,Bb) = {0p | p ∈ Pos(α, b)};

• Pos(α, β) = {ε} if α = β;

• Pos(α, β) = ∅ if α 6= β;

• Pos(α, f~b) = {ip | p ∈ Pos(α, bi)};

The sets of positive and negative positions of an annotated type are defined
as follows:

• Pos+(U ⇒ V ) = {1p | p ∈ Pos−(U)} ∪ {2p | p ∈ Pos+(V )};

• Pos−(U ⇒ V ) = {1p | p ∈ Pos+(U)} ∪ {2p | p ∈ Pos−(V )};

• Pos+(B) = {ε};

• Pos−(B) = ∅;

• Pos+(Bb) = {0p | p ∈ Pos+(b)};

• Pos−(Bb) = {0p | p ∈ Pos−(b)};

• Pos+(f~b) = {ip | i∈Mon+(f), p∈Pos+(bi)}∪{ip | i∈Mon−(f), p∈Pos−(bi)};

• Pos−(f~b) = {ip | i∈Mon+(f), p∈Pos−(bi)}∪{ip | i∈Mon−(f), p∈Pos+(bi)};

where Mon+(f) (Mon−(f) resp.) is the set of arguments in which f is monotone
(anti-monotone resp.) wrt. ≤A.

In order to combine terms with annotated and unannotated types, we extend
A by a greatest element ∞ and identify B∞ with B:

Definition 12 (Top-extension of a size algebra) The top-extension of a size
algebra A is a set A∪ {∞} with ∞ /∈ A. Given B ∈ S, let B∞ = B (we identify a
sort B annotated by∞ with B). Given extended size expressions a, b ∈ A∪{∞},
let a ≤∞

A
b if a ≤A b or b =∞. Given ϕ : V→ A∪{∞}, let aϕ =∞ if a contains

a variable α such that ϕ(α) =∞, and aϕ be the usual substitution otherwise.
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We now propose to users a syntactic way to specify their own notions of size
through the annotation of constructor types. We assume that every constructor
type is annotated in a way that allow us to define a size function, hence a
stratification for every sort, and thus an interpretation of every annotated type
in computability predicates.

Definition 13 (Annotated types of constructors) We assume that every
constructor c with Θ(c) = T1 ⇒ . . . ⇒ Trc ⇒ B is equipped with an annotated
type

Θ(c) = Annot(T1,Σ
c
1, α

c
1)⇒ . . .⇒ Annot(Tqc ,Σc

qc , αc
qc)⇒ Tqc+1 ⇒ . . .⇒ Trc ⇒ Bσc

where:

• αc
1, . . . , α

c
pc ∈ V;

• αc
pc+1, . . . , α

c
qc ∈ V ∪ {∞};

• the variables of {αc
1, . . . , α

c
qc} are either pairwise equal or pairwise distinct,

in which case we say that the annotated type of c is functional;

• for all i ∈ {1, . . . , pc}, Σc
i = B;

• for all i ∈ {pc + 1, . . . , pc} with αc
i ∈ V, Σc

i occurs in Ti;

• for all i ∈ {pc + 1, . . . , pc} with αc
i ∈ V, Pos(Σc

i , Ti) ⊆ Pos+(Ti);

• σc ∈ A ∪ {∞};

• Var(σc) = {αc
i ∈ V};

• σc is monotone wrt. every argument: for all i ∈ {1, . . . , qc}, Pos(αc
i , σ

c) ⊆
Pos+(σc);

• σc is strictly extensive wrt. recursive arguments: for all i ∈ {1, . . . , pc},
αc
i <A σ

c.

We say that Θ is functional if every constructor has a functional annotated type.

The precise semantics of these annotations will be given in the next defini-
tion. The intuition is that the size of a term of the form c~t will be given by
the interpretation in ordinals of σc with each αc

i , the abstract size of the i-th
argument of c, interpreted by the actual size of ti in [Σc

i : S
Σc

i ]Ti.
Note that a constructor c can always be annotated under the above condi-

tions in any algebra extending the successor algebra by taking:

• αc
1 = . . . = αc

pc ;

• αc
pc+1 = . . . = αc

qc =∞;

• σc =∞ if pc = 0, and σc = sαc
1 otherwise.
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For instance, for the constructors of the sort T of labeled binary trees with
labels in some sort B <S T, one can take in the successor algebra leaf : B ⇒ T

and node : Tα ⇒ Tα ⇒ B ⇒ Tsα. So, we have Σleaf
1 = B, αleaf

1 = ∞, σleaf = ∞
; and Σnode

1 = Σnode
2 = T, αnode

1 = αnode
2 = α and σnode = sα. Because leaf is

not given a definite size, every tree containing a leaf has no definite size too. In
this case, the size information is useless for proving the termination of a rule
like f (node leaf x)→ f x.

As for the constructors of the sort O of Howard’s constructive ordinals, we
can take zero : O , succ : Oα ⇒ Osα and lim : (N ⇒ Oα) ⇒ Osα, that is,
σzero = ∞ ; Σsucc

1 = O, αsucc
1 = α and σsucc = sα; and Σlim

1 = O, αlim
1 = α and

σlim = sα.
However, in the successor algebra, constructors with at least two accessible

arguments cannot have functional annotated types (because there is only one
non-nullary symbol).

In contrast, in any algebra extending the max-successor algebra, a construc-
tor c can always be equipped with a functional type satisfying the above condi-
tions by taking:

• αc
1, . . . , α

c
pc pairwise distinct;

• αc
pc+1 = . . . = αc

qc =∞;

• σc =∞ if pc = 0, and σc = s(maxαc
1 . . . α

c
pc) otherwise.

For instance, for the constructors of the sort T of labeled binary trees, we
can take leaf : B⇒ T and node : Tα ⇒ Tβ ⇒ B⇒ Ts(α+β).

We now extend the interpretation of types in computability predicates to
annotated types, by defining a size function Σc for each constructor c:

Definition 14 (Interpretation of size-annotated types) First, for each con-
structor c with Θ(c) as in Definition 13, we define a size function Σc as follows:

• Σc(~a) = 0 if σc =∞,

• otherwise Σc(~a) = σcν where ν : Var(σc)→ h is defined as follows:

– if all the αc
i ∈ V are pairwise distinct, then ∀i ∈ {1, . . . , qc} with αc

i ∈ V,
αc
iν = ai;

– if all the αc
i ∈ V are equal to some α, then αν = sup{ai | i ∈ {1, . . . , q

c}, αc
i ∈

V}.

Then, given a valuation µ : V→ h, we interpret annotated types as follows:

• Bµ = B,

• Baµ = SBaµ if a ∈ A, where S is the stratification defined by Σ as in Definition
8,

• (U ⇒ V )µ = Uµ⇒ V µ.
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Note that the size function Σc is monotone wrt. every argument and strictly
extensive wrt. recursive arguments, since σc is monotone wrt. every argument
and strictly extensive wrt. recursive arguments.

We end this section by introducing some reflexive and transitive closure of
the notion of accessible argument and prove some properties about it. In order
to keep track of the sort with respect to which the size is measured, we consider
a relation on triples (t, T,B) made of a term t, its type T and the sort B used
to measure the size of t in [B : SB]T .

Definition 15 (Accessible subterm) We say that (u, U,C) is accessible in

(t, T,B), written (u, U,C)�a(t, T,B), if (u, U,C) = (t, T,B) or there are (c,~t, ~T ) ∈
CB and k ∈ {1, . . . , qc} such that t = c~t, T = B and (u, U,C)�a (tk, Tk,Σ

c
k).

For example:

• (x,N,N) is accessible in (sx,N,N) if s : N⇒ N;

• (f,N⇒ O,O) is accessible in (lim f,O,O) if lim : (N⇒ O)⇒ O;

• (x,N,N) is accessible in (pair (sx) y,P,P) if pair : N⇒ N⇒ P and s : N⇒ N.

• (x,B⇒ C,B) is not accessible in (cx,B,B) if c : (B⇒ C)⇒ B.

Note that �a is stable by substitution, and that C occurs only positively in
U whenever (u, U,C)�a (t, T,B), where �a is the strict part of �a.

Lemma 11

1. Accessibility preserves computability: if (u, U,C)�a (t, T,B) and t ∈ T , then
u ∈ U .

2. Accessibility makes size decrease: if for every constructor c, Σc is (strictly
resp.) extensive wrt. every argument and (u, U,C) �a (t, T,B) ((u, U,C) �a

(t, T,B) resp.), then o[C:SC]U (u) ≤ o[B:SB]T (t) (o[C:SC]U (u) < o[B:SB]T (t) resp.).

Proof. By induction on �a:

• (u, U,C) = (t, T,B). Immediate.

• There are (c,~t, ~T ) ∈ CB and k ∈ {1, . . . , qc} such that t = c~t, T = B

and (u, U,C) �a (tk, Tk,Σ
c
k). Then, tk ∈ Tk and, by induction hypothe-

sis, u ∈ U and o[C:SC]U (u) ≤
e o

[Σc
k
:SΣc

k ]Tk
(tk), where ≤e = ≤ (< resp.)

if Σ is (strictly resp.) extensive. Since Σc is extensive wrt. every ar-
gument, o

[Σc
k
:SΣc

k ]Tk
(tk) ≤e Σc(oSc(~t)) ≤ oSB(t) = o[B:SB]T (t). Therefore,

o[C:SC]U (u) ≤
e o[B:SB]T (t). �
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4.2 Termination conditions

An important ingredient of the termination criterion is the way the sizes of
function arguments are compared. In frameworks where functions are defined
by fixpoint and case analysis, exactly one argument must decrease at a time.
Here, we allow the comparison of various arguments simultaneously, possibly
through some interpretation functions ζ.

Since not every term can be assigned a notion of size, and since two function
calls can have different numbers of arguments, we first need to specify what
arguments have to be taken into account and how their size are compared:

Definition 16 (Order on function calls) We assume given:

• a well-founded quasi-ordering ≤F on F (precedence) that we extend into a
well-founded quasi-ordering on V∪C∪F by taking s <F f whenever s ∈ V∪C
and f ∈ F;

• for each f : ~T ⇒ B:

– a number qf such that, for all i ∈ {1, . . . , qf}, Ti is a sort Σf
i (the first

qf arguments of f are the arguments that will be taken into account for
proving termination);

– an annotated type

Θ(f) = Annot(T1,Σ
f
1, α

f
1)⇒ . . .⇒ Annot(Tqf ,Σf

qf , α
f
qf )⇒ Tqf+1 ⇒ . . .⇒ Trf ⇒ Bσf

with ~αf distinct variables, σf ∈ A ∪ {∞} and Var(σf) ⊆ {~αf};

– for each X ∈ {A, h}, a well-founded quasi-order (Df
X ,≤

f
X) and a map ζ fX :

Xqf

→ Df
X such that:

∗ (Df
X ,≤

f
X) = (Dg

X ,≤
g
X) whenever f ≃F g;

∗ ~aµ <g,f
h
~bµ whenever ~a <g,f

A
~b and µ : V→ h;

∗ ~aµ ≃g,f
h
~bµ whenever ~a ≃g,f

A
~b and µ : V→ h;

∗ ~a <g,f
A
~c whenever ~a ≤∞

A
~b and ~b <g,f

A
~c;

∗ ~a <g,f
h
~c whenever ~a <g,f

h
~b and ~b ≤ ~c;

where (x1, .., xqg) ≤g,f
X (y1, .., yqf ) iff g ≃F f and ζgX(x1, .., xqg) ≤f

X ζ fX(y1, .., yqf ).

A function call f~t gives rise to a pair (f, ϕ) where ϕ : {~αf} → A maps αf
i to

the size of ti.
We then define the quasi-ordering on function calls, ≤A, as follows. Given

h ∈ V ∪ C ∪ F, ψ : {~αh} → A ∪ {∞} with {~αh} = ∅ if h ∈ V, f ∈ F, ϕ : {~αf} →
A ∪ {∞}, let

(h, ψ) ≤A (f, ϕ) if h <F f or ~αhψ <h,f
A

~αfϕ.

Its counterpart in h, ≤h, is defined similarly as follows. Given g ∈ V∪C∪F,

ν : {~αg} → h, f ∈ F, µ : {~αf} → h, let (g, ν) <h (f, µ) if g <F f or ~αgν <g,f
h ~αfµ.
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For the sake of simplicity, we assume that termination arguments come first.
This is not a real restriction since arguments can always be permuted if needed.

For ζ fX , one can often take the identity (assuming that qf = qg whenever
f ≃F g). In Example 6, we use a different function. When ζ fX is the identity, one
can for instance take for ≤f

A
(≤f

h resp.) the lexicographic or multiset extension
[DM79] of ≤A (≤ resp.), or some combination thereof, for which one can easily
prove the compatibility of ≤f

A
(≤f

h resp.) with ≤∞
A

(≤ resp.). Indeed, we have
(≤∞

A
)prod ◦ (<A)lex ⊆ (<A)lex (where ◦ is relation composition) since ≤∞

A
◦ ≤A ⊆

≤A, and <lex ◦ ≤prod ⊆ <lex.
We can now state our general termination theorem under abstract conditions

on size annotations. We will then discuss these conditions in turn.

Theorem 2 Assume that constructor types are annotated as in Definition 13.
The relation → = →β ∪→R terminates on the set T of well-typed terms if →
is finitely branching and, for each rule l → r ∈ R ⊆ T2, the left-hand side l is
of the form f~l, the annotated type of f is as in Definition 16, |~l| ≥ qf and there
are:

• a typing environment Γ : FV(r)→ TA with, for every (x, U) ∈ Γ:

– an integer kx ∈ {1, . . . , |~l|} such that x occurs in lkx and,

– if kx ≤ qf , a sortΣx and a size variable αx such that U = Annot(|U |,Σx, αx),
indicating how to measure the size of x;

• symbolic size upper bounds ϕ : {~αf} → A ∪ {∞} for l1, . . . , lqf ;

such that:

• Accessibility. For every (x, U) ∈ Γ:

– either kx > qf , lkx = x and Tkx = U ,

– or kx ≤ qf and (x, |U |,Σx)�a (lkx , Tkx ,Σ
f
kx);

• Subject reduction and decreasingness.
Γ ⊢fϕ r : (T|~l|+1 ⇒ . . . ⇒ Trf ⇒ Bσf )ϕ, where ⊢fϕ is defined in Figures 3 and
4;

• Minimality. For all substitutions θ with ~lθ ∈ ~T , there exists a valuation ν
such that:

– for all i ∈ {1, . . . , qf}, αf
iϕν = o

SΣf
i
(liθ);

– for all (x, U) ∈ Γ with kx ≤ qf , o[Σx:SΣx ]|U|(xθ) ≤ α
xν,

where S is the stratification defined in Definition 8 using the size function Σ
defined in Definition 14;

• Monotony. For all i ∈ {1, . . . , qf}, Pos(αf
i, σ

f) ⊆ Pos+(σf);
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Figure 3: Computability closure of (f, ϕ)

(app-
decr)

(h, ~V ⇒ V ) ∈ Γ ∪Θ

h <F f ∨ (h ≃F f ∧ |~V | ≥ qh)
ψ : {~αh} → A ∪ {∞}

(h, ψ) <A (f, ϕ)
(∀i)Γ ⊢fϕ ui : Viψ

Γ ⊢fϕ h~u : V ψ

(lam) Γ, x : U ⊢fϕ v : V

Γ ⊢fϕ λx
Uv : U ⇒ V

(sub) Γ ⊢fϕ t : U U ≤ V

Γ ⊢fϕ t : V

Figure 4: Subtyping rules

(size) a ≤∞
A
b

Ba ≤ Bb

(prod) U ′ ≤ U V ≤ V ′

U ⇒ V ≤ U ′ ⇒ V ′

(refl)

T ≤ T
(trans) T ≤ U U ≤ V

T ≤ V

In (app-decr), ψ is any size substitution of the size variables of ~V (after
Definitions 13 and 16). This rule works like the rule for type instantiation in
Hindley-Milner type system [Hin69, Mil78] except that, here, ψ is not a type
substitution but a size substitution. Hence, if s is declared of type Nα ⇒ Nsα

then, by (app-decr), ⊢fϕ s : Na ⇒ Nsa for any size expression a (in annotated
types, size variables are implicitly universally quantified).

The rule (app-decr) is a compact formulation that subsumes in a single
rule the usual rules of simply-typed λ-calculus for variables (Γ ⊢fϕ x : T if

(x, T ) ∈ Γ), constructors and function symbols (Γ ⊢fϕ c : Tψ if (c, T ) ∈ Θ and

ψ is any size substitution), and application (Γ ⊢fϕ tu : V if Γ ⊢fϕ t : U ⇒ V and

Γ ⊢fϕ u : U), with the following restrictions on application. First, the head of an

application cannot be an abstraction: ⊢fϕ only accepts terms in β-normal form
since rule right-hand sides usually so are. Second, if an application is headed by
a function symbol g, then g <F f (note that h <F f whenever h ∈ V ∪C), or we
have: g ≃F f, g applied to at least qg arguments, and the sizes of the arguments
of g, represented by ψ, smaller than ϕ in <A.

Hence, in (app-decr), h is either a variable of Γ, in which case ~V ⇒ V is
the type of h declared in Γ, or a constructor or function symbol, in which case
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~V ⇒ V is the annotated type of h declared in Θ. In addition, if h is a variable,
a constructor symbol or a function symbol strictly smaller than f, then h can
be applied to any number of arguments compatible with its type. On the other
hand, if h is a function symbol equivalent to f, then it must be applied to at
least qh arguments, and the abstract sizes of these arguments, given by the size
substitution ψ, must be strictly smaller than ϕ in <A.

An equivalent less compact formulation of (app-decr) is given in Figure 5.

Figure 5: Typing rules equivalent to (app-decr)

(var) (x, U) ∈ Γ

Γ ⊢fϕ x : U (cons)

(c, ~V ⇒ V ) ∈ Θ
ψ : {~αc} → A ∪ {∞}
(∀i)Γ ⊢fϕ ui : Viψ

Γ ⊢fϕ c~u : V ψ

(prec)

(g, ~V ⇒ V ) ∈ Θ
g <F f

ψ : {~αg} → A ∪ {∞}
(∀i)Γ ⊢fϕ ui : Viψ

Γ ⊢fϕ g~u : V ψ
(rec-call)

(g, ~V ⇒ V ) ∈ Θ

g ≃F f ∧ |~V | ≥ qg

ψ : {~αg} → A ∪ {∞}
(g, ψ) <A (f, ϕ)
(∀i)Γ ⊢fϕ ui : Viψ

Γ ⊢fϕ g~u : V ψ

Before proving this theorem, let us discuss the conditions and give some
examples.

Accessibility. As explained in Section 2.5, not every subterm of a com-
putable term is computable. The definition of computability ensures that all
accessible subterms so are. The accessibility condition ensures that each free
variable x of the right hand-side is either a parameter or an accessible sub-
term of a termination argument. Hence, every instance of x is computable if
the arguments of f so are. Now, by definition of accessibility, there must be a
sort Σx with respect to which the size of instances of x are measured. Since x
can be instantiated by terms of any size, the type of x should be of the form
Annot(|U |,Σx, αx), that is, every occurrence of Σx should be annotated by some
size variable αx, and no other sort should be annotated.

Subject reduction and decreasingness. This condition enforces two
properties at once. First, the right hand-side has the same type as the left
hand-side (subject reduction). Indeed, since the interpretation of a type has to

be stable by reduction, there cannot be a rule f~l → r such that the size of r is
strictly bigger than the size of f~l: rewriting cannot increase the size. Second,
by rule (app-decr), in every function call h~t, the symbolic size upper bounds ψ
of the actual sizes of the termination arguments of h are strictly smaller than
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those of f~l given by ϕ.
The relation ⊢fϕ is similar to the notion of computability closure introduced

in [BJO02, Bla15] except that, when comparing function arguments, it uses the
sizes given by the type system instead of the structure of terms. As already men-
tioned in the introduction, using the size information instead of the structure
of terms relates our termination technique to well-founded monotone algebras
[MN70, vdP96, Ham06], semantic labeling [Zan95, Ham07] or the notion of size-
change principle [LJBA01, Hyv14]. Now, as remarked in [Bla06a, KS07], the
notion of computability closure itelf has strong connections with the notion of
dependency pair [AG00]. It is also a tool for defining and strengthening the
higher-order recursive path ordering [Bla06b, JR07, BJR15]. Finally, all these
notions are known to be related in some way: size-change principle and de-
pendency pairs [TG05], semantic labeling and recursive path ordering [KL80],
dependency pairs and recursive path ordering [Der13], and size-based termina-
tion and semantic labeling [BR09].

Minimality. Since ϕ provides symbolic upper bounds only, this does not
suffice for getting termination. We also need ϕ to be minimal. Indeed, consider
the rule f x→ f x with f : Nα ⇒ Nα and Γ = [x : Nx]. By taking, αϕ = s x, one
has Γ ⊢fϕ f x : Nx since Γ ⊢fϕ x : Nx and x <A s x.

Monotony. Finally, the monotony condition requires the size of terms
generated by f to be monotone wrt. the sizes of its termination arguments.
It can always be satisfied by taking σf = ∞. This condition also appears in
[Abe04, BFG+04]. It is necessary because, in the rule (app-decr), ψ is not
necessarily minimal: it may be set to a strict upper bound by using the rule
(sub) beforehand. This could lead to invalid deductions wrt. sizes. Take for
instance the subtraction on natural numbers sub : N ⇒ N ⇒ N defined by
the rules of Figure 1. Because of the monotony condition, we cannot take
sub : Nα ⇒ Nβ ⇒ Nα−β. Otherwise, given f : Nα ⇒ N and 0 : N0, the rule
f (s 0) → f (sub (s 0) 0) would satisfy the other conditions. Indeed, by taking
sub <F f and ψ = {(α, s 0), (β, s 0)}, one gets Γ ⊢fϕ sub (s 0) 0 : N0 (while

oDN(sub (s 0) 0) = 1) and Γ ⊢fϕ f (sub (s 0) 0) : N since 0 <A s 0, but the system
does not terminate since f (sub (s 0) 0)→ f (s 0).

The accessibility and monotony conditions can be easily checked. In the next
section, we study the decidability of ⊢fϕ and, in Section 8, we provide a syntactic
condition for the minimality condition to hold in the successor algebra.

To end this section, note that the termination conditions do not require
l itself to be typable in ⊢fϕ. Hence, for instance, assuming that B has two
constructors c : Bα ⇒ Bsα and b : Bα ⇒ Bα ⇒ Bsα, we can handle the rule
f (bx1 (cx2)) → f x2 by taking Γ = [x2 : Bαx2 ] and αf

1ϕ = sαx2 . On the other
hand, we cannot handle the rule f (bx1 (cx2)) → f (bx1 x2). Indeed, in this
case, we can have oSB(bx1θ x2θ) = oSB(bx1θ (cx2θ)) if o(x2θ) < o(x1θ): the
height is not a decreasing measure in this case.
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4.3 Examples

We now show, for various examples, how to check these conditions, except the
minimality condition whose verification is postponed to Section 8.

We will use the following sorts and constructors:

• B: the sort of booleans with the constructors true : B and false : B;

• N: the sort of natural numbers with the constructors 0 : N and s : N⇒ N;

• O: the sort of Howard’s constructive ordinals with the constructors
zero : O, succ : O⇒ O and lim : (N⇒ O)⇒ O;

• L: the sort of lists with the constructors nil : L and cons : L⇒ N⇒ L6;

with N <S L and N <S O.

Example 2 (Division) Consider the function symbols sub (substraction) and
div (division) both of type N⇒ N⇒ N defined by the rules of Figure 1.

One can easily check the accessibility condition.
For constructors, take in the successor algebra, 0 : N and s : Nα ⇒ Nsα. For

sub and div, take Nα ⇒ N⇒ Nα with qsub = qdiv = 1 (and thus Σsub
1 = Σdiv

1 = N

and αsub
1 = αdiv

1 = α), which expresses the fact that these functions are not
size-increasing. One can easily check the monotony condition.

For the subject reduction and decreasingness condition, we only detail the
case of the last rule of div by taking Γ = [x : Nx, y : N], ϕ = {(α, s x)}, sub <F div

and the identity for ζdiv. Let ⊢ = ⊢divϕ . By (var), Γ ⊢ x : Nx and Γ ⊢ y : N.
By (prec), Γ ⊢ sub x y : Nx (by taking ψ = {(α, x)}). By (cons), Γ ⊢ s y : N
(by taking ψ = {(α,∞)}). By (app-decr), Γ ⊢ div (sub x y) (s y) : Nx since
x <A s x. Finally, by (cons), Γ ⊢ s (div (sub x y) (s y)) : Nsx = Nαϕ. �

Example 3 (Map and filter) Consider the function symbols map : L⇒ (N⇒
N) ⇒ L,7 if : L ⇒ L ⇒ B ⇒ L and filter : L ⇒ (N ⇒ B) ⇒ L defined by the
rules:

map nil f → nil

map (cons l x) f → cons (map l f) (f x)

if x y true → x
if x y false → y

filter nil f → nil

filter (cons l x) f → if (cons (filter l f) x) (filter l f) (f x)

For annotated types, we could take in the successor algebra, true : B, false : B,
nil : L, cons : Lα ⇒ N ⇒ Lsα, map : Lα ⇒ (N ⇒ N) ⇒ Lα with qmap = 1 (and
thus Σmap

1 = L and αmap
1 = α), if : Lα ⇒ Lα ⇒ B ⇒ Lα with qif = 2 (and

thus Σif
1 = Σif

2 = L and αf
1 = αf

2 = α), and filter : Lα ⇒ (N ⇒ B) ⇒ Lα with

6We permuted the arguments of cons so that the typing conforms to Definition 4.
7We permuted the arguments so that the typing conforms to Definition 16.
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qfilter = 1, expressing the fact that these functions are not size-increasing. One
can easily check the monotony condition.

Unfortunately, the annotated type of if does not satisfy the conditions of
Definition 16 because αif

1 = αif
2 (the variables αif

i should be distinct). There are
however two solutions to get around this problem:

• Annotate if in the max-successor algebra by taking if : B ⇒ Lα ⇒ Lβ ⇒
Lmaxαβ .

• Introduce a new type C >S L with constructor cond : Lα ⇒ Lα ⇒ B⇒ Cα, a
new function symbol newif : Cα ⇒ Lα with qnewif = 1, and define newif and
filter by the following rules instead:

newif (cond x y true) → x
newif (cond x y false) → y

filter nil f → nil

filter (cons l x) f → newif (cond (cons (filter l f) x) (filter l f) (f x))

For subject reduction and decreasingness, we only detail the case of the last
rule of filter by taking Γ = [f : N⇒ B, x : N, l : Ll], ϕ = {(α, s l)}, newif <F filter,
cond <F filter and the identity for ζfilter. Let ⊢ = ⊢filterϕ . By (var), Γ ⊢ x : N,
Γ ⊢ l : Ll and Γ ⊢ f x : B. By (app-decr), Γ ⊢ filter l f : Ll since l <A s l. By
(cons), Γ ⊢ cons (filter l f) x : Lsl. By (sub), Γ ⊢ filter l f : Lsl since l ≤∞

A
s l.

By (prec), Γ ⊢ cond (cons (filter l f) x) (filter l f) (f x) : Lsl. So, by (prec),
Γ ⊢ newif (cond (cons (filter l f) x) (filter l f) (f x)) : Lsl = Lαϕ. �

Example 4 (Gödel’ system T and Howard’ system V) Consider the re-
cursor on natural numbers recNT : N ⇒ T ⇒ (N ⇒ T ⇒ T ) ⇒ T from Gödel’
system T [Göd58], and the recursor on ordinals recOT : O ⇒ T ⇒ (O ⇒ T ⇒
T ) ⇒ ((N ⇒ O) ⇒ (N ⇒ T ) ⇒ T ) ⇒ T from Howard’ system V [How72]
defined by the following rules:

recNT 0 u v → u
recNT (s x) u v → v x (recNT x u v)

recOT 0 u v w → u
recOT (succ x) u v w → v x (recOT x u v w)
recOT (lim f) u v w → w f (λnN.recOT (f n) u v w)

One can easily check the accessibility condition.
For annotated types, take in the successor algebra, 0 : N, s : Nα ⇒ Nsα,

zero : O, succ : Oα ⇒ osα, lim : (N ⇒ Oα)⇒ Osα, recNT : Nα ⇒ T ⇒ (N ⇒ T ⇒
T )⇒ T and recOT : Oα ⇒ T ⇒ (O⇒ T ⇒ T )⇒ ((N⇒ O)⇒ (N⇒ T )⇒ T )⇒
T . One can easily check the monotony condition.

For subject reduction and decreasingness, we only detail the case of the last
rule of f = recOT by taking Γ = [f : N ⇒ Oβ , u : T, v : O ⇒ T ⇒ T,w :
(N ⇒ O) ⇒ (N ⇒ T ) ⇒ T ], ϕ = {(α, s β)} and the identity for ζ f . Let
⊢ = ⊢fϕ and ∆ = [n : N]Γ. By (var), Γ ⊢ f : N ⇒ Oβ and ∆ ⊢ f : N ⇒ Oβ ,
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Γ ⊢ u : T and ∆ ⊢ u : T , Γ ⊢ v : O ⇒ T ⇒ T ∆ ⊢ v : O ⇒ T ⇒ T ,
Γ ⊢ w : (N ⇒ O) ⇒ (N ⇒ T ) ⇒ T and ∆ ⊢ w : (N ⇒ O) ⇒ (N ⇒ T ) ⇒ T .
By (var) again, ∆ ⊢ f n : Oβ . By (app-decr), ∆ ⊢ recOT (f n) u v w : T since
β <A s β. By (lam), Γ ⊢ λnN.recOT (f n) u v w : N⇒ T . By (sub), Γ ⊢ f : N⇒ O

since N⇒ Oβ ≤ N⇒ O. Finally, by (var), ∆ ⊢ w f (λnN.recOT (f n) u v w) : T .
�

Follows a similar example showing that we cannot capture all non-increasing
functions as one can easily expect:

Example 5 (Quicksort) Let P be the sort of pairs of lists with the constructor
pair : L⇒ L⇒ P, and C be the sort with the constructor cond : P⇒ P⇒ B⇒
C. Then, let the functions fst, snd : P ⇒ L, le : N ⇒ N ⇒ B, if : C ⇒ P,
pivot : L⇒ N⇒ P, qs : L⇒ L⇒ L and qsort : L⇒ L be defined by the rules:

fst (pair l m) → l
snd (pair l m) → m

if (cond true p q) → p
if (cond false p q) → q

le 0 y → true

le (s x) 0 → false

le (s x) (s y) → le x y

pivot nil x → pair nil nil

pivot (cons l y) x → if (cond (pair (cons p1 y) p2) (pair p1 (cons p2 y)) (le y x))
where p1 = fst p, p2 = snd p, p = pivot l x

qs nil l → l
qs (cons l x) m → qs p1 (cons (qs p2 m) x)

where p1 = fst p, p2 = snd p, p = pivot x l
qsort l → qs l nil

Again, one can easily check the accessibility condition.
Now, for the annotated types of constructors, we take in the successor algebra

true : B, false : B, 0 : N, s : Nα ⇒ Nsα, nil : L, cons : Lα ⇒ N ⇒ Lsα,
pair : Lα ⇒ Lα ⇒ Pα and cond : Pα ⇒ Pα ⇒ B ⇒ Cα. Hence, a term of type
Pα is a pair of lists of length smaller than or equal to α.

Now, for function symbols, we take fst, snd : Pα ⇒ Lα, if : Cα ⇒ Pα,
le : Nα ⇒ N ⇒ B, pivot : Lα ⇒ N ⇒ Pα, qs : Lα ⇒ L ⇒ L and qsort : Lα ⇒ L,
which expresses the fact that fst, snd, if and pivot are not size-increasing. Again,
one can easily check the monotony condition.

For the subject reduction and decreasingness condition, we only detail the
case of the last rule of qs by taking Γ = [x : N, l : Ll,m : L], ϕ = {(α, s l)},
fst, snd, pivot <F qs and the identity for ζqs. Let ⊢ = ⊢qsϕ . By (var), Γ ⊢ x : N,
Γ ⊢ l : Ll and Γ ⊢ m : L. By (prec), Γ ⊢ p : Pl, Γ ⊢ p1 : Ll and Γ ⊢ p2 : Ll. Since
l <A s l, by (app-decr), Γ ⊢ qs p2 m : L. By (cons), Γ ⊢ cons (qs v m) x : L.
Finally, since l <A s l, by (app-decr) again, Γ ⊢ qs u (cons (qs v m) x) : L.

Note however that we cannot express that qsort is non-increasing, that is,
take qsort : Lα ⇒ Lα. To do so, we need a more precise type system with
existential quantifiers and constraints on size variables where pivot can be given
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the type:
(∀α)Lα ⇒ N⇒ (∃β)(∃γ)(α = β + γ)Lβ × Lγ [BR06]. �

We now give an example using interpretation functions ζ fX different from the
identity:

Example 6 (Reverse) The reversal of a list can be defined as follows [HH82]:

last nil x → x
last (cons l y) x → last l y
revremlast nil x → nil

revremlast (cons l y) x → rev (cons (rev (revremlast l y)) x)
rev nil → nil

rev (cons l x) → cons (revremlast l x) (last l x)

where rev : L⇒ L, revremlast : L⇒ N⇒ L and last : L⇒ N⇒ N.
Consider the 4th rule. Take cons : Lα ⇒ N ⇒ Lα+1, rev : Lα ⇒ Lα,

revremlast : Lα ⇒ N ⇒ Lα, Γ = [x : N, y : N, l : Ll] and ϕ = {(α, l + 1)}.
One can easily check the accessibility and monotony conditions. We now check
the subject reduction and decreasingness condition. Let ⊢ = ⊢revremlast

ϕ . For
comparing termination arguments, take ≤A = ≤

ext
A

, rev ≃F revremlast, ζrev(a) =
2a and ζrevremlast(a) = 2a+ 1. By (var), Γ ⊢ x : N, Γ ⊢ y : N and Γ ⊢ l : Ll. By
(app-decr), Γ ⊢ revremlast l y : Nl since ζrevremlast(l) = 2l+1 <A ζ

revremlast(l+1) =
2(l + 1) + 1 = 2l + 3. By (app-decr), Γ ⊢ rev (revremlast l y) : Nl since
ζrev(l) = 2l < 2l + 3. By (cons), Γ ⊢ cons (rev (revremlast l y)) x : Ll+1.
Finally, by (app-decr) again, Γ ⊢ rev (cons (rev (revremlast l y)) x) : Ll+1 since
ζrev(l + 1) = 2l+ 2 < 2l + 3. �

Here is an example of a recursor for a non-strictly positive type the termi-
nation of which can be proved neither by HORPO [JR99] nor by CPO [BJR15]:

Example 7 (Continuations) One can implement a breadth-first search al-
gorithm on leaf-labeled binary trees by using a non-strictly positive type of
continuations C whose constructors are b : C and c : ¬¬C ⇒ C, where ¬T =
T ⇒ L and L is the sort for lists of labels [Hof95]. Its recursor for type T ,
recCT : C⇒ T ⇒ (¬¬C⇒ ¬¬T ⇒ T )⇒ T , can be defined by the rules:

recCT b u v → u
recCT (c x) u v → v x (λy¬Ax (λzCy (recCT z u v)))

Again, one can easily check the accessibility condition.
Now, take c : ¬¬Cα ⇒ Csα and f = recCT : Cα ⇒ A ⇒ (¬¬C ⇒ ¬¬A ⇒

A)⇒ A. One can easily check the monotony condition.
For the subject reduction and decreasingness condition, we only detail the

case of the second rule by taking Γ = [x : ¬¬Cx, u : A, v : ¬¬C ⇒ ¬¬A ⇒ A]
and ϕ = {(α, s x)}. Let Γy = [y : ¬A]Γ, Γyz = [z : Cx]Γy and ⊢ = ⊢fϕ. By
(var), Γ ⊢ x : ¬¬Cx, Γ ⊢ u : A, Γ ⊢ v : ¬¬C ⇒ ¬¬A ⇒ A, Γyz ⊢ y : ¬A and
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Γyz ⊢ z : Cx. Since x <A s x, by (app-decr), Γyz ⊢ recCT z u v : A. By (var),
Γyz ⊢ y (recCT z u v) : L. By (lam), Γy ⊢ λzy (recCT z u v) : ¬Cx. By (var),
Γy ⊢ x (λzy (recCT z u v)) : L. By (lam), Γ ⊢ λy¬Ax (λzy (recCT z u v)) : ¬¬A.
By (sub), Γ ⊢ x : ¬¬C. Thus, by (var), Γ ⊢ v x (λy¬Ax (λzy (recCT z u v))) : A.
�

We end this series of examples with one using non-standard constructor size
annotations:

Example 8 (Normalization of conditionals) Let C be the sort of condi-
tional expressions with the constructors at : C and if : C3 ⇒ C. Following
[BM79], one can define a normalization function nm : C⇒ C as follows:

nm at → at

nm (if at y z) → if at (nm y) (nm z)
nm (if (if u v w) y z) → nm (if u (nm (if v y z)) (nm (if w y z)))

In [Pau86] is given a measure on terms due to Shostak that is decreasing
in recursive calls. Hence, we can prove the termination of nm by using the
following annotated types: at : C, if : Cα ⇒ Cβ ⇒ Cγ ⇒ C(α+1)(β+γ+3) and
nm : Cα ⇒ Cα. One can easily check the monotony condition.

Now, for the 3rd rule, let Γ = [u : Cu, v : Cv, w : Cw, y : Cy, z : Cz],
ϕ = {(α, a)} where a = ((u+1)(v+w+3)+1)(y+z+3)) = uvy+uvz+uwy+
uwz+3uv+3uw+3uy+3uz+vy+wy+vz+wz+9u+3v+3w+4y+4z+12, and ζnm

be the identity. One can easily check the accessibility condition. We now check
the subject reduction and decreasingness condition. Let ⊢ = ⊢nmϕ . By (cons),
Γ ⊢ if v y z : C(v+1)(y+z+3) and Γ ⊢ if w y z : C(w+1)(y+z+3). By (app-decr),
Γ ⊢ nm (if v y z) : C(v+1)(y+z+3) since (v+1)(y+z+3) = vy+vz+y+z+3 <A a,
and Γ ⊢ nm (if w y z) : C(w+1)(y+z+3) since (w + 1)(y + z + 3) = wy + wz + y +
z+3 <A a. Finally, by (app-decr), Γ ⊢ nm (if u (nm (if v y z)) (nm (if w y z))) : Cb
where b = (u + 1)((v + 1)(y + z + 3) + (w + 1)(y + z + 3) + 3) since b =
uvy+uvz+uwy+uwz+2uy+2uz+vy+vz+wy+wz+9u+2y+2z+9 <A a.
Therefore, by (sub), Γ ⊢ nm (if u (nm (if v y z)) (nm (if w y ))) : Ca. �

4.4 Proof of Theorem 2

We now prove Theorem 2 by checking that every term is computable, that is,
t ∈ T whenever Γ ⊢ t : T .

Computability of constructors. We first prove that, for all (c, µ,~t) with
Θ(c) = T1 ⇒ . . .⇒ Tr ⇒ B and Θ(c) = T1 ⇒ . . .⇒ Tr ⇒ Bσ as in Definition 13
(we drop the c’s in exponents), |~t| = r and (∀i)ti ∈ Tiµ, we have c~t ∈ Bσµ, by
induction on ~t with←prod as well-founded relation. First, we have c~t ∈ SN since
~t ∈ SN and there is no rule of the form c~l → r. Second, for every accessible
argument i ∈ {1, . . . , q}, we have Tiµ ⊆ Ti since Ti = Annot(Ti,Σi, αi) and
Pos(Σi, Ti) ⊆ Pos+(Ti). Moreover, oSi(ti) ≤ αiµ since ti ∈ Tiµ. Therefore,
c~t ∈ B. If σ = ∞, then we are done. Otherwise, we are left to prove that
oSB(c~t) ≤ σµ. If c~t → u then u = c~u with ~t →prod ~u and, by induction
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hypothesis, oSB(c~u) ≤ σµ. Now, if i ∈ {1, . . . , pc}, then oSi(ti) ≤ αiµ < σµ
since σ is strictly extensive on recursive arguments. Finally, Σ(oS(~t)) = σν
where ν = {(αi, oSi(ti)) | i ∈ {1, . . . , q}, αi ∈ V} if the variables αi are pairwise
distinct, and ν = {(α, sup{oSi(~t) | i ∈ {1, . . . , qc}})} if the variables αi are equal
to some variable α. Hence, σν ≤ σµ since σ is monotone and ν ≤ µ. Therefore,
by Theorem 1, oSB(c~t) ≤ σµ.

Computability of function symbols. We now prove that, for all (f, µ,~t)
with Θ(f) = T1 ⇒ . . . ⇒ Tr ⇒ B and Θ(f) = T1 ⇒ . . . ⇒ Tr ⇒ Bσ as in

Definition 16 (we drop the f’s in exponents), |~t| = r and ~t ∈ ~Tµ, we have
f~t ∈ Bσµ, by induction on ((f, µ),~t) with (<h,←prod)lex as well-founded relation
(1). Since f~t is neutral, it suffices to prove that, for all v such that f~t → v, we
have v ∈ Bσµ. There are two cases:

• v = f~v and ~t→prod ~v. By subject reduction, ~v ∈ ~Tµ. Therefore, by induction
hypothesis, v ∈ Bσµ.

• ~t = ~lθ~v, f~l → r ∈ R and v = rθ~v. By minimality, there is ν such that
αiϕν = oSΣi (liθ) and o[Σx:SΣx ]|U|(xθ) ≤ α

xν if (x, U) ∈ Γ. Hence, ϕν ≤ µ.

Computability of the matching substitution. We now prove that, for
all (x, U) ∈ Γ, xθ ∈ Uν. There are two cases:

– kx > q, lkx = x and U = Tkx . Then, xθ = lkxθ = tkx and Uν = Tkxν =
Tkxµ = Tkxµ. Therefore, xθ ∈ Uν.

– kx ≤ q, U = Annot(|U |,Σx, αx) and (x, |U |,Σx) �a (lkx , Tkx , Tkx). Hence,
(xθ, |U |,Σx) �a(lkxθ, Tkx , Tkx) and, by Lemma 11, xθ ∈ |U |. Therefore,
xθ ∈ Uν since U = Annot(|U |,Σx, αx), Pos(Σx, |U |) ⊆ Pos+(|U |) and
o[Σx:SΣx ]|U|(xθ) ≤ α

xν.

Correctness of the computability closure. We now prove that, for all
(Γ, t, T, θ), if Γ ⊢fϕ t : T and xθ ∈ Uν whenever (x, U) ∈ Γ, then tθ ∈ Tν, by

induction on ⊢fϕ (2).

(app-decr) If h ∈ V, this follows by assumption. So, assume that h ∈ C∪F and Θ(h) =
~V ⇒ V . By induction hypothesis (2), ui ∈ Viψν. Since (h, ψ) <A (f, ϕ),
we have (h, ψν) <h (f, ϕν) by assumption on <A. Since ϕν ≤ µ, we have
(h, ψν) <h (f, µ) by assumption on <h. Therefore, by induction hypothesis
(1), h~u ∈ V ψν.

(lam) Wlog. we can assume that x /∈ dom(θ) ∪ FV(θ). We have (λxUv)θ =
λxU (vθ) ∈ Uν ⇒ V ν because, for all u ∈ Uν, (vθ){(x, u)} ∈ V ν since
(vθ){(x, u)} = vθ′ where θ′ = θ ∪ {(x, u)} and vθ′ ∈ V ν by induction
hypothesis (2).

(sub) We prove that Uν ⊆ V ν whenever U ≤ V by induction on ≤ (3):

(size) If b = ∞, then Baν ⊆ B by definition. Otherwise, aν ≤ bν and Baν =
SBaν ⊆ S

B
bν = Bbν since SB is monotone.
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(prod) Let t ∈ Uν → V ν and u′ ∈ U ′ν. By induction hypothesis (3), U ′ν ⊆ Uν.
Hence, u ∈ Uν and tu ∈ V ν. By induction hypothesis (3), V ν ⊆ V ν′.
Therefore, tu′ ∈ V ′ν.

(refl) Immediate.

(trans) By induction hypothesis (3) and transitivity of ⊆.

Hence, since Γ ⊢fϕ r : Uϕ with U = T|~l|+1 ⇒ . . . ⇒ Tr ⇒ Bσ, and xθ ∈ Uν

whenever (x, U) ∈ Γ, we have rθ ∈ Uϕν. Hence, v = rθ~v ∈ Bσϕν. Finally,
since ϕν ≤ µ and Pos(αi, σ) ⊆ Pos+(σ), we have v ∈ Bσµ.

Computability of every well-typed term. Now, it is easy to check
that every well-typed term is computable. The proof is similar to (2). We just
detail the case of a function symbol f with Θ(f) = T1 ⇒ . . . ⇒ Tr ⇒ B and

Θ(f) = T1 ⇒ . . . ⇒ Tr ⇒ Bσ. Let ~t such that |~t| = r and ~t ∈ ~T . Let µ be the
valuation mapping, for all i ∈ {1, . . . , q}, αi to the smallest ordinal hi such that
STi

hi
= Ti. Then, ti ∈ Tiµ and f~t ∈ Bσµ ⊆ B. We conclude by noting that the

identity substitution is computable. �

5 Deciding ⊢fϕ

In this section, we study the decidability of the relation ⊢fϕ used in Theorem 2
and defined in Figures 3 and 4.

The differences between ⊢fϕ and the usual typing relation for simply-typed
λ-calculus are the followings. First, the set of typable symbols is restricted to
those smaller than f. Second, the application of t to u is restricted to the terms
t whose head is not an abstraction. Moreover, when the head of t is a symbol
equivalent to f, the number of arguments must be bigger than qf and the size
of the arguments must be decreasing.

If we remove the decreasingness condition, we get the relation ⊢f defined by
the same rules as those of ⊢fϕ except (app-decr) replaced by:

(app)

(h, ~V ⇒ V ) ∈ Γ ∪Θ

h <F f ∨ (h ≃F f ∧ |~U | ≥ qh)
ψ : {~αh} → A ∪ {∞}
(∀i)Γ ⊢f ui : Viψ

Γ ⊢f h~u : V ψ

that is, without checking the decreasingness condition ψ <h,f
A

ϕ when h ≃F f.
Hence, deciding Γ ⊢fϕ t : T can be reduced to finding a derivation of Γ ⊢f t : T
where, at each application of (app), the decreasingness condition is satisfied.

The relation ⊢f differs from Curry and Feys’ typing relation with functional
characters or type-schemes (a type with type variables) [CF58] in two points.
First, we consider subtyping. Second, our type-schemes are not built from type
variables but from size variables. We will however see that some techniques
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developed for Curry and Feys’ type system or, more generally, Milner’s type
system [Mil78] and its extensions, can be adapted to our framework.

In [Hin69], Hindley proved that a term is well-typed in Curry and Feys’
system iff it has a most general type-scheme that can be computed by using
unification [Her30, Rob65], a type-scheme T being more general than another
type-scheme U , written T ⊑ U , if U is an instance of T , that is, Tθ = U for
some substitution θ. This comes from the fact that, if Γ ⊢ t : T1 and Γ ⊢ t : T2,
then there is T such that Γ ⊢ t : T , T ⊑ T1 and T ⊑ T2. And, as shown by
Huet [Hue76], every non-empty subset of types has a greatest lower bound wrt.
⊑. So, in particular {T | Γ ⊢ t : T } if t is typable in Γ.

This line of work was later extended in many directions by considering richer
types, more complex constructions or by improving the algorithm computing
the most general type-scheme. One of the most advanced generalization seems
to be Sulzmann’s HM(X) system [Sul01], where the type variables of a type-
scheme are required to satisfy a formula of an abstract constraint system X . For
his system, Sulzmann provides a generic constrained-type inference algorithm
assuming a procedure for solving constraints in X . It would be interesting to
study whether our framework can fit in this general setting. However, in this
paper, we will simply follow Hindley’s approach.

Hindley uses a procedure computing the most general unifier of two type-
schemes. Unifying two type-schemes T and U simply consists in solving the
equation T = U in the algebra of type-schemes, that is, in finding a substitution
θ such that Tθ = Uθ. In [Hue76], Huet proved that solving T = U is equivalent
to finding an ⊑-upper bound to both T and U . He also showed that every
non-empty bounded set of types has a least upper bound wrt. ⊑. Hence, every
solvable unification problem on types has a most general solution.

In our setting, we have to take into account subtyping. Hence, the following
definitions:

Definition 17 (More general type) We say that an annotated type T is
more general than another annotated type U , written T ⊑ U , if there is a
substitution θ such that Tθ is a subtype of U , i.e. Tθ ≤ U .

One can easily check that ⊑ is a quasi-ordering.

Definition 18 (Subtyping problem) A subtyping problem P is either ⊥ or
a finite set of subtyping constraints, a subtyping constraint being a pair of
types (T, U) written T ≤? U . It has a solution ϕ : V → A ∪ {∞} if P 6= ⊥,
dom(ϕ) ⊆ Var(P ) and, for all T ≤? U ∈ P , Tϕ ≤ Uϕ. Let Sol(P ) be the set
of all the solutions of P . A solution ϕ is more general than another solution ψ,
written ϕ ⊑ ψ, if there is θ such that ϕθ ≤∞

A
ψ, that is, for all α, αϕθ ≤∞

A
αψ.

Finally, let ≡ be the equivalence relation ⊑ ∩ ⊒ associated to ⊑.

Again, one can easily check that the ordering ⊑ on substitutions is a quasi-
ordering.
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Remark 1 In the case of a unification problem, i.e. when ≤∞
A

is the equality,
one may more naturally define the ordering on substitutions as the pointwise
extension of ⊑: ϕ ⊑ext ψ if, for all T , Tϕ ⊑ Tψ. Huet proved in [Hue76] that
the two definitions are equivalent if the algebra is non-monadic, that is, if it
has a term constructor of arity > 1, which is the case for types where ⇒ is of
arity 2 (the result also holds if all term constructors are of arity 0). Indeed, in
a monadic algebra, if you take ϕ = {(α, γ), (β, γ)} with α 6= β, and ψ = id,
then ϕ ⊑ext ψ but ϕ 6⊑ ψ (there is no θ such that ϕθ = ψ). Hence, the above
definition is more appropriate than ⊑ext.

Here, like for unification, we can check that ⊑ext ⊆ ⊑. Indeed, assume that
ϕ ⊑ext ψ. Let V = dom(ϕ) ∪ dom(ψ) ∪ Var(ϕ) where Var(ϕ) =

⋃
{Var(αϕ) |

α ∈ dom(ϕ)}. Then, let T be a type such that Var(T ) = V and, for all α ∈ V ,
there is B ∈ S and p ∈ Pos+(T ) such that the subtype of T at position p is Bα.
To build such a type, we can proceed by induction as follows. Assume that we
have to build a type Tn with n variables α1, . . . , αn. Then, let T1 = Bα1

and, for
all k ≥ 1, let Tk+1 = (Bαk+1

⇒ B) ⇒ Tk, where B is any sort. Since ϕ ⊑ext ψ,

there is θ such that Tϕθ ≤ Tψ. For all α ∈ V , Pos(α, T ) ⊆ Pos+(T ). Hence,
αϕθ ≤∞

A
αψ. Now, by taking θ|V = {(α, αθ)|α ∈ V }, we have ϕ(θ|V ) ≤∞

A
ψ.

Therefore, ϕ ⊑ ψ.
However, since ≤∞

A
is not symmetric, the converse only hold for the types T

such that, for all α ∈ dom(ϕ) ∪ dom(ψ), Pos(α, T ) ⊆ Pos+(T ). �

To define our algorithm for computing the most general type of a term
(Figure 6), we make the following assumptions:

• every solvable subtyping problem P has a most general solution mgs(P );

• there is an algorithm for deciding whether a subtyping problem is solvable
and, if so, computing its most general solution.

We will see in Section 7 that these assumptions are satisfied when types are
annotated in the successor algebra. On the other hand, they are not generally
satisfied in the Presburger algebra or the max-plus algebra.

In the case of an application h~u, the algorithm proceeds as follows:

1. It checks that h is declared and get back its declared type T .

2. It checks that h can take at least |~u| arguments, that is, T is of the form
~V ⇒ V with |~V | = |~u|.

3. If h is a function symbol equivalent to f, then it checks that |~V | ≥ qh.

4. It tries to infer the types of every ui.

5. If it succeeds and gets Ui for the type of ui, then it renames the variables of
every Ui, using permutations ρ1, . . . , ρn, so that, for all i, Uiρi has no variable
in common with the declared type of h and, for all i 6= j, Uiρi and Ujρj have
no variable in common.
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Figure 6: Type inference algorithm

(inf-lam) Γ, x : U ⊢f v ↑ V

Γ ⊢f λxUv ↑ U ⇒ V

(inf-app)

(h, ~V ⇒ V ) ∈ Γ ∪Θ

h <F f ∨ (h ≃F f ∧ |~V | ≥ qh)

(∀i)Γ ⊢f ui ↑ Ui

ρ1, . . . , ρn permutations on V (n = |~V |)

(∀i)Var(Uiρi) ∩ Var(~V ⇒ V ) = ∅
(∀i)(∀j)i 6= j ⇒ Var(Uiρi) ∩ Var(Ujρj) = ∅

η = mgs({U1ρ1 ≤
? V1, . . . , Unρn ≤

? Vn})

Γ ⊢f h~u ↑ V η

6. Finally, it tries to compute the most general solution η of the problem
{U1ρ1 ≤? V1, . . . , Unρn ≤? Vn} and returns V η in case of success.

We first check that our algorithm computes a valid type. To this end, first
note that:

Lemma 12 If Γ ⊢f t : T then, for every size substitution θ, Γθ ⊢f tθ : Tθ.

Proof. Straightforward induction using the fact that ≤A and thus ≤∞
A

and
≤ are stable by substitution. �

In the following, we assume that Γ and t contain no size variables. This is
not a restriction wrt. the termination conditions since:

• t is then a subterm of a rule right-hand side and rules are made of terms in
T and thus contain no annotated types;

• On the other hand, Γ contains the variables αx. The condition Var(Γ) = ∅
can however be enforced wlog. by replacing every size variable αx by a new
constant cx so that cx = cy whenever αx = αy .

Theorem 3 (Correctness wrt. ⊢f) If Γ ⊢f t ↑ T and Var(Γ) = Var(t) = ∅,
then Γ ⊢f t : T .

Proof. By induction on Γ ⊢f t ↑ T . We only detail the case (inf-app).
By induction hypothesis, Γ ⊢f ui : Ui. By Lemma 12, Γ ⊢f ui : Uiρiη since
Var(Γ) = Var(ui) = ∅. Since Uiρiη ≤ Viη, by (sub), Γ ⊢f ui : Viη. Therefore,
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by (app), Γ ⊢f h~u : V η. �

We now prove that our algorithm computes the most general type of t in Γ
and thus is complete:

Theorem 4 (Completeness wrt. ⊢f) If Γ ⊢f t : T , Var(Γ) = Var(t) = ∅
and every function symbol occurring in t satisfies the monotony condition of
Theorem 2, then there is U such that Γ ⊢f t ↑ U and U ⊑ T .

Proof. We proceed by induction on Γ ⊢f t : T . We only detail the case
(app) when h ∈ C ∪ F. By induction hypothesis, Γ ⊢f ui ↑ Ui and there is
θi such that Uiθi ≤ Viψ. Wlog. we can assume that dom(θi) ⊆ Var(Ui). Let
now ρ1, . . . , ρn satisfying the conditions of (inf-app), and ξ = {(α, αψ) | α ∈

Var(~V ⇒ V )} ∪ {(α, αρ−1
i θi) | α ∈ Var(Uiρi), 1 ≤ i ≤ n}. Then, for all i,

Uiρiξ = Uiθi ≤ Viψ = Viξ. Therefore, P = {U1ρ1 ≤? V1, . . . , Unρn ≤? Vn}
is solvable, η = mgs(P ) exists and there is θ such that ηθ ≤∞

A
ξ. Hence, by

(inf-app), Γ ⊢f h~u ↑ V η. After the monotony condition, variables occur only
positively in V . Therefore, V ηθ ≤ V ξ = V ψ. Hence, V η ⊑ V ψ. �

Next, we prove that, if the size algebra is monotone, then it is enough to check
the decreasingness condition on some appropriate instance of the derivation of
the most general type. To this end, we need to make the notion of derivation
more precise:

Definition 19 (Derivation) Derivations of Γ ⊢f t : T are defined as follows:

• If (h, ~V ⇒ V ) ∈ Γ∪Θ and, for all i, πi is a derivation of Γ ⊢f ui : Viψ, written
πi �Γ ⊢f ui : Viψ, then a(Γ, h~u, ψ;~π) is the derivation of Γ ⊢f h~u : V ψ whose
last rule is (app).

• If π � Γ, x : U ⊢f v : V , then l(π) is the derivation of Γ ⊢f λxUv : U ⇒ V
whose last rule is (lam).

• If π�Γ ⊢f t : U and U ≤ V , then s(π, V ) is the derivation of Γ ⊢f t : V whose
last rule is (sub).

Similarly, derivations of Γ ⊢f t ↑ T are defined as follows:

• If (h, ~V ⇒ V ) ∈ Γ ∪ Θ, ~ρ are permutations satisfying the conditions of (inf-
app) and, for all i, πi � Γ ⊢f ui ↑ Ui, then i(Γ, h~u, ~ρ;~π) is the derivation of
Γ ⊢f h~u ↑ V η whose last rule is (inf-app).

• If π � Γ, x : U ⊢f v ↑ V , then l(π) is the derivation of Γ ⊢f λxUv ↑ U ⇒ V
whose last rule is (inf-lam).

Given a derivation π�Γ ⊢f t : T and a substitution θ, let πθ be the derivation
of Γθ ⊢f tθ : Tθ obtained by applying θ everywhere in π.
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After the proof of Theorem 4, a derivation of π � Γ ⊢f t : T is transformed
into a derivation π↑ � Γ ⊢f t ↑ U for some type U such that a(Γ, h~u, ψ;~π)↑ =
i(Γ, h~u, ~ρ;~π ↑) where ~ρ are some permutations satisfying the conditions of rule
(inf-app). Moreover, there is θ such that Uθ ≤∞

A
T .

After the proof of Theorem 3, a derivation π � Γ ⊢f t ↑ T is transformed
into a derivation |π|� Γ ⊢f t : T such that |i(Γ, h~u, ~ρ;~π)| = a(Γ, h~u, η; ~υ) where
υi = s(|πi|ρiη, Viη).

We can now prove that the most general type is complete wrt. the decreas-
ingness condition:

Lemma 13 In a monotone algebra, if π � Γ ⊢f t : T , πξ′ � Γ ⊢fϕ t : Tξ′ and

ξ ≤∞
A
ξ′, then πξ � Γ ⊢fϕ t : Tξ.

Proof. By induction on π � Γ ⊢f t : T . We only detail the case (app) when

h ≃F f. We have (h, ~V ⇒ V ) ∈ Θ, πi � Γ ⊢f ui : Viψ, πiξ
′ � Γ ⊢fϕ ui : Viψξ

′ and

~αhψξ′ <h,f
A

~αfϕ. By induction hypothesis, πiξ � Γ ⊢fϕ ui : Viψξ. Since ξ ≤∞
A
ξ′

and the size algebra is monotone, we have ψξ ≤∞
A
ψξ′. Hence, ~αhψξ <h,f

A
~αfϕ

by assumption on <h,f
A

(see Definition 16). Therefore, πξ � Γ ⊢fϕ h~u : V ψξ. �

Theorem 5 (Completeness wrt. ⊢fϕ) In a monotone algebra, if π�Γ ⊢fϕ t :

T , Var(Γ) = Var(t) = ∅, π↑ � Γ ⊢f t ↑ U and Uθ ≤ T , then s(|π↑|θ, T ) � Γ ⊢fϕ
t : T .

Proof. We proceed by induction on π � Γ ⊢fϕ t : T . We only detail the

case (app-decr) when t = h~u, (h, ~V ⇒ V ) ∈ Θ, T = V ψ, ~αhψ <h,f
A

~αfϕ and
U = V η where η is given by the rule (inf-app). We have π = a(Γ, h~u, ψ;~π),
π↑ = i(Γ, h~u, ~ρ;~π ↑), |π↑| = a(Γ, h~u, η; ~υ) where υi = s(|πi ↑|ρiη, Viη), |π↑|θ =
a(Γ, h~u, ηθ; ~υθ) and, for all i, πi�Γ ⊢fϕ ui : Viψ, πi ↑�Γ ⊢f t ↑ Ui and Uiθi ≤ Viψ

for some θi. By induction hypothesis, s(|πi ↑|θi, Viψ) � Γ ⊢fϕ ui : Viψ. In par-

ticular, |πi ↑|θi � Γ ⊢fϕ ui : Uiθi, that is, |πi ↑|ρiξ � Γ ⊢fϕ ui : Uiρiξ, where ξ
is defined in the proof of Theorem 4. Since ηθ ≤∞

A
ξ, by Lemma 13, we get

|πi ↑|ρiηθ � Γ ⊢fϕ ui : Uiρiηθ. Hence, υiθ � Γ ⊢fϕ ui : Viηθ. Moreover, since

~αhηθ ≤∞
A
~αhξ = ~αhψ and ~αhψ <h,f

A
~αfϕ, we get ~αhηθ <h,f

A
~αfϕ by assumption

on <h,f
A

. Therefore, s(|π↑|θ, T )� Γ ⊢fϕ t : T . �

We therefore get, for monotone algebras, the following complete procedure
for deciding Γ ⊢fϕ t : T :

1. Let γ be a size substitution mapping every αx to a new constant cx so that
cx = cy whenever αx = αy.

2. Check whether there is U such that Γγ ⊢f t ↑ U . If it fails, then t is not
typable in Γ.

3. If it succeeds, then try to solve the problem {U ≤? Tγ}. If it fails, then
Γ ⊢f t : T does not hold.
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4. If it succeeds, then let θ be the smallest solution of {U ≤? Tγ}. Then, try
to check whether |π|θ � Γ ⊢fϕ t : Uθ, where π is the (unique) derivation of

Γ ⊢f t ↑ U . If it succeeds, then Γ ⊢fϕ t : T . Otherwise, Γ ⊢fϕ t : T does not
hold.

6 Reducing subtyping problems to size problems

In this section, we show how a subtyping problem can be reduced to solving
constraints in A∪{∞}. As subtyping is not syntax-directed, we first prove that
it is equivalent to a syntax-directed relation. To this end, we prove that the
subtyping rules (refl) and (trans) are redundant/can be eliminated, following a
proof technique used by Curien and Ghelli in [CG92]:

Theorem 6 T ≤ U iff T ≤a U , where ≤a is inductively defined by the rules
(size) and (prod) only.

Proof. Let ≤1 be the relation inductively defined by the same rules as ≤
except for (size) replaced by:

(size’)
Bb ≤1 T a ≤∞

A
b

Ba ≤1 T

We can easily check that ≤ and ≤1 are in fact the same relations:

• ≤ ⊆ ≤1. (size) is admissible in ≤1. Indeed, Bb ≤ Bb by (refl) and Ba ≤ Bb
by (size’).

• ≤1 ⊆ ≤. We proceed by induction. In the case of (size’), we have Bb ≤ T by
induction hypothesis. By (size), Ba ≤ Bb. Therefore, by (trans), Ba ≤ T .

Let ≤2 be the relation inductively defined by the rules (refl), (size’) and
(prod). Clearly, ≤2 ⊆ ≤1. We now prove that any deduction tree for U ≤1 V
can be transformed into a deduction tree for U ≤2 V . To this end, we define a
transformation Ξ on deduction trees for ≤1 as follows.

Let π be a deduction tree of T ≤1 V ending by an application of (trans)
from a deduction tree π1 of T ≤1 U and a deduction tree π2 of U ≤1 V :

π1

T ≤1 U

π2

U ≤1 V
(trans)

T ≤1 V

• If π1 ends with (refl), then T = U and Ξ replaces π by π2:

(refl)
T ≤1 T

π2

T ≤1 V
(trans)

T ≤1 V

→Ξ

π2

T ≤1 V
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• Symmetrically, if π2 ends with (refl), then U = V and T replaces π by π1:

π1

T ≤1 U
(refl)

U ≤1 U
(trans)

T ≤1 U

→Ξ

π1

T ≤1 U

• If π1 ends with (size’), then there are a, b and π0 such that π0 is a deduction
tree of Ba ≤ U , a ≤∞

A
b and T = Bb. Then, Ξ acts as follows:

π0

Bb ≤1 U a ≤∞
A
b

(size’)
Ba ≤1 U

π2

U ≤1 V
(trans)

Ba ≤1 V

→Ξ

π0

Bb ≤1 U

π2

U ≤1 V
(trans)

Bb ≤1 V a ≤a b
(size’)

Ba ≤1 V

• If both π1 and π2 ends with (prod), then Ξ acts as follows:

π11

A′ ≤1 A

π12

B ≤1 B
′

(prod)
A⇒ B ≤1 A

′ ⇒ B′

π21

A′′ ≤1 A
′

π22

B′ ≤1 B
′′

(prod)
A′ ⇒ B′ ≤1 A

′′ ⇒ B′′

(trans)
A⇒ B ≤1 A

′′ ⇒ B′′

→Ξ

π21

A′′ ≤1 A
′

π11

A′ ≤1 A
(trans)

A′′ ≤1 A

π12

B ≤1 B
′

π22

B′ ≤1 B
′′

(trans)
B ≤1 B

′′

(prod)
A⇒ B ≤1 A

′′ ⇒ B′′

The transformation Ξ can be more synthetically represented by a rewrite
system on first-order closed terms representing deduction trees for ≤1. Indeed,
if π represents a deduction tree for Bb ≤1 T and a ≤∞

A
b, then let s(π) represent

the deduction tree of Ba ≤1 T made of π followed by an application of (size’).
Similarly, we can use r for (refl), t for (trans), and p for (prod). Hence, Ξ
consists in applying the following rewrite rules on the top of a term representing
a deduction tree:

t r π2 → π2
t π1 r → π1

t (s π0) π2 → s (t π0 π2)
t (p π11 π12) (p π21 π22) → p (t π21 π11) (t π12 π22)
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This rewrite system clearly terminates. Moreover, one can easily check that
it is locally confluent (every critical pair is joinable) [KB70]. Therefore, it is
confluent [New42] and every term t has a unique normal form. Now, we can
easily check that every normal closed term t contains no t, by induction on t.
Indeed, assume that t = t π1 π2 is a normal closed term. Since t is closed, π1
and π2 must be headed by a symbol. By induction hypothesis, this cannot be
t. Since t is normal, π1 cannot be headed by r or s. So, π1 must be headed by
p. Then, π2 cannot be headed by r nor p. Therefore, π2 must be headed by s.
But these case is impossible since (size’) applies to sorts only.

So, ≤1 and ≤2 are equal and we are left to prove that ≤2 is equal to ≤a.
First note that≤a ⊆ ≤2 since, as seen at the beginning, (size) can be replaced

by (refl) followed by (size’) respectively.
Now, ≤2 ⊆ ≤a since a deduction tree for ≤2 not ending with an application

of (prod) is necessarily of the form snr, and thus can be replaced by a single
application of (size). �

As a consequence, we can prove that a subtyping problem can be reduced
to an equivalent size problem as follows:

Definition 20 (Size problem) A size problem is either ⊥ or a finite set of
size constraints, a size constraint being a pair of extended size expressions (a, b),
written a ≤? b. It has a solution ϕ : V → A ∪ {∞} if P 6= ⊥, dom(ϕ) ⊆ Var(P )
and, for all a ≤? b ∈ P , aϕ ≤∞

A
bϕ. Let Sol(P ) (SolA(P ) resp.) be the set of all

the (algebraic resp.) solutions ϕ : V→ A ∪ {∞} (ϕ : V→ A resp.) of P .
We define the size problem associated to a subtyping problem as follows:

• |∅| = ∅,

• |P ∪Q| = |P | ∪ |Q| if |P | 6= ⊥ and |Q| 6= ⊥,

• |{Ba ≤? Bb}| = {a ≤? b},

• |{U ⇒ V ≤? U ′ ⇒ V ′}| = |{U ′ ≤? U, V ≤? V ′}|,

• |P | = ⊥ otherwise.

Lemma 14 Sol(P ) = Sol(|P |).

Proof. We proceed by induction on P . We only detail the case where
P = {T ≤? T ′}:

• Let ϕ ∈ Sol(P ). Then, Tϕ ≤a T
′ϕ. If T = Ba, then T ′ = Bb and aϕ ≤∞

A
bϕ.

Otherwise, T = U ⇒ V , T ′ = U ′ ⇒ V ′, U ′ϕ ≤a Uϕ and V ϕ ≤a V
′ϕ. By

induction hypothesis, ϕ ∈ Sol(|U ′ ≤? U |)∩Sol(|V ≤? V ′|). So, in both cases,
ϕ ∈ Sol(|P |).

• Let ϕ ∈ Sol(|P |). If T = Ba, then T ′ = Bb and aϕ ≤∞
A
bϕ. Otherwise, T =

U ⇒ V , T ′ = U ′ ⇒ V ′, ϕ ∈ Sol(|U ′ ≤? U |) ∩ Sol(|V ≤? V ′|). By induction
hypothesis, U ′ϕ ≤a Uϕ and V ϕ ≤a V

′ϕ. So, in both cases, ϕ ∈ Sol(P ). �

To go further, we need to make more assumptions on the size algebra.
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Figure 7: Ordering in the successor algebra

a ≤A a

a <A b

a ≤A b a <A s a

a <A b b <A c

a <A c

7 Solving size problems in the successor algebra

In this section, we prove that, in the successor algebra, the solvability of a size
problem is decidable in polynomial time, and solvable size problems have a most
general solution that can be computed in polynomial time too. Although this
algebra may seem overly simple, it is already enough to subsume the termination
criterion that is for instance used in the Coq proof assistant, as we have seen in
Section 4.3.

Definition 21 (Successor algebra) The successor size algebra is given by the
first-order term algebra A built from an arbitrary (empty, finite or infinite) set F0
of nullary symbols, the unary function symbol s interpreted in h as the successor
function and, for ≤A, the reflexive closure of the smallest strict ordering <A such
that, for all a, a <A s a, which can also be defined by the rules of Figure 7.
Given k ∈ N, let sk denote the k-th iterate of s.

Note that, in this definition, constants are incomparable. In particular, we
do not assume that A has a smallest element, that is, a constant 0, interpreted
by the ordinal 0 and such that that, for all a, 0 ≤A a.

Lemma 15

• If a <A b, then there is b′ such that b = sb′ and a ≤A b
′.

• If sa <A sb, then a <A b.

• Conversely, if a <A b, then sa <A sb, that is, A is a monotone algebra.

• <A is a strict ordering.

• ≤A is an ordering.

Proof. First note that ≤A is the reflexive closure of <A and <A is transitive.
Hence, a ≤A b whenever a <A b, and a <A b whenever a ≤A c and c <A b, or
a <A c and c ≤A b, and a ≤A b whenever a ≤A c and c ≤A b.

• By induction on the derivation height of a <A b. If b = sa, then this is
immediate. Otherwise, there is c such that a <A c and c <A b. By induction
hypothesis, there is b′ such that b = sb′ and c ≤A b

′. Therefore, a ≤A b
′.

• By induction on the derivation height of sa <A sb. If b = sa, then this is
immediate. Otherwise, there is c such that sa <A c and c <A sb. Hence,
there is c′ such that c = sc′ and sa ≤A c

′. By induction hypothesis, c′ <A b.
Therefore, a <A sa ≤A c

′ <A b.

50



• By induction on the derivation height of a <A b. If b = sa, then this is
immediate. Otherwise, there is c such that a <A c and c <A b. By induction
hypothesis, sa <A sc and sc <A sb. Therefore, by transitivity, aa <A sb.

• We prove that a 6<A a by induction on a. Assume that a <A a. After the first
property, a = sb for some b. After the second property, b <A b. By induction
hypothesis, b 6<A b. Therefore, a 6<A a and <A is a strict ordering.

• Assume that a ≤A b ≤A a and a 6= b. Then, a <A b <A a. By transitivity,
a <A a, which is not possible by the previous property. Therefore, a = b and
≤A is an ordering. �

Note that these properties do not depend on the number of function symbols
of A. Hence, they will be preserved if we add new symbols without changing the
definition of <A.

However, for the moment, since there is only one non-nullary symbol and
this symbol is unary, every term of A is of the form ska with a being either a
variable α or a constant c ∈ F0.

7.1 Satisfiability

If there were no nullary symbol, a problem in A ∪ {∞} would be equivalent to
a problem in the idempotent semi-ring (Z∪ {±∞},max,+) for which there are
well known resolution and optimization techniques [ABG14].

To deal with constants, we put a size problem into a canonical form. Solvabil-
ity of this canonical form can be straightforwardly reduced to the satisfiability
of a conjunction of integer inequalities between variables and integers, the decid-
ability of which is in turn equivalent to proving that there is no cycle of strictly
positive weight in a directed labeled graph built from the set of the inequalities
[Pra77]:

Definition 22 (Integer problem) Let an integer problem be (here) a set of
constraints of the form a + k ≤? b with k ∈ Z and a, b ∈ {0} ⊎ V. A solution
of an integer problem P is a function ψ : Var(P ) → N such that, for every
constraint a+k ≤? b ∈ P , one has ψ(a)+k ≤ ψ(b), where ψ(0) = 0. Let Sol(P )
be the set of all the solutions of P .

An integer problem P can be represented by a directed graph G(P ) on

{0} ⊎ Var(P ) such that there is a labeled edge a
k
−→ b in G(P ) iff a + k ≤? b

is a constraint in P . Conversely, a finite directed graph G on {0} ⊎ V with its
edges labeled by integers corresponds to the integer problem P (G) such that

a+ k ≤? b ∈ P (G) iff a
k
−→ b ∈ G.

The weight of a path a1
k1−→ . . .

kn−→ an+1 is Σni=1ki. A cycle (i.e. when
an+1 = a1) is increasing if its weight is > 0. A problem P is increasing if G(P )
has an increasing cycle.

Following Pratt [Pra77], an integer problem P is satisfiable iff P is not
increasing. That a problem is increasing can be decided in polynomial time
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“e.g., by forming the max/+ transitive closure of the graph and searching for a
self-edge with a positive label”.

Now, our “solved” form for size problems will be obtained by normalizing
the problem wrt. a terminating set of rules of different kinds:

1. Since sa ≤ sb iff a ≤ b, a constraint of the form sa ≤? sb can always
be replaced by the simpler constraint a ≤? b without changing the set of
solutions.

2. Some constraints are true whatever the instantiation of their variables is (e.g.
a ≤? ∞) and can thus be removed without changing the set of solutions. We
will however keep some constraints of this form for preserving the set of
variables of the problem.

3. Conversely, some constraints are always false (e.g. ∞ ≤? c). In this case, the
problem can be replaced by ⊥ without changing the set of solutions (which
is empty).

4. If there is a constraint of the form∞ ≤? α then, for any solution ϕ, αϕ =∞.
This means that α can be replaced by ∞ in all the other constraints without
changing the set of solutions. But this may also happen for more complex
reasons. Take for instance the problem P = {sα ≤? β, β ≤ α}. There is no
∞ symbol occurring in it but one can easily see that both α and β must be
set to ∞ for P to be satisfiable. For detecting these situations, we can again
use Pratt’s graph:

Definition 23 (Linear problem) A constraint is linear if it is of the form
skα ≤? β or α ≤? skβ with α 6= β. A problem is linear if it only contains linear
constraints. Given a linear problem P and an injection x : V→ V (for technical
reasons explained after Definition 25), let its associated integer problem be
I(P ) = {k + xα ≤? l + xβ | skα ≤? slβ ∈ P}, where xα = x(α). A linear
problem P is non-increasing if I(P ) is non-increasing.

We will see that, given a linear problem P , if G(I(P )) is an increasing cycle,
then every variable of P must be set to ∞.

5. Finally, if there is a constraint of the form α ≤? slc then, for any solution ϕ,
αϕ is of the form skc with k ≤ l. This means that α can be replaced by skc

in all the other constraints without changing the set of solutions. However,
we cannot know in advance what should be the value of k. To get around this
issue, we consider a richer size algebra in which sXc, where X is a variable,
is a valid size expression; replace α by sXc in all the other constraints; and
add a constraint of a new kind, namely X ≤ l.

Definition 24 (Successor-iterator algebra) Let B be the following multi-
sorted algebra:

• sorts: O interpreted by h, and N interpreted by ω;
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• variables: every variable is given a sort;

• symbols: 0 : N interpreted by zero, s : N → N and s : O → O (we use
overloading) both interpreted by the successor function, c : O for every c ∈ F0,
s : N × O → O, with s(a, b) written sab, interpreted as the iteration of the
successor function, that is, (sab)µ = bµ+ aµ.

• quasi-ordering: let ≤B = <A ∪ ≃B where ≃B is the smallest congruence defined
by the following semantically valid equations:

s0y ≃B y
ssxy ≃B s(sxy)

sx(sy) ≃B s(sxy)

Let Vars(a) be the variables of sort s occurring in a.

In a multi-sorted algebra, substitutions map a variable of sort s to a term of
sort s, and constraints are pairs of terms of the same sort.

Closed terms of sort N are isomorphic to natural numbers. Hence, in the
following, we identity sk0 where k ∈ N with k itself, use the letters k and l (e
and f resp.) to denote closed (arbitrary resp.) expressions of sort N, and denote
skα by k + α.

One can easily check that, when oriented from left to right, the equations
defining ≃B form a confluent and terminating rewrite system. Hence, every term
has a normal form and two equivalent terms have the same normal form. So,
in the following, we will always assume that terms are in normal form, and use
≤A instead of ≤B. Moreover, any normalized term is of the form sksα1 . . .sαna
with a ∈ V ∪ F0. However, since we start from terms in A and only substitute
terms of the form sαc, we will only have terms of the form skα or sec with
e = k or e = k + α.

As explained above, to decide whether a size problem P in A∪{∞} is solvable,
we are going to transform it into an equivalent size problem Q in B ∪ {∞},
assuming that all the variables of P are of sort O. But for the two problems to
have the same solutions, we need to restrict the notion of solution for problems
in B ∪ {∞} as follows:

Definition 25 A size problem P in B ∪ {∞} has a solution ϕ : V → A ∪ {∞}
if P 6= ⊥, dom(ϕ) ⊆ Var(P ), ϕ maps every variable of sort N to a closed term
of sort N and, for every constraint a ≤? b ∈ P , aϕ ≤∞

A
bϕ. A solution ϕ is

algebraic if ϕ : V→ A. Let Sol(P ) (SolA(P ) resp.) be the set of all the (algebraic
resp.) solutions of P . Given a substitution ϕ and a set V of variables, let
ϕ|V = {(α, αϕ) | α ∈ V }.

The symbol ∞ will be considered as a symbol of sort O. Hence, there will
be no constraint of the form ∞ ≤? α with α a variable of sort N. This means
that an expression e will always be interpreted by a natural number and that
eϕ ≤∞

A
fϕ iff eϕ ≤N fϕ.
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For technical reasons, we assume given an injection x : V→ V mapping every
variable of sort O to a variable of sort N.

A problem P can then be uniquely decomposed in 5 disjoint subsets as
follows:

• P0 the set of constraints α ≤? ∞ ∈ P such that α /∈ Var(P − {α ≤? ∞});

• P1 the set of constraints ∞ ≤? α ∈ P such that α /∈ Var(P − {∞ ≤? α});

• P2 the set of constraints α ≤? sxαc ∈ P or sxαc ≤? α ∈ P such that
α /∈ Var(P − {α ≤? sxαc, sxαc ≤? α}), and α ≤? sxαc ∈ P2 iff sxαc ≤? α ∈
P2;

• P3 the set of constraints e ≤? f ∈ P with Var(e ≤? f) ⊆ {xα | α ∈ Var(P2)};

• P4 the remaining constraints.

Note that P0, P1, P2 and P3 ∪P4 have disjoint sets of variables of sort O. In
the following, given ϕ ∈ Sol(P ), let ϕi = ϕ|Var(Pi) and ϕ3,4 = ϕ3 ∪ ϕ4.

Applying the rules of Figure 8 (modulo ≃B) until none is applicable will
transform P into an equivalent problem Q such that either Q = ⊥ and P
is unsatisfiable, or Q 6= ⊥ and P is satisfiable. Note that Figure 8 actually
describes an infinite set of rules since a and b stand for arbitrary size expressions,
e and f for arbitrary size expressions of sort N, α for an arbitrary size variable,
c and d for arbitrary constants, and P ⊎Q for an arbitrary set with two disjoint
parts, P and Q.

Lemma 16 (Termination) The rewrite relation generated by the rules of Fig-
ure 8 is terminating.

Proof. Given a problem R, let ♯R be the number of constraints in R, |R| be
the number of symbols in R, and ℓ(R) be the pair (♯R♭4, |R|), where R♭4 is the set
of constraints in R4 that are not of the form a ≤? ∞. Let ≻ be the well-founded
ordering on problems such that R ≻ S iff ℓ(R)(>N, >N)lexℓ(S). We prove that
R ≻ S whenever R→ S.

No rule makes ♯R♭4 strictly increase. The rules 6-13 makes ♯R♭4 strictly de-
crease. For instance, in rule 10, the constraint ∞ ≤? α is moved from R♭4 to
S0 since α ∈ Var(P ) and α /∈ Var(P{(α,∞)}), and S♭4 ⊆ P ♭4{(α,∞)}. For
the rules 1-5, when ♯R♭4 does not strictly decrease, then |R| strictly decreases.
For instance, ♯P ♭4 is invariant by rule 4 (a ≤? ∞ /∈ R♭4 and {α ≤? ∞ | α ∈
Var(a) − Var(P )} ⊆ S0). If Var(a) − Var(P ) = ∅, then S = P and |R| > |S|.
Otherwise, a = s1+kα or a = sk+αc. In both cases, S = P ∪ {α ≤? ∞} and
|R| > |S|. �

Lemma 17 (Preservation of variables) IfR→ S and S 6= ⊥, then Var(R) ⊆
Var(S).

Proof. Straightforward. �
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Figure 8: Rules for deciding the satisfiability problem in the successor algebra

(1) P ⊎ {s a ≤? s b} → P ∪ {a ≤? b}
(2) P ⊎ {sec ≤? sfc} → P ∪ {e ≤? f}
(3) P ⊎ {∞ ≤? s1+kα} → P ∪ {∞ ≤? α}

(4) P ⊎ {a ≤? ∞} → P ∪ {α ≤? ∞ | α ∈ Var(a)−Var(P )}
if a /∈ V or a ∈ Var(P )

(5) P ⊎ {a ≤? sea} → P ∪ {α ≤? ∞ | α ∈ Var(a)−Var(P )}

(6) P ⊎ {∞ ≤? sec} → ⊥
(7) P ⊎ {s1+kα ≤? c} → ⊥
(8) P ⊎ {sec ≤? sfd} → ⊥ if c 6= d

(9) P ⊎Q → ⊥ if the variables of Q are of sort N and Sol(Q) = ∅

(10) P ⊎ {∞ ≤? α} → P{(α,∞)} ∪ {∞ ≤? α} if α ∈ Var(P )
(11) P ⊎ {s1+kα ≤? α} → P{(α,∞)} ∪ {∞ ≤? α} if α is of sort O
(12) P ⊎Q → P{(α,∞) | α ∈ Var(Q)} ∪ {∞ ≤? α | α ∈ Var(Q)}

if the variables of Q are of sort O,
Q is linear and G(I(Q)) is an increasing cycle

(13) P ⊎ {skα ≤? sec} → P{(α, sxαc)} ∪ {α ≤? sxαc, sxαc ≤? α, k + xα ≤? e}
if (k, e) 6= (0, xα)
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Lemma 18 (Correctness) The rewrite relation generated by the rules of Fig-
ure 8 is correct: if R → S and ϕ ∈ Sol(S), then ϕ|Var(R) ∈ Sol(R), that is,
{ϕ|Var(R) | ϕ ∈ Sol(S)} ⊆ Sol(R).

Proof.

1. We have aϕ ≤∞
A
bϕ. There are two cases:

– bϕ =∞. If b =∞, then sa ≤? sb is not a well-formed constraint. So, there
are k and β such that b = skβ and βϕ = ∞. Therefore, (sb)ϕ = ∞ and
(sa)ϕ ≤∞

A
(sb)ϕ.

– aϕ ≤A bϕ. Then, (sa)ϕ = s(aϕ) ≤A s(bϕ) = (sb)ϕ and thus (sa)ϕ ≤∞
A

(sb)ϕ.

2. We have eϕ ≤N fϕ. Therefore, (sec)ϕ = seϕc ≤A s
fϕc and thus (sa)ϕ ≤∞

A

(sb)ϕ.

3-12. Immediate.

13. We have αϕ ≤∞
A

sxαϕc, sxαϕc ≤∞
A
αϕ and k + xαϕ ≤N eϕ. Since sxαϕc 6=

∞, αϕ ≤A sxαϕc and sxαϕc ≤A αϕ. Therefore, (skα)ϕ ≃B sk+xαϕc ≤A

seϕc = (sec)ϕ. Now, given a ≤? b ∈ P , we have aψϕ ≤∞
A

bψϕ where
ψ = {(α, sxαc)}. But ψϕ ≃B ϕ. Therefore, aϕ ≤∞

A
bϕ.

Lemma 19 (Completeness) The rewrite relation generated by the rules of
Figure 8 is complete: if R → S and ψ ∈ Sol(R), then there is ϕ ∈ Sol(S) such
that ϕ|Var(R) = ψ, that is, Sol(R) ⊆ {ϕ|Var(R) | ϕ ∈ Sol(S)}.

Proof.

1. We have (sa)ϕ ≤∞
A

(sb)ϕ. If (sb)ϕ = ∞, then bϕ = ∞ and aϕ ≤∞
A
bϕ.

Otherwise, (sa)ϕ ≤A (sb)ϕ, aϕ ≤A bϕ and thus aϕ ≤∞
A
bϕ.

2. We have (sec)ϕ = seϕc ≤∞
A

(sfc)ϕ = sfϕc. Hence, seϕc ≤A sfϕc and
eϕ ≤N fϕ.

3-11. Immediate.

12. We first prove that, if α1
k1−→ . . .

kn−→ αn+1 is a path in G(Q), ϕ ∈ Sol(Q)
and Σni=1ki ≥ 0 (Σni=1ki < 0 resp.), then sΣ

n
i=1kiα1ϕ ≤A αn+1ϕ (α1ϕ ≤A

s−Σn
i=1kiαn+1ϕ resp.), by induction on n. If n = 1, this is immediate. We

now prove it for n+ 1 assuming it for n. Let k = Σni=1ki.

– Case k ≥ 0. Then, skα1ϕ ≤A αn+1ϕ.

∗ Case kn+1 ≥ 0. Then, skn+1αn+1ϕ ≤A αn+2ϕ.

· Case k + kn+1 ≥ 0. By monotony and transitivity, sk+kn+1α1ϕ ≤A

αn+2ϕ.

· Case k + kn+1 < 0. Impossible.
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∗ Case kn+1 < 0. Then, αn+1ϕ ≤A s−kn+1αn+2ϕ and, by transitivity,
skα1ϕ ≤A s

−kn+1αn+2ϕ.

· Case k + kn+1 ≥ 0. Since kn+1 ≤ k, sk+kn+1α1ϕ ≤A αn+2ϕ.

· Case k + kn+1 < 0. Since k < −kn+1, α1ϕ ≤A s
−k−kn+1αn+2ϕ.

– Case k < 0. Symmetric to previous case.

Now, if αn+1 = α1 and k > 0, then skα1ϕ ≤A α1ϕ. Therefore, αϕ = ∞ for
every α ∈ Var(Q).

13. We have skαϕ ≤∞
A

seϕc. Hence, there is l such that αϕ = slc and k + l ≤N

eϕ. Therefore, ϕ′ = ϕ|Var(R) ∪ {(xα, l)} ∈ Sol(S). �

Combining correctness and completeness, we get that, if R→ S then Sol(R) =
{ϕ|Var(R) | ϕ ∈ Sol(S)}.

Lemma 20 Let P be a problem in A ∪ {∞} and Q a normal form of P wrt.
the rules of Figure 8. If Q 6= ⊥, then Q4 is the disjoint union of:

• a linear and non-increasing set of constraints,

• a set of constraints of the form sec ≤? skα.

Proof. Since P has no iterator symbols and iterators can only be introduced
by rule 13, every sub-expression of Q that is headed by an iterator is of the form
sxαc. Hence, the size expressions occurring in Q are either ∞ or of the form
skα, skc or sk+xαc. Moreover, Q4 cannot contain a constraint of the form:

• a ≤? ∞ because of rule 4;

• ∞ ≤? b because of the rules 3, 4, 6 and 10;

• skα ≤? sec because of the rules 7 and 13;

• sec ≤? sfd because of the rules 2, 5, 8 and 9;

• skα ≤? slα because of the rules 5 and 11.

Therefore, a constraint of Q4 can only be either of the form skα ≤? slβ with
kl = 0 (because of rule 1), that is, a linear constraint, or of the form skc ≤? slβ
or sk+xαc ≤? slβ with kl = 0 in both cases (because of rule 1). Moreover, linear
constraints must be non-increasing because of rule 12. �

Note that linear constraints and constraints of the form sec ≤? skα are
always satisfiable by setting all their variables to∞. Therefore, we can conclude:

Theorem 7 (Satisfiability) The satisfiability of a size problem in the succes-
sor algebra is decidable in polynomial time wrt. the number of symbols.
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Proof. To decide the satisfiability of a problem P , we can proceed as follows.
First, we apply the rules of Figure 8 as long as possible. Whether a rule

can be applied is decidable. Indeed, the satisfiability of a set of constraints
of the form e ≤? f (for firing rule 9) is decidable in polynomial time [Pra77]
since, if VarO(Q) = ∅, then Sol(Q) = Sol(I(Q)). Whether a linear problem has
an increasing cycle (for rule 12) is decidable by the same algorithm. Indeed,
either there is an increasing cycle and no bounded solution exists, or there is
no increasing cycle and the problem is satisfiable. Hence, as the rewrite system
terminates, we must end on a normal form Q.

Now, if Q = ⊥, then P is unsatisfiable, by completeness of the rewrite
system. Otherwise, Q3 is satisfiable by rule 10. So, let ϕ ∈ Sol(Q3). Then, as
one can easily check, ϕ∪{(α,∞) | α ∈ Var(Q1)∪Var(Q4)}∪{(α, sxαϕc) | α ≤?

sxαc ∈ Q2} ∈ Sol(Q). Therefore, P is satisfiable by completeness of the rewrite
system.

We now prove that the complexity of computing Q is polynomial in the
size of P . Deciding whether a rule can be applied and computing the result of
applying a rule can be done in polynomial time. Therefore, it suffices to show
that, from P to Q, the size of intermediate problems and the number of rewrite
steps are polynomially bounded by |P |.

Let R be an intermediate problem. Since only variables of the form xα
with α ∈ Var(P ) can be introduced (by rule 13), we have ♯Var(R) ≤ 2♯Var(P ).
Since there are at most two variables per constraint, we have ♯Var(P ) ≤ 2♯P .
Moreover, for all i ∈ {1, 2, 3}, we have ♯Ri ≤ ♯Var(P ). Hence, ♯Ri ≤ 2♯P . Now,
R4 = R♭4 ⊎ {a ≤

? ∞ ∈ R4|a /∈ V} ⊎ {α ≤? ∞ ∈ R4}. After the termination
proof, ♯R♭4 ≤ ♯P

♭
4 ≤ ♯P . Next, one can easily check that ♯{a ≤? ∞ ∈ R4|a /∈ V}

can only decrease (by rule 4). Hence, ♯{a ≤? ∞ ∈ R4|a /∈ V} ≤ ♯P . Finally,
♯{α ≤? ∞ ∈ R4} ≤ ♯Var(P ) ≤ 2♯P . Therefore, ♯R4 ≤ 4♯P and ♯R ≤ 10♯P .
Now, since every constraint contains at least 2 symbols, ♯P ≤ |P |/2. Hence,
♯R ≤ 5|P |.

We now prove that the maximum size of a constraint in R, ‖R‖∞, is also
linearly bounded by |P |. In rules 1-5, a constraint is removed or replaced by a
smaller one. In rules 10-12, α is replaced by ∞, which does not change the size.
On the other hand, in rule 13, α, which size is 1, is replaced by sxαc, which size
is 3, and the constraints α ≤? sxαc and sxαc ≤? α, which size are 4, are added.
Hence, if R→ S and S 6= ⊥, then ‖S‖∞ ≤ max(4, ‖R‖∞+3) = ‖R‖∞+3 since
‖R‖∞ ≥ 2. However, such a substitution cannot be iterated since xα is of sort
N. Hence, ‖R‖∞ ≤ ‖P‖∞ + 3 ≤ |P |+ 3.

Therefore, |R| ≤ ♯R×‖R‖∞ ≤M = 5|P |(|P |+3). Hence, after the termina-
tion proof (lexicographic ordering), there are at most ♯P ♭4 ×M rewrite steps. In
conclusion, since ♯P ♭4 ≤ ♯P ≤ |P |/2, there are at most 5|P |2(|P | + 3)/2 rewrite
steps. �

Our procedure can be related to the one described in [BGP05] where, as
many works on type inference, the authors consider constrained types. But they
do not bring out the properties of the size algebra and, in particular that, in the
successor algebra, satisfiable sets of constraints have a most general solution.
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7.2 Computing the most general solution

We now turn to the problem of whether, in the successor algebra, a satisfiable
problem has a most general solution and, if so, how to compute it.

We first prove some properties of the specialization quasi-ordering ⊑ and its
associated equivalence relation ≡ (see Definition 18).

First note that a substitution ϕ : V → A ∪ {∞} uniquely determines two
functions ϕN : V → N and ϕV : V → V ∪ F0 ∪ {∞} such that, for all α, αϕ =
sαϕNαϕV, and αϕN = 0 whenever αϕV =∞.

Lemma 21 ϕ ⊑ ψ iff there is ρ : V→ V ∪ F0 ∪ {∞} such that ϕρ ≤∞
A
ψ.

Proof. Assume that there is θ such that ϕθ ≤∞
A
ψ. Let ρ = θV|Var(ϕV),

where Var(ϕV) =
⋃
{Var(αϕV) | α ∈ dom(ϕV)}. Then, one can easily check

that ϕρ ≤∞
A

ψ. If αϕV /∈ V, then αϕρ = αϕθ ≤∞
A

αψ. Otherwise, αϕρ =
sαϕNαϕVθV ≤∞

A
sαϕN+αϕVθNαϕVθV = αϕθ ≤∞

A
αψ. �

Lemma 22 ϕ2 ≡ ϕ1 iff ϕ2 = ϕ1ξ for some permutation ξ : V→ V.

Proof. In [Hue76], Huet proved this result when ≤∞
A

is the equality. His
proof can be easily adapted to our more general situation since, when α, β ∈ V,
α ≤∞

A
β iff α = β. By assumption, there are θ1 and θ2 such that ϕ1θ1 ≤∞

A
ϕ2 and

ϕ2θ2 ≤
∞
A
ϕ1. Hence, ϕ1θ1θ2 ≤

∞
A
ϕ1 and ϕ2θ2θ1 ≤

∞
A
ϕ2. Let V = dom(ϕ1) ∪

dom(ϕ2) and Vi =
⋃
{Var(αϕi) | α ∈ V }. Given α ∈ V1, either αϕ1 = sβc

and thus βθ1θ2 ≤∞
A
β, or αϕ1 = skβ and thus βθ1θ2 ≤∞

A
β. Hence, for all

α ∈ V1, βθ1θ2 = β. Similarly, for all β ∈ V2, βθ2θ1 = β. Therefore, θ1 is an
injection from V1 to V2, and θ2 an injection from V2 to V1. Hence, V1 and V2
are equipotent, and V1 − V2 and V2 − V1 as well. Let ν be any bijection from
V2 − V1 to V1 − V2, and ξ = {(α, αθ1) | α ∈ V1} ∪ {(α, αν) | α ∈ V2 − V1}. The
function ξ is a bijection. We now prove that, for all α, αϕ1ξ = αϕ2. There are
three cases:

• αϕ1 =∞. Since αϕ1θ1 ≤∞
A
αϕ2, we have αϕ1ξ = αϕ2 =∞.

• αϕ1 = skβ. Then, β ∈ V1 and αϕ1ξ = skβθ1. Since ϕ1θ1 ≤∞
A
ϕ2, we have

αϕ2 = sk+lβθ1 for some l. But since ϕ2θ2 ≤∞
A
ϕ1, l = 0 and αϕ1ξ = αϕ2.

• αϕ1 = skc. Since αϕ1θ1 ≤∞
A
αϕ2, either αϕ2 =∞ or αϕ2 = sk+lc for some

l. Since αϕ2θ2 ≤∞
A
αϕ1, l = 0 and αϕ1ξ = αϕ2. �

Even after normalization, a problem P may contain two constraints sec ≤?

skα and sfd ≤? slα with c 6= d, in which case, for any ϕ ∈ Sol(P ), αϕ = ∞.
More generally, α must be set to ∞ if c ≤P α, d ≤P α and c 6= d, where ≤P is
defined as follows:

Definition 26 (Affine problem) Given a set of constraints P , let ≤P be the
smallest quasi-ordering on V ∪ F0 such that α ≤P β if there is a constraint
skα ≤? slβ ∈ P , and c ≤P β if there is a constraint sec ≤? slβ ∈ P . A problem
P is affine if:

59



Figure 9: Additional rule for finding all the variables that must be set to ∞

(14) P → P{(α,∞)} ∪ {∞ ≤? α} if c ≤P α, d ≤P α, c 6= d

• it only contains constraints of the form sec ≤? slβ or skα ≤? slβ with α 6= β;

• there is no tuple (α, c, d) such that c ≤P α, d ≤P α and c 6= d.

An affine problem is non-increasing if its linear constraints are non-increasing.
Given an affine problem P , let its associated integer problem be I(P ) = {k +
α ≤? l + β | skα ≤? slβ ∈ P} ∪ {e ≤? l+ β | sec ≤? slβ ∈ P}.

To detect all the variables that must be set to ∞, we extend the rules of
Figure 8 with the rule of Figure 9. The results of the previous section are easily
extended when adding this new rule:

Lemma 23 Let → be the relation generated by the rules of Figure 8 and 9.

• → terminates.

• If R→ S and S 6= ⊥, then Var(R) ⊆ Var(S).

• Sol(R) = {ϕ|Var(P ) | ϕ ∈ Sol(S)}.

• Let P be a problem in A∪{∞} and Q a normal form of P wrt. →. If Q 6= ⊥,
then Q4 is a non-increasing affine problem.

Proof. Rule 15 makes strictly decrease card(R♭4) and preserves variables.
One can easily check the third item since, if c ≤P α and ϕ ∈ Sol(P ), then either
αϕ =∞ or αϕ = skc for some k ∈ N. �

Assume now that we have a problem P . LetQ be a normal form of P wrt. the
rules of Figure 8 and 9. As just seen, we have Sol(P ) = {ϕ|Var(Q) | ϕ ∈ Sol(Q)}.
We now prove that the most general solution of P , if it exists, is the restriction
to Var(Q) of the most general solution of Q:

Lemma 24 Let Q be any normal form of P wrt. the rules of Figures 8 and 9.
If P has a most general solution ψ, then Q has a most general solution ϕ and
ϕ|Var(Q) = ψ. Conversely, if Q has a most general solution ϕ, then ϕ|Var(Q) is
the most general solution of P .

Proof. Assume that P has a most general solution ψ. Then, there is
ϕ ∈ Sol(Q) such that ψ = ϕ|Var(P ). Assume that there is ϕ′ ∈ Sol(Q) such that
ϕ 6⊑ ϕ′. Since ϕ′|Var(P ) ∈ Sol(P ), ψ ⊑ ϕ′|Var(P ), that is, there is θ such that,
for all α, αψ ≤∞

A
αϕ′|Var(P ). Since ϕ 6⊑ ϕ′, there is α such that αϕθ 6≤∞

A
αϕ′.

Hence, α /∈ Var(P ) and there are β ∈ Var(P ), l and c such that α = xβ and
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β ≤? sαc ∈ Q. Therefore, αϕ is a closed term of sort N and αϕθ = αϕ 6≤N αϕ
′.

Since ϕ, ϕ′ ∈ Sol(Q), βϕ = sαϕc and βϕ′ = sαϕ
′

c. Since β ∈ Var(P ) and
ψ = ϕ|Var(P ) ⊑ ϕ

′|Var(P ), βϕ ≤
∞
A
βϕ′. Therefore, αϕ ≤∞

A
αϕ′. Contradiction.

Assume now that Q has a most general solution ϕ, and let ψ ∈ Sol(P ). Then,
there is ϕ′ ∈ Sol(Q) such that ψ = ϕ′|Var(P ) and ϕ ⊑ ϕ′, i.e. there is θ such that
ϕθ ≤∞

A
ϕ′. Hence, dom(θ) ⊆ dom(ϕ) ∪ dom(ϕ′) ⊆ Var(Q). For all α ∈ Var(P ),

Var(αϕ) ⊆ Var(P ) since ϕ maps variables of sort O to terms of sort O and the
variables of Var(Q)−Var(P ) are of sort N. For all α ∈ Var(Q)−Var(P ), αϕ is
closed. Thus, ϕ|Var(P )θ ≤

∞
A
ϕ′|Var(P ) = ψ.8 �

Hence, we are left to find whether Q has a most general solution or not.
One can easily check that Sol(Q) is fully determined by the solutions of Q0 and
Q3 ∪ Q4. Moreover, the most general solution of Q is fully determined by the
most general solution of Q3 ∪Q4:

Lemma 25 Sol(Q) = {ϕ0∪ϕ1∪ϕ3,4∪ϕ3,4 | ϕ0 ∈ Sol(Q0), ϕ3,4 ∈ Sol(Q3∪Q4)},
where ϕ1 = {(α,∞) | α ∈ Var(Q1)} is the unique solution of Q1 and ϕ3,4 =
{(α, sxαϕ3,4c) | α ≤? sxαc ∈ Q2} ∈ Sol(Q2).

Moreover, if Q has a most general solution ϕ, then ϕ0 = id and ϕ3,4 is the
most general solution of Q3 ∪ Q4. Conversely, if Q3 ∪ Q4 has a most general
solution ψ, then ϕ1 ∪ ψ ∪ ψ is the most general solution of Q.

Proof. Assume that ϕ = mgs(Q) and let ψ ∈ Sol(Q3 ∪ Q4). Then,
ϕ1 ∪ ψ ∪ ψ ∈ Sol(Q). Thus, there is θ such that ϕθ ≤∞

A
ϕ1 ∪ ψ ∪ ψ. Let

V =
⋃
{Var(αϕ) | α ∈ Var(Q4)}. Then, ϕθ|V ≤∞

A
ϕ1 ∪ ψ ∪ ψ. Indeed, if

α ∈ Var(Q1), then αϕ1 = ∞. If α ∈ Var(Q2), then αϕ = sxαϕc for some c.
And if α ∈ Var(Q3), then αϕ = k for some k. Therefore, ϕ3,4θ|V ≤

∞
A
ψ.

Assume now that ψ = mgs(Q3 ∪ Q4) and let ϕ ∈ Sol(Q). Then, ϕ3,4 ∈
Sol(Q3 ∪ Q4). Thus, there is θ such that ψθ ≤∞

A
ϕ3,4. Hence, ψθ ≤∞

A
ϕ3,4.

Therefore, (ϕ1 ∪ ψ ∪ ψ)θ = ϕ1 ∪ ψθ ∪ ψθ ≤∞
A
ϕ. �

We now prove that any non-increasing affine problem has a most general
algebraic solution. To this end, we first show that the set of algebraic solutions
of an affine problem Q is fully determined by the set of solutions of I(Q). Then,
we prove that any satisfiable integer problem has a smallest solution.

Lemma 26 If Q is affine, then:

• there is a strictly monotone map ψ 7→ ψ̂ from (Sol(I(Q)),≤) to (SolA(Q),⊑);

• ϕ 7→ ϕN is a monotone map from (SolA(Q),⊑) to (Sol(I(Q)),≤);

• SolA(Q) = {ψ̂ρ | ψ ∈ Sol(I(Q)), ρ : V→ V};

• if mgs(Q) = ϕ, then mgs(I(Q)) = ϕN;

8Note that ϕ ⊑ ψ ⇒ ϕ|V ⊑ ψ|V does not hold in general. Take for instance the permu-
tation of x and y for ϕ, its inverse for θ, the identity for ψ, and V = {x}. Then, ϕ|V 6⊑ ψ|V
since yϕ|V θ = yθ = x and yψ|V = y.
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• if mgs(I(Q)) = ψ, then mgs(Q) = ψ̂.

Proof.

• Let ∼ be the smallest equivalence relation on V∪ F0 containing <Q and such
that α ∼ 0 if α is of sort N, [α] be the equivalence class of α modulo ∼, and
η : V ∪ F0/∼ → V ∪ F0 be any injection such that η(X) = c iff c ∈ X . Such a
function exists since Q is affine and thus every equivalence class contains at
most one constant.

Now, given ψ ∈ Sol(I(Q)), let αψ̂ = sαψα∗ where α∗ = η([α]).

We check that ψ̂ ∈ SolA(Q). If skα ≤? slβ ∈ Q, then sk+αψα∗ ≤ sl+βψβ∗

since k+αψ ≤ l+ βψ and α∗ = β∗. If sec ≤? slβ ∈ Q, then seψc ≤ sl+βψβ∗

since eψ ≤ l + βψ and c = β∗.

Then, one can easily check that ψ 7→ ψ̂ is injective (ψ1 = ψ2 whenever

ψ̂1 = ψ̂2) and monotone wrt. ≤∞
A

(ϕ̂ ≤∞
A
ψ̂ whenever ϕ ≤ ψ) and thus wrt.

⊑.

• Let ϕ ∈ SolA(Q). We check that ϕN ∈ Sol(I(Q)) and ϕV is invariant by ∼.
If skα ≤? slβ ∈ Q, then sk+αϕNαϕV ≤ sl+βϕNβϕV. So, αϕV = βϕV and
k + αϕN ≤ l + βϕN. Assume now that sec ≤? slβ ∈ Q. Then, seϕNc ≤
sl+βϕNβϕV. So, c = βϕV and eϕN ≤ l + βϕN.

We now check that ϕ 7→ ϕN is monotone. Let ψ ∈ SolA(Q) such that ϕ ⊑ ψ.
Hence, there is ρ : V→ V ∪ F0 such that ϕρ ≤∞

A
ψ. Therefore, ϕN ≤ ψN.

• Let ψ ∈ Sol(I(Q)) and ρ : V→ V. Then, ψ̂ ∈ SolA(Q) and ψ̂ρ ∈ SolA(Q) since
SolA(Q) is closed by algebraic substitution.

Given ϕ ∈ Sol(Q), let α∗ρ = αϕV for all α∗ ∈ V. The function ρ is well defined
since ϕV is invariant by ∼. Now, one can easily check that ϕ = ϕ̂Nρ, which in
particular implies that ϕ̂N ⊑ ϕ.

• Assume that Q has a most general solution ϕ, and let ψ ∈ Sol(I(Q)). Then,

ψ̂ ∈ Sol(Q) and ϕ ⊑ ψ̂. Therefore, ϕN ≤ ψ̂N = ψ.

• Assume that I(Q) has a most general solution ψ, and let ϕ ∈ SolA(Q). Then,

ϕN ∈ Sol(I(Q)) and ψ ≤ ϕN. Therefore, ψ̂ ≤∞
A
ϕ̂N ⊑ ϕ. �

If Q is a non-increasing affine problem, then I(Q) is non-increasing. There-
fore, I(Q) is satisfiable and Q has an algebraic solution. So, if Q has a most
general solution, then it must be algebraic. Moreover, the most general solution
of Q is given by the most general solution of I(Q). We now prove that:

Lemma 27 Any satisfiable integer problem has a smallest solution (wrt. the
pointwise extension of ≤N).

Proof. Assume that P has no smallest solution. Then, it has two incom-
parable solutions ϕ1 and ϕ2. But, as we are going to see, ϕ = min(ϕ1, ϕ2) is a
solution strictly smaller than both ϕ1 and ϕ2. Contradiction. We proceed by
case on the form of the constraints of P :
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• α+ i ≤? β. Then, αϕ1 + i ≤ βϕ1 and αϕ2 + i ≤ βϕ2.

– If αϕ1 ≤ αϕ2 and βϕ1 ≤ βϕ2, then αϕ+ i = αϕ1 + i ≤ βϕ1 = βϕ.

– If αϕ1 ≤ αϕ2 and βϕ2 < βϕ1, then αϕ+i = αϕ1+i ≤ αϕ2+i ≤ βϕ2 = βϕ.

– If αϕ2 < αϕ1 and βϕ1 ≤ βϕ2, then αϕ+i = αϕ2+i < αϕ1+i ≤ βϕ1 = βϕ.

– If αϕ2 < αϕ1 and βϕ2 < βϕ1, then αϕ+ i = αϕ2 + i ≤ βϕ2 = βϕ.

• α ≤? i. Then, αϕ1 ≤ i and αϕ2 ≤ i. Therefore, αϕ ≤ i.

• i ≤? α. Then, i ≤ αϕ1 and i ≤ αϕ2. Therefore, i ≤ αϕ. �

Lemma 28 The smallest solution of a satisfiable integer problem can be com-
puted in polynomial time.

Proof. Let P be a satisfiable integer problem whose variables are α1, . . . , αn.

We first prove that P is equivalent to a problem in the dioid (Z
n×n

max ,⊕,⊗)
where Zmax = Z ∪ {±∞}, ⊕ = max and ⊗ = + both applied component wise
[BCOQ92].

Wlog. we can assume that P contains no constraint of the form 0+k ≤ 0 (k
is a constant; since P is satisfiable, this constraint is always satisfied). Hence,
P contains only constraints of the following two forms:

• αi + k ≤ αj or 0 + k ≤ αi,

• αi + k ≤ 0.

Then, one can check that ψ ∈ Sol(P ) iff there is x ∈ Z
n×n

max such that ax⊕b ≤ x ≤
c and ψ(αi) = xi1, where aij = max({k ∈ Zmax | αj + k ≤? αi ∈ P} ∪ {−∞}),
bij = max({k ∈ Zmax | 0 + k ≤? αi ∈ P} ∪ {−∞}) and cij = min({k ∈
Zmax|αi + (−k) ≤? 0 ∈ P} ∪ {+∞}).

By Theorem 4.75 in [BCOQ92], ax ⊕ b ≤ x has a smallest solution that is
a∗b where a∗ =

⊕+∞
k=0 a

k. Since P is satisfiable, P is not increasing. Hence,
in this case, a∗ =

⊕n
k=0 a

k [CG79] (Theorem 3.20 in [BCOQ92]). Therefore,
ψ ∈ Sol(P ) iff a∗b ≤ c, and the smallest solution of P is the function ψ such
that ψ(αi) =

⊕n
k=1 a

∗
ikbk1, which can clearly be computed in polynomial time.�

We can therefore conclude:

Theorem 8 In the successor algebra, any satisfiable size problem has a most
general solution that can be computed in polynomial time.

Proof. To compute the most general solution of P , we can proceed as
follows. Let Q be a normal form of P wrt. to the rules of Figure 8 and 9,
and ψ be the smallest solution of I(Q3 ∪ Q4). Then, return ϕ1 ∪ ψ̂, where
ϕ1 = {(α,∞) | α ∈ Var(Q1)}.

After the previous lemmas, this algorithm is clearly correct. We now check
that it is complete. By completeness, Q 6= ⊥. Since Q3 ∪Q4 is affine, mgs(Q3 ∪

Q4) = ψ̂. Therefore, mgs(Q) = ϕ1 ∪ ψ̂ ∪ ψ̂ and mgs(P ) = ϕ1 ∪ ψ̂.
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Whether rule 14 can be fired can be decided in polynomial time. Hence,
computing Q can be done in polynomial time. Now, computing ψ can be done
in polynomial time. Hence, mgs(P ) can be computed in polynomial time. �

8 Minimality property in the successor algebra

In this section, we study the minimality property of Theorem 2 in the successor
algebra. To this end, we need to know how the size of liθ depends on the sizes
of the subterms xθ where x is a variable of li.

To make things simpler, we will assume that the size of a term headed by a
constructor c only depends on the size of the recursive arguments of c, that is,
following Definition 13, we assume that, for every constructor c:

• αc
1 = . . . = αc

pc ;

• αc
pc+1 = . . . = αc

qc =∞;

• σc =∞ if pc = 0, and σc = sαc
1 otherwise.

So, after Definition 14, Σc(a1, . . . , aqc) = sup{a1 + 1, . . . , apc + 1}.
We now introduce a number of definitions to express the size of a constructor-

headed term wrt. the sizes of its non-constructor-headed subterms.

Definition 27 A constructor term of sort B is either a variable or a term of
the form c~t with (c,~t, ~T ) ∈ CB and, for all i ∈ {1, . . . , pc}, either Ti = B and ti
a constructor term of sort B, or Ti 6= B and ti is a variable.

The height h(l) of a constructor term l is defined as follows:

• h(x) = 0,

• h(c~l) = sup{h(l1) + 1, . . . , h(lpc) + 1}.

The (maximal) depth of a variable x in a constructor term l, dx(l), is the
element of the semi-ring (N ∪ {−∞},max,+) defined as follows:

• dx(x) = 0,

• dx(y) = −∞ if x 6= y,

• dx(c~l) = max({−∞} ∪ {dx(l1) + 1, . . . , dx(lpc) + 1})

Note that dx(l) ≤ h(l). Moreover, dx(l) = −∞ iff x /∈ FV(l).

Lemma 29 If l is a constructor term of sort B and lθ ∈ B, then:
oSB(lθ) = max({h(l)} ∪ {o[B:SB]T (xθ) + dx(l) | (x, U,B)�a (l,B,B)}).
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Proof. We proceed by induction on the size of l. If l is a variable, this
is immediate. Assume now that l = c~l with c : ~T ⇒ B. By Corollary 2,
oSB(lθ) = Σc(o[T1](l1θ), . . . , o[Tpc ](lpcθ), . . .) where [T ] denotes the stratification

[B : SB]T . By Definition 14, oSB(lθ) = sup{o[T1](l1θ) + 1, . . . , o[Tpc ](lpcθ) + 1}.
Let i ∈ {1, . . . , pc}. If Ti = B then li is a constructor term of sort B. By in-
duction hypothesis, o[Ti](liθ) = oSB(liθ) = max({h(li)} ∪ {o[U ](xθ) + dx(li) |
(x, U,B) �a (li,B,B)}). Otherwise, Ti 6= B and li = x. Thus, oSB(lθ) =
sup({h(li) + 1 | i ∈ {1, . . . , pc}} ∪ {o[U ](xθ) + dx(li) + 1 | (x, U,B)�a (li,B,B)})
= max({h(l)} ∪ {o[U ](xθ) + dx(l) | (x, U,B)�a (l,B,B)}). �

In the following, we assume to be under the conditions of Theorem 2 for some
rule f~l → r ∈ R, typing environment Γ and size substitution ϕ. In particular:

Θ(f) = Annot(T1,Σ
f
1, α

f
1)⇒ . . .⇒ Annot(Tqf ,Σf

qf , α
f
qf )⇒ Tqf+1 ⇒ . . .⇒ Trf ⇒ Bσf

with ~αf distinct variables, σf ∈ A ∪ {∞} and Var(σf) ⊆ {~αf};
Since we are in the successor algebra, for all j, there are nj ∈ N and γj ∈ V

such that αf
jϕ = snjγj. Let x1, . . . , xn be an enumeration of dom(Γ). For all j,

let lj be the biggest possible size for xjθ. Finally, for all j, let Acc(j) = {x ∈
V | ∃U, (x, U,Σf

j) �a (lj , Tj,Σ
f
j)} be the set of variables accessible in lj whose

size is measured wrt. Σf
j .

The minimality property is then equivalent to the following purely numeri-
cal problem on ordinals: for all a1, . . . , an (for the sizes of x1θ, . . . , xnθ respec-
tively) smaller than or equal to l1, . . . , ln respectively, there are b1, . . . , bn (for
αx1ν, . . . , αxnν respectively) and c1, . . . , cqf (for γ1ν, . . . , γqfν respectively) such
that:

1. (∀j)(∀k) bj = bk if αxj = αxk ,

2. (∀j)(∀k) cj = ck if γj = γk,

3. (∀j)(∀k) bj = ck if αxj = γk,

4. (∀j) cj + nj = max({h(lj)} ∪ {am + dxm
(lj) | xm ∈ Acc(j)}),

5. (∀j) aj ≤ bj.

The first three constraints are coherence conditions for ν to be well defined.
The last two constraints correspond to the first and second conditions of the
minimality property respectively.

For the 4th constraint to be satisfiable, one may think at first glance that it
is sufficient to have nj ≤ h(lj). While this is true with finite ordinals, this is not
true with infinite ordinals. For instance, with l1 = bx1(cx2), a1 = ω, a2 = 0
and n1 = 2, there is no ordinal c such that c+ 2 = max{ω + 1, 2}. So, we need
to have nj ≤ min({0} ∪ {dx(lj) | x ∈ Acc(j)}).

Now, this condition is not sufficient for the other constraints to be satisfied.
Take for instance l1 = cx1, l2 = b (cx1) (cx2), α

x1 = αx2 = γ1 = γ2, n1 = 1
and n2 = 2. In this case, the minimality condition says that, for all a1, a2, there
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is b such that a1 ≤ b, a2 ≤ b, sup{a1+1} = b+1 and sup{a1+2, a2+2} = b+2,
which is not possible. The problem comes from the fact that l1 and l2 share
a variable x1 but the depth of x1 in l1 is distinct from the depth of x1 in l2.
Hence, the following conditions:

Lemma 30 Assume that the type of constructors are annotated as described at
the beginning of this section, and the type of function symbols as in Definition
16. For all i, let ni be the unique integer and γi be the unique variable such
that αf

iϕ = sniγi. For all j, let Acc(j) = {x ∈ V | ∃T, (x, T,Σf
j)�a (lj , Tj,Σ

f
j)}

be the set of variables accessible in lj whose size is measured wrt. Σf
j.

Under the assumptions of Theorem 2, the minimality property is satisfied if
the following conditions are verified:

• (∀j) nj ≤ min({0} ∪ {dx(lj) | x ∈ Acc(j)});

• (∀j)(∀k) if γj = γk, then:

– nj = nk,

– h(lj) = h(lk),

– Acc(j) = Acc(k),

– ∀x ∈ Acc(j), dx(lj) = dx(lk);

• (∀j)(∀x) if γj = αx then x ∈ Acc(j).

Proof. Let ci = max({h(li)} ∪ {ap + dxp
(li) | xp ∈ Acc(i)})− ni. It is well

defined since ni ≤ min({0} ∪ {dx(li) | x ∈ Acc(i)}) ≤ h(li). Now, let bi = cm if
αxi = γm for some m, and bi = sup{ap | αxp = αxi} otherwise. It is well-defined
since, if γj = γk, then cj = ck. We now prove that the five numerical constraints
equivalent to minimality are satisfied:

1. Assume that αxj = αxk . If αxj = γm, then bj = cm = bk.
Otherwise, bj = sup{am | αxm = αxj} = bk.

2. Assume that γj = γk. Then, cj = ck.

3. Assume that αxj = γk. Then, bj = ck.

4. For all j, cj+nj = max({h(lj)}∪{am+dxm
(lj) | xm ∈ Acc(j)}) by definition.

5. For all j, aj ≤ bj. Indeed, if αxj = γm, then bj = cm ≥ aj since xj ∈ Acc(m).
Otherwise, bj = sup{ap | αxp = αxj} ≥ aj . �

Now, one can easily check that all the examples of Section 4.3 that are
annotated in the successor algebra satisfy the above conditions.
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9 Conclusion

We have presented a general termination criterion for the combination of β-
reduction and user-defined rewrite rules, based on the use of type-checking
with size-annotated types approximating a semantic notion of size defined by
the annotations given to constructor symbols. This extends to rewriting-based
function definitions and more general notions of size, an approach initiated by
Hughes, Pareto and Sabry for function definitions based on a fixpoint combina-
tor and case analysis [HPS96].

First, we have shown that these termination conditions can be reduced to
solving problems in the quasi-ordered algebra used for size annotations. Then,
we have shown that the successor algebra (successor symbol with arbitrary con-
stants) enjoys nice properties: decidability of the satisfiability of sets of inequal-
ities (in polynomial time), and existence and computability of a most general
solution for satisfiable problems (in polynomial time too). As a consequence,
we have a complete algorithm for checking the termination conditions in the
successor algebra.

We have implemented a simple heuristic that turns this termination crite-
rion into a fully automated termination prover for higher-order rewriting called
HOT [Bla12], which tries to detect size-preserving functions and, following
[AA02], to find a lexicographic ordering on arguments. Combined with other
(non-)termination techniques [JO91, Bla00, BJO02], HOT won the 2012 inter-
national competition of termination provers [Ter16] for higher-order rewriting
against THOR [BR14] and WANDA [Kop15]. It could be improved by replac-
ing the lexicographic ordering by the size-change principle [LJBA01, Hyv14],
and using abstract interpretation techniques for annotating function symbols
[TT00, CK01]. A more complete (and perhaps more efficient) implementation
would be obtained by encoding constraints into a SAT problem and send it to
state-of-art SAT solvers [FGM+07, BAC08, CGSKT11].

A natural following is to study other size algebras like the max-successor
algebra (i.e. the successor algebra extended with a max operator), the plus
algebra (i.e. the successor algebra extended with addition) or their combination,
the max-plus algebra. Indeed, the richer the size algebra is, the more precise the
typing of function symbols is, and the more functions can be proved terminating.

Following [BR06], it is also possible to consider full Presburger arithmetic
[Pre29] and handle conditional rewrite rules, by extending the system with ex-
plicit quantifiers and constraints on size variables, in the spirit of HM(X) [Sul01].
Simplification of constraints is then an important issue in practice [Pot01].

We have presented this criterion in Church’ simply typed λ-terms but, fol-
lowing [Bla05b], it should be possible to extend it to richer type systems with
polymorphic and dependent types. Similarly, we considered matching modulo
α-congruence only but, following [Bla15], it should be possible to extend it to
rewriting modulo some equational theory and to rewriting on β-normal forms
with matching modulo βη as used in Klop’s combinatory reduction systems
[KvOvR93] or Nipkow’s higher-order rewrite systems [MN98].

Another interesting extension would be to consider size-annotated types in
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the computability path ordering [BJR15], following Kamin and Lévy’s extension
of Dershowitz’ recursive path ordering [Der79b, KL80], and Borralleras and Ru-
bio’s extension of Jouannaud and Okada’s higher-order recursive path ordering
[JR99, BR01].
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