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Numerical optimization in complex numbers has drawn much less attention than in real
numbers. A widespread opinion is that, since a complex number is a pair of real numbers,
the best strategy to solve a complex optimization problem is to transform it into real numbers
and to solve the latter by a real number solver. This paper defends another point of view and
presents three arguments to convince the reader that skipping the transformation phase and
using a complex number algorithm, if any, can be much more efficient. This is demonstrated
for the particular case of a semidefinite optimization problem solved by a feasible predictor-
corrector primal-dual interior-point method. In that case, the complex number formulation
has the advantage of (i) having a smaller memory storage, (ii) having a faster iteration, and(iii) requiring less iterations. The computing time saving is rooted in the fact that some
operations (like the matrix-matrix product) are much faster for complex operands than for
their double size real counterparts, so that the conclusions of this paper could be valid for
other problems in which these operations count a great deal in the computing time. The
iteration saving has its origin in the smaller (though complex) dimension of the problem in
complex numbers.

Keywords: Complex numbers, convergence, optimal power flow, predictor-corrector interior-
point algorithm, R-linear and C-linear systems of equations, semidefinite optimization.
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1 Introduction

Numerical linear algebra in complex numbers has drawn much less attention than in real numbers.
For example, the two reference books, those by Golub and Van Loan [9] and by Higham [10], do
not even quote the notion of Hermitian matrices in their respective index and discuss very little
the numerical methods for complex matrices. The same observation can be made for numerical
optimization in complex numbers (see the recent contributions [8, 36, 32, 37, 35, 15, 11] and the
references therein for some exceptions). Actually, it is not uncommon to encounter computer
scientists asserting that, since a complex number can be viewed as a pair of real numbers, the
best strategy to solve a complex number problem is to transform it into real numbers and to
run real number algorithms to solve the resulting problem; working directly in complex numbers
would therefore be useless folklore. This paper defends another point of view and presents
several arguments to convince the reader that developing algorithms in complex numbers can
sometimes yield methods that are significantly faster than solving their transformed real number
counterpart. This claim is often true when the computation involves matrices, which, in the real
number version, have their size twice as large as in the complex formulation.

This paper is not at such a high level of generality but demonstrates that a semidefinite
optimization (SDO) problem, naturally or possibly defined in complex numbers, should most
often also be solved by an SDO solver in complex numbers, if computing time prevails. We
are even more specific, since this viewpoint is only theoretically and numerically validated for
a primal-dual path-following interior-point algorithm, starting sufficiently close to the central
path, whose iteration is a predictor-corrector step based on the Nesterov-Todd direction, and
that uses a direct linear system solver; in that case, the speedup is approximately two. Such a
claim in such a restrictive domain may sound of marginal relevance, but this acceleration should
be observed in many other algorithms, provided some distinctive basic operations (such as those
listed in section 5.4) form the bottleneck of the considered numerical method. In the case of
the above described interior-point method, the most expensive and frequent basic operation for
large problems is the product of matrices. Since, on paper, a speedup of two is reachable for
this operation, this benefit naturally and approximately extends to the whole algorithm when it
solves sufficiently large problems. This is a “theoretical” claim, based on the evaluation of the
number of elementary operations. In practice, the block structure of the memory, the multiple
cores of a particular machine, and the decisions taken by the compiler or interpreter may modify,
up or down, this speedup estimation. It is therefore necessary to validate this one experimentally.
We have done so thanks to a home-made Matlab implementation of the above sketched interior-
point algorithm for real/complex SDO problems; the piece of software Sdolab. A comparison
with SeDuMi 1.3 is also presented and discussed.

This work has its source in and is motivated by our experience [14, 12] with the alternat-
ing current optimal power flow (OPF) problem, which is naturally defined in complex num-
bers [3, 2, 1]. One of the emblematic instance of the OPF problem consists in minimizing the
Joule heating losses in a transmission electricity network, while satisfying the electricity demand
by determining appropriately the active powers of the generators installed at given buses (or
nodes) of the network. Structurally, one can view the problem as (or reduce to) a nonconvex
quadratic optimization problem with nonconvex quadratic constraints in complex numbers [13;
§ 6]. Recalling that any polynomial optimization problem can be written that way [30, 31, 5],
one understands the potential difficulty of such a problem, which is actually NP-hard. In prac-
tice, approximate solutions can be obtained by taking the Shor/Lagrangian relaxation of the
problem [30, 25, 19, 20, 21] or more and more precise approximate solutions can be computed
by memory-greedy moment-sos relaxations [27, 17, 18, 14, 24], as long as the computer accepts
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the resulting increase in the relaxed problem dimensions. These relaxations may be written
like SDO problems in real or complex numbers. Some advantages of the latter formalism have
been identified in [15]. As the present paper demonstrates it, having an efficient SDO solver in
complex numbers would still increase the appeal of the formulation of the relaxations in complex
number.

In the SDO context, the benefit of dealing directly with complex data, instead of transforming
the SDO problem into real numbers, was already observed in [33; section 25.3.8.3] (see also the
draft [34; section 3.5]), but the present paper considers complex SDO models that are more
general and goes further in the analysis of the problem. The primal SDO model in [33] has
constraints of the form ⟨Ak,X⟩ = bk, where the data Ak and the unknown X are Hermitian
matrices, ⟨⋅, ⋅⟩ is the standard scalar product on the vector space of Hermitian matrices, and the
given scalar bk is therefore a real number. In the model of this paper, which occurs in the OPF
problem briefly described above, X is still searched as a positive semidefinite Hermitian matrix,
but Ak may be an arbitrary complex square matrix (hence bk is now a complex number). Of
course, as we shall see in section 4.2.1, one can transform the latter model into the former, but
an SDO solver runs faster if this transformation is not made.

The benefits of solving an SDO problem in complex numbers with a complex interior-point
SDO solver instead of its real number analogue can be summarized in three points:

r the approach requires less memory storage (since the matrices have smaller order, see obser-
vation 4.4),

r the presented predictor-corrector interior-point solver requires less iterations (observation 5.2),
r each iteration is approximately twice faster in complex numbers (see section 5.4).

These findings alone are sufficient to wish more effort on the development of SDO solvers in
complex numbers, which justifies the title of this paper. On the other hand, since it is shown
below that the feasible and solution sets are nonempty and bounded simultaneously in the real
and complex formulations, there is no clear advantage in using the real or complex formulation
of the SDO problem with respect to the well-posedness of a primal, dual, or primal-dual interior-
point method (observation 4.10).

The paper is organized as follows. In section 2, we recall some basic concepts in complex
analysis. Section 3 presents a rather general form of the complex SDO problem and the way a dual
problem can be obtained by Lagrangian duality. Section 4 describes in details how the complex
primal and dual SDO problems can be transformed into SDO problems in real numbers, using
vector space isometries and ring homomorphisms. Various properties linking the complex SDO
problem and its real counterpart are established; in particular, it is shown that both problems
have their feasible and solution sets simultaneously bounded. Section 5 deals with algorithmic
issues. The predictor-corrector algorithm for solving the complex SDO problem is introduced
and it is shown that the generated iterates are not in correspondence with those generated by
the same algorithm on the corresponding real version of the problem. In passing, an argument
is given to show why the algorithm should require less iterations to converge when it solves the
problem in complex number rather than the problem in real numbers. The computation of the
complex NT direction is described with some details and it is shown that this computation is well
defined under a regularity assumption (the surjectivity of the linear map used to define the affine
constraint). This long section ends with a theoretical comparison of the computation efforts of
some key operations occurring in complex and real numbers, which explains why an iteration of
the complex predictor-corrector algorithm runs faster than in its real twin.
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2 Fragments of complex analysis

2.1 Complex numbers and vectors

We denote by R the set of real numbers and by C the set of complex numbers. The pure

imaginary number is written i ∶= √−1. The real part of a complex number x is denoted by R(x)
and its imaginary part by I(x); hence x = R(x) + iI(x). The conjugate of x is denoted by
x ∶=R(x) − iI(x) and its modulus by ∣x∣ = (xx)1/2 = (R(x)2 + I(x)2)1/2 ∈ R.

We denote by C
m the C-vector space (hence with scalars in C) formed of the m-uples of

complex numbers (sometimes considered as an m × 1 matrix) and by C
m
R

the R-vector space
(hence with scalars in R) formed of the same vectors. Recall that the dimension of the C-vector
space C

m is m, while the dimension of the R-vector space C
m
R

is 2m. The space C
m
R

is useful,
since the primal SDO problem (section 3.1) is defined with an R-linear map (i.e., a map that is
linear when the scalars are taken in R) whose values are complex vectors. We endow C

m
R

with
the scalar product ⟨⋅, ⋅⟩Cm

R
∶ C

m
R
×C

m
R
→ R, defined at (u, v) ∈ Cm

R
×C

m
R

by

⟨u, v⟩Cm

R
=R(uHv) =R(m

∑
i=1

uivi) =R(u)TR(v) + I(u)TI(v). (2.1)

This choice of scalar product will have a direct impact on the form of the adjoint of an operator
with values in C

m
R

(see section 3.2.2).

2.2 General complex matrices

The set of real m×n matrices is denoted by R
m×n and the set of complex m×n matrices by C

m×n.
We denote by AT the transpose of a matrix A ∈ Cm×n (i.e., (AT)ij = Aji), by A its conjugate
(i.e., (A)ij = Aij), and by AH

∶= (A)T its conjugate transpose.
We assume that C

m×n is equipped with the Hermitian scalar product

⟨⋅, ⋅⟩Cm×n ∶ (A,B) ∈ Cm×n
×C

m×n ↦ ⟨A,B⟩Cm×n ∶= trAHB ∈ C, (2.2)

making C
m×n a Hermitian vector space. As any Hermitian scalar product, this one is left-

sesquilinear, implying that for α ∈ C: ⟨A,αB⟩ = α⟨A,B⟩, while ⟨αA,B⟩ = α⟨A,B⟩. The associ-
ated norm is the Frobenius norm ∥ ⋅ ∥F ∶ A ∈ Cm×n ↦ ∥A∥F , where

∥A∥F ∶= ⟨A,A⟩1/2Cm×n = (trAHA)1/2 = ⎛⎝∑ij ∣Aij ∣2⎞⎠
1/2

.

The Hermitian scalar product (2.2) has the following properties: for A and B ∈ Cm×n there hold

⟨B,A⟩Cm×n = ⟨A,B⟩Cm×n = ⟨AH,BH⟩Cn×m . (2.3)

2.3 Hermitian matrices

A matrix A ∈ Cn×n is Hermitian if AH = A. The set of complex Hermitian matrices is denoted by
Hn, while the set of real symmetric matrices is denoted by Sn and the set of real skew symmetric
matrices by Zn. We also denote by Sn+ (resp. Sn++) the cone of Sn formed of the positive
semidefinite (resp. definite) matrices. For a Hermitian matrix A ∈ Hn, there hold R(A) ∈ Sn
and I(A) ∈ Zn. The set Hn is an R-vector space but not a C-linear space, since the identity
matrix I is Hermitian but not iI (this observation will have some consequences below and it
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already implies that all the notions of convex analysis are naturally well defined in Hn). The
trace trAB = ∑ij AijBij of two Hermitian matrices A and B is a real number and the map

⟨⋅, ⋅⟩Hn ∶ (A,B) ∈Hn
×Hn ↦ ⟨A,B⟩Hn ∶= trAB ∈ R (2.4)

is a scalar product, making Hn a Euclidean space.
If A ∈ Hn and v ∈ Cn, then vHAv is a real number (since its conjugate transpose does not

change its value). Therefore, for A ∈Hn, it makes sense to say that

A is positive semidefinite (notation A ≽ 0) ⇐⇒ vHAv ⩾ 0, ∀v ∈ Cn,

A is positive definite (notation A ≻ 0) ⇐⇒ vHAv > 0, ∀v ∈ Cn
∖ {0}.

The set of positive semidefinite (resp. definite) Hermitian matrices is denoted by Hn
+ (resp. Hn

++).
The set Hn

+ is a closed convex cone of Hn; it is also self-dual, meaning that its dual cone(Hn
+)+ ∶= {K ∈Hn

∶ ⟨K,H⟩ ⩾ 0 for all H ∈Hn
+} is equal to itself: (Hn

+)+ =Hn
+.

A matrix A is said to be skew-Hermitian if AH = −A. Any matrix A ∈ Cn×n can be uniquely
written as the sum of a Hermitian matrix H(A) and a skew-Hermitian matrix Z(A):

A =H(A) +Z(A), where H(A) ∶= 1

2
(A +AH) and Z(A) ∶= 1

2
(A −AH). (2.5)

One can therefore write
A =H(A) − i (iZ(A)) , (2.6)

in which iZ(A) is also Hermitian. Using this identity and the sesquilinearity of the scalar product⟨⋅, ⋅⟩Cn×n , one gets for A ∈ Cn×n and X ∈Hn:

⟨A,X⟩Cn×n = ⟨H(A),X⟩Hn´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
real number

+i ⟨iZ(A),X⟩Hn´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
real number

, (2.7)

which provides the decomposition of the complex number ⟨A,X⟩Cn×n in its real and imaginary
parts.

3 The complex SDO problem

Some semidefinite optimization (SDO) problems like the OPF problem [3, 2, 1] are naturally
defined in complex numbers, since they deal with the optimization of systems that are more
conveniently described in complex numbers. This section introduces the complex (number) SDO
problem in a rather general form (section 3.1), as well as its Lagrangian dual (section 3.2), and
presents the various forms that can take a standard regularity assumption (proposition 3.2).

3.1 Primal problem

The primal form of the SDO problem consists in finding a Hermitian matrix X ∈Hn minimizing a
linear function on a set that is the intersection of the cone Hn

+ of positive semidefinite Hermitian
matrices and an affine subspace. It can therefore be written

(P )
⎧⎪⎪⎪⎨⎪⎪⎪⎩

infX ⟨C,X⟩Hn

A(X) = b
X ≽ 0, (3.1)
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where C ∈Hn, A is an R-linear map defined on Hn with values in

F ∶= Fr × Fc, where Fr ∶= Rmr and Fc ∶= Cmc

R
, (3.2)

and b ∈ F. Since ⟨C,X⟩Hn is a real number, the problem has a single objective (to put it another
way, the real-valued objective, which is linear on Hn, is represented by the matrix C ∈Hn). The
linear map A cannot be C-linear since Hn is only an R-linear space. Hence its arrival space F

must also be considered as an R-linear space, which is the reason why the complex space C
mc

R

defined in section 2.1 appears in the product space F. The space Fr ∶= R
mr is introduced to

reflect the fact that some constraints are naturally expressed in real numbers. Of course a real
number is just a particular complex number, so that one could have get rid of Fr, but then the
surjectivity assumption considered as regularity assumption below (see proposition 3.2) could
not be satisfied.

The feasible set of problem (P ) is denoted by FP , its solution set by SP , and its optimal
value by val(P ). We make the notation shorter by introducing the index sets

Kr ∶= [1 ∶mr] and Kc ∶= [mr+1 ∶mr+mc],
so that b ∈ F can be decomposed in (bKr

, bKc
) with bKr

∈ Fr and bKc
∈ Fc. We also introduce the

partial R-linear maps

(Ar ∶= πr ○A) ∶Hn → Fr, and (Ac ∶= πc ○A) ∶Hn → Fc, (3.3)

where πr and πc are the canonical projectors πr ∶ b = (bKr
, bKc
) ∈ F ↦ bKr

∈ Fr and πc ∶ b =(bKr
, bKc
) ∈ F↦ bKc

∈ Fc.
By the Riesz-Fréchet representation theorem, for k ∈ Kr, the R-linear map X ∈ Hn ↦[A(X)]k ∈ R can be represented by a Hermitian matrix, say Ak ∈Hn, in the sense that

∀X ∈Hn
∶ [A(X)]k = ⟨Ak,X⟩Hn .

Similarly, for k ∈Kc, the R-linear maps X ∈Hn ↦R([A(X)]k) ∈ R and X ∈Hn ↦ I([A(X)]k) ∈
R can be represented by Hermitian matrices, say Hr

k and H i
k ∈Hn:

∀X ∈Hn
∶ R([A(X)]k) = ⟨Hr

k ,X⟩Hn and I([A(X)]k) = ⟨H i
k,X⟩Hn .

Hence
∀X ∈Hn

∶ [A(X)]k = ⟨Hr
k ,X⟩Cn×n + i⟨H i

k,X⟩Cn×n = ⟨Hr
k − iH

i
k,X⟩Cn×n .

Let us introduce Ak ∶= Hr
k − iH

i
k ∈ Cn×n. Although Ak is formed from the Hermitian matri-

ces Hr
k and H i

k, the decomposition (2.6) shows that it has no particular structure, so that Ak

is an arbitrary n × n complex matrix. In conclusion, we have shown that A has the following
representation

[A(X)]k = { ⟨Ak,X⟩Hn for k ∈Kr⟨Ak,X⟩Cn×n for k ∈Kc,
(3.4)

where Ak ∈Hn when k ∈Kr and Ak ∈ Cn×n when k ∈Kc.

3.2 Lagrangian duality

3.2.1 Dual problem

The Lagrange dual of the complex SDO problem (P ) in (3.1) can be obtained like in real numbers.
Let ⟨⋅, ⋅⟩F be a scalar product on F (see below). Then problem (P ) can be written

inf
X≽0

sup
y∈F
⟨C,X⟩Hn − ⟨y,A(X) − b⟩F.
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Therefore, its Lagrange dual is the problem

sup
y∈F

inf
X≽0
⟨C,X⟩Hn − ⟨y,A(X) − b⟩F = sup

y∈F
(⟨b, y⟩F + inf

X≽0
⟨C −A∗(y),X⟩Hn) .

Now, using the self-duality of Hn
+, one gets

inf
X≽0
⟨C −A∗(y),X⟩Hn = { 0 if C −A∗(y) ≽ 0,

−∞ otherwise.

Therefore, the Lagrange dual of (P ) is the following problem in (y,S) ∈ F ×Hn:

(D) ⎧⎪⎪⎪⎨⎪⎪⎪⎩
sup(y,S) ⟨b, y⟩F
A∗(y) + S = C
S ≽ 0. (3.5)

The structure of (D) is similar to the Lagrange dual obtained in the real formulation of the SDO
problem.

The feasible set of problem (D) is denoted by FD, its solution set by SD, and its optimal
value by val(D).
3.2.2 Adjoint

To write a more specific version of the dual problem (3.5), one using the representation matrices
Ak of A given by (3.4), one must explicit how the adjoint operator A∗ ∶ F → Hn of A ∶ Hn → F

appearing in (D) can expressed in terms of these matrices Ak. This adjoint depends on the scalar
product equipping F. We take the standard scalar product of the Cartesian product F = Fr ×Fc,
namely ⟨⋅, ⋅⟩F ∶ (a, b) ∈ F2 ↦ ⟨a, b⟩F = ⟨aKr

, aKr
⟩Fr
+ ⟨aKc

, aKc
⟩Fc

, (3.6)

where a = (aKr
, aKc

), b = (bKr
, bKc
), ⟨⋅, ⋅⟩Fr

is the Euclidean scalar product of Fr ∶= R
mr , and⟨⋅, ⋅⟩Fc

is the scalar product of Fc ∶= Cmc

R
defined in (2.1).

We denote by A∗i ∶ Fi → Hn, for i ∈ {r, c}, the adjoint map of the R-linear map Ai ∶Hn → Fi

defined in (3.3).

Proposition 3.1 (adjoint of A) Suppose that A ∶ Hn → F is defined by (3.4) and that F

is equipped with the scalar product (3.6). Then, for y = (yKr
, yKc
) ∈ Fr ×Fc = F, there holds:

A∗(y) = A∗r(yKr
) +A∗c (yKc

), (3.7a)

where

A∗r(yKr
) = ∑

k∈Kr

ykAk, (3.7b)

A∗c (yKc
) =H⎛⎝∑l∈Kc

ylAl

⎞⎠ = 1

2
∑
l∈Kc

(ylAl + ylA
H

l ) (3.7c)

= ∑
l∈Kc

R(yl)H(Al) + ∑
l∈Kc

I(yl)(iZ(Al)). (3.7d)
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Proof. Take any y = (yKr
, yKc
) ∈ Fr × Fc = F and X ∈Hn. Formula (3.7a) follows from

⟨A∗(y),X⟩Hn = ⟨y,A(X)⟩F [definition of A∗]
= ⟨yKr

,Ar(X)⟩Fr
+ ⟨yKc

,Ac(X)⟩Fr
[(3.6) and (3.3)]

= ⟨A∗r(yKr
),X⟩Hn + ⟨A∗c (yKc

),X⟩Hn .

To get (3.7b), just write

⟨A∗r(yKr
),X⟩Hn = ⟨yKr

,Ar(X)⟩Fr
[definition of A∗r ]= ∑k∈Kr

yk[A(X)]k [Euclidean scalar product on Fr]
= ∑k∈Kr

yk⟨Ak,X⟩Hn [(3.4)]
= ⟨∑k∈Kr

ykAk,X⟩Hn .

The first identity in (3.7c) is obtained by

⟨A∗c (yKc
),X⟩Hn = ⟨yKc

,Ac(X)⟩Fc
[definition of A∗c ]= R(∑l∈Kc

yl[A(X)]l) [(2.1)]
= R(∑l∈Kc

yl⟨Al,X⟩Cn×n) [(3.4)]
= R(⟨∑l∈Kc

ylAl,X⟩Cn×n) [(2.2)]
= ⟨H(∑l∈Kc

ylAl),X⟩Hn [(2.7)].
The second identity in (3.7c) now comes from the definition (2.5) of the H operator. Finally,
(3.7d) follows immediately from the last expression in (3.7c). ◻

The surjectivity of the linear map A is a standard regularity assumption of a real SDO
problem. The same assumption intervenes several times below. The next proposition makes
explicit what this means in terms of the matrices Ak introduced by (3.4). In this proposition
and below, for Ki being R or C, we say that a set of complex matrices {A1, . . . , Am} is K1×⋯×Km-

linearly independent if any α ∈ K1×⋯×Km satisfying ∑m
i=1αiAi = 0 vanishes. Of course, matrices

that are K1 ×⋯×Km-linearly independent are also K
′
1
×⋯×K

′
m-linearly independent if K′i ⊂ Ki

for all i ∈ [1 ∶m] (in particular, the C
m-linear independence implies the R

m-linear independence).

Proposition 3.2 (surjectivity of A) The following properties are equivalent:(i) the R-linear operator A ∶Hn → F is surjective,(ii) any y ∈ F satisfying ∑k∈Kr
ykAk +H(∑l∈Kc

ylAl) = 0 vanishes,(iii) {Ak}k∈Kr
∪ {Al}l∈Kc

∪ {AH

l }l∈Kc
are (Rmr ×C

2mc)-linearly independent,(iv) {Ak}k∈Kr
∪ {H(Al)}l∈Kc

∪ {iZ(Al)}l∈Kc
are R

mr+2mc-linearly independent.

Proof. [(i)⇔ (ii)] The surjectivity of the R-linear map A is equivalent to the injectivity of its
adjoint A∗, which by (3.7b) and (3.7c) is equivalent to (ii).

[(ii) ⇔ (iii)] Since the condition ∑k∈Kr
ykAk + H(∑l∈Kc

ylAl) = 0 reads ∑k∈Kr
(2yk)Ak +

∑l∈Kc
ylAl +∑l∈Kc

ylA
H

l = 0, it is clear the (iii) ⇒ (ii). Let us now show the converse, assuming
that (ii) holds and that

∑
k∈Kr

ykAk + ∑
l∈Kc

ylAl + ∑
l∈Kc

y′lA
H

l = 0, (3.8)
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for some (yKr
, yKc

, y′Kc
) ∈ Rmr × C

mc × C
mc . Taking the conjugate transpose and adding, one

gets

∑
k∈Kr

(2yk)Ak + ∑
l∈Kc

((yl + y′l)Al + (yl + y′l)AH

l ) = 0.
By (ii), yKr

= 0 and yKc
+ y′

Kc
= 0. Then (3.8) yields

∑
l∈Kc

(ylAl − ylA
H

l ) = 0.
Multiplying by i, one gets

∑
l∈Kc

((iyl)Al + (iyl)AH

l ) = 0.
By (ii) again, yKc

= 0. Hence y′Kc
= 0 and y = 0.

[(ii)⇔ (iv)] By (3.7d), the condition A∗(y) ∶= ∑k∈Kr
ykAk+H(∑l∈Kc

ylAl) = 0 can be written

∑
k∈Kr

ykAk + ∑
l∈Kc

R(yl)H(Al) + ∑
l∈Kc

I(yl)(iZ(Al)) = 0.
Since R(yl) and I(yl) are arbitrary real numbers, the equivalence follows. ◻

Remarks 3.3 1) The surjectivity of A implies a constraint on the number of affine constraints:
since the R-dimension of Hn is n + 2((n − 1)n/2) = n2 (n real numbers on the diagonal and(n−1)n/2 complex numbers on the strictly lower triangular part) and the one of F is mr+2mc,
there must hold

mr + 2mc ⩽ n2. (3.9)

2) Property (iv) is equivalent to saying that the constraint matrices of problem (4.9) below,
obtained by transforming the constraints of problem (3.1) into real valued constraints are R-
linearly independent. Equivalently, the operator A is surjective if and only if the operator Ã
defined in (4.15) below is surjective. ◻

4 Complex and real SDO formulations

Since a complex number is a pair of real numbers, the complex SDO problem (3.1) can certainly
be transformed into real SDO problem. One of the goals of this paper is to compare the complex
and real number SDO formulations and to highlight the advantages of the former when the
problem is naturally raised in complex numbers. Before showing this, we have to be precise on
the way such a complex number SDO problem is transformed into real numbers. This subject is
examined in this section. Section 4.1 presents the operators that make possible to switch between
the two formulations, as well as some of their properties. Section 4.2 provides one possible way of
transforming the complex SDO problem into real numbers and presents a few properties linking
the two formulations.
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4.1 Switching between complex and real formulations

The transformation of the complex SDO problem of section 3.1 into a real SDO problem in
section 4.2 is better done using operators establishing a correspondence between complex ob-
jects (vector and matrices) and their real counterparts. This section introduces these operators.
These have the remarkable properties of being isometries or homomorphisms. The isometries
of section 4.1.1 are more natural for transforming the complex SDO problem into real numbers
and, as a result, for making correspondences between the feasible and solution sets, as well as the
optimal values, which are identical. The homomorphisms of section 4.1.2 are more appropriate
for establishing comparisons between the complex objects generated by the interior-point solvers
in the complex and real spaces, presented in section 5.

4.1.1 Vector space isometries

One of the first questions that should be examined deals with the appropriate way of transforming
into real numbers the condition M ≽ 0 appearing in (3.1) for a Hermitian matrix M ∈ Hn. This
condition can be written vHMv ⩾ 0 for all v ∈ Cn or

(R(v) − iI(v))T(R(M) + iI(M))(R(v) + iI(v)) ⩾ 0, for all v ∈ Cn. (4.1)

Without surprise, this suggests us to transform a complex vector v ∈ Cn into a real vector(R(v),I(v)) made of its real and imaginary parts. The associated transformation operator is
JCn

R
∶ C

n
R
→ R

2n defined at v ∈ Cn
R

by

JCn

R
(v) = (R(v)

I(v)) .
We prefer defining JCn

R
on C

n
R

instead of C
n since it is an R-linear map and, with the scalar

product (2.1) on C
n
R

and the Euclidean scalar product on R
2n, JCn

R
is an isometry:

∀v,w ∈ Cn
R ∶ ⟨JCn

R
(v),JCn

R
(w)⟩R2n = ⟨v,w⟩Cn

R
.

Note that, if the size of JCn

R
(v) ∈ R2n is twice that of v ∈ Cn

R
, the storage of these two vectors

requires the same amount of memory.
A straightforward computation shows that (4.1) can be written

JCn

R
(v)T (R(M) −I(M)

I(M) R(M)) JCn

R
(v) ⩾ 0, for all v ∈ Cn.

It is therefore natural [33, 15] to introduce as matrix transformation operator the R-linear map
JCm×n ∶ C

m×n → R
(2m)×(2n) defined at M ∈ Cm×n by

JCm×n(M) = 1√
2
(R(M) −I(M)
I(M) R(M)) .

Here and below, the index of the various operators J refers to its starting space. The presence
of the factor 1/√2 is motivated by the fact that JCm×n satisfies then the isometric-like identity

∀M,N ∈ Cm×n
∶ ⟨JCm×n(M),JCm×n(N)⟩

R(2m)×(2n)
=R(⟨M,N⟩Cm×n),
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where we have used the standard scalar product ⟨A,B⟩Rm×n = trATB on R
m×n. Note also that

∀M ∈ Cm×n
∶ JCn×m(MH) = JCm×n(M)T. (4.2)

We see that the restriction of JCm×n toHn has values in S2n, since R(M) ∈ Sn and I(M) ∈ Zn

when M ∈Hn. This restriction is denoted by JHn ∶Hn → S2n. It satisfies the isometry property

∀M,N ∈Hn
∶ ⟨JHn(M),JHn(N)⟩S2n = ⟨M,N⟩Hn , (4.3)

which shows that the adjoint J∗Hn of JHn is a left inverse of JHn :

J
∗
HnJHn = IHn . (4.4)

In particular, JHn is injective. It is routing computation to verify that

J
∗
Hn (S11 S12

S21 S22

) = 1√
2
(S11 + S22) + i√

2
(S21 − S12), (4.5)

in which we have assumed that S11, S22 ∈ Sn and ST

12
= S21.

4.1.2 Ring homomorphism

As observed in [15], the operator ĴCm×n ∶=√2JCm×n having at M ∈ Cm×n the value

ĴCm×n(M) = (R(M) −I(M)
I(M) R(M))

is a ring homomorphism, since it satisfies ĴCm×n(M1+M2) = ĴCm×n(M1)+ĴCm×n(M2), ĴCn×n(I) = I,
and the property in point 1 of the next proposition. This last powerful property and its conse-
quences will allow us to compare the interior-point algorithms in the complex and real spaces.
We give its five line proof, to be comprehensive and because it plays a crucial role in the sequel.

Proposition 4.1 (ĴCm×n is a ring homomorphism) 1) For any M ∈ C
m×n and N ∈

C
n×p, there holds ĴCm×p(MN) = ĴCm×n(M) ĴCn×p(N).

2) If M ∈ C
n×n is nonsingular, then ĴCn×n(M) is nonsingular and ĴCn×n(M−1) =

ĴCn×n(M)−1.
Proof. 1) Let M =Mr + iMi and N = Nr + iNi, with Mr and Mi ∈ Rm×n, and Nr and Ni ∈ Rn×p.
There holds MN = (MrNr −MiNi) + i(MrNi +MiNr) and therefore

ĴCm×p(MN) = (MrNr −MiNi −MrNi −MiNr

MrNi +MiNr MrNr −MiNi

) ,
which has the same value as

ĴCm×n(M) ĴCn×p(N) = (Mr −Mi

Mi Mr

)(Nr −Ni

Ni Nr

) = (MrNr −MiNi −MrNi −MiNr

MrNi +MiNr MrNr −MiNi

) .
2) Applying point 1 to the identity MM−1 = I yields ĴCn×n(M) ĴCn×n(M−1) = I2n, hence the

result. ◻
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Note that
JCn

R
(v) = ĴCn×1(v)e1, (4.6)

where e1 ∶= (1 0)T is the first basis vector of R2. Therefore, for M ∈ Cm×n and v ∈ Cn:

JCm

R
(Mv) = (ĴCm×n(M))(JCn

R
(v)), (4.7)

since by (4.6) and point 1 of the previous proposition, there holds JCm

R
(Mv) = ĴCm×1(Mv)e1

= ĴCm×n(M)ĴCn×1(v)e1 = ĴCm×n(M)JCn

R
(v).

Proposition 4.2 (ĴHn on a psd matrix) Let M ∈Hn. Then

1) M ≽ 0 if and only if ĴHn(M) ≽ 0, or equivalently ĴHn(Hn
+) = S2n+ ∩R(ĴHn),

2) M ≻ 0 if and only if ĴHn(M) ≻ 0, or equivalently ĴHn(Hn
++) = S2n++ ∩R(ĴHn),

3) if M ≽ 0, then ĴHn(M1/2) = ĴHn(M)1/2.
Proof. Using point 1 of proposition 4.1, as well as (4.2) and (4.6), we have for a vector v ∈ Cn:

vHMv = (e1)TĴC1×1(vHMv)e1
= (e1)TĴCn×1(v)T ĴHn(M) ĴCn×1(v)e1
= JCn

R
(v)T ĴHn(M)JCn

R
(v).

Since JCn

R
(v) can represent an arbitrary vector in R

2n, and v ≠ 0 if and only if JCn

R
(v) ≠ 0, the

first parts of points 1 and 2 follow.
The second parts of points 1 and 2 follow directly from the first parts. The equivalence of

the two parts also results from the injectivity of ĴHn .
Consider point 3. If M ≽ 0, it has a unique positive semi-definite square root in Hn

+ [9;
§ 4.2.10], denoted M1/2 ≽ 0, and ĴHn(M1/2) ≽ 0 by point 2. Furthermore

ĴHn(M1/2) ĴHn(M1/2) = ĴHn(M),
point 1 of proposition 4.1. Hence ĴHn(M1/2) = ĴHn(M)1/2 (uniqueness of the square root in S2n+ ).

◻

Proposition 4.3 (Ĵ∗
Hn

on a psd matrix) Ĵ∗Hn(S2n+ ) =Hn
+ and Ĵ∗Hn(S2n++) =Hn

++.

Proof. Consider the first identity. [⊂] Let M̃ ∈ S2n+ and v ∈ Cn. First observe that with
vr ∶=R(v) and vi = I(v), one gets

ĴHn(vvH) = ( vrvTr + vivi vrv
T

i
− viv

T
r

viv
T
r − vrv

T

i
vrv

T
r + vivi

) = (vr
vi
)(vr

vi
)T + (−vi

vr
)(−vi

vr
)T .

Therefore

vHĴ∗Hn(M̃)v = ⟨Ĵ∗Hn(M̃), vvH⟩ = ⟨M̃, ĴHn(vvH)⟩ = JCn

R
(v)TM̃JCn

R
(v) + JCn

R
(iv)TM̃JCn

R
(iv),

which is nonnegative. Hence Ĵ∗Hn(M̃) ∈Hn
+.
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[⊃] Let M ∈ Hn
+. Since M = J∗HnJHn(M) by (4.4) and JHn(M) ∈ S2n+ by point 1 of proposi-

tion 4.2, it follows that M ∈ J∗Hn(S2n+ ) = Ĵ∗Hn(S2n+ ).
The second identity can be proven similarly. ◻

Note that Ĵ∗Hn(M̃) ≽ 0 with M̃ ∈ S2n does not imply that M̃ ≽ 0. As counter-example with

n = 1, observe using (4.5) that Ĵ∗Hn(M̃) = 2 ⩾ 0 for the matrix

M̃ = (1 2

2 1
) ∣≽ 0.

4.2 Transformation into real numbers

4.2.1 Transformation of the primal problem into real numbers

Let us consider first the transformation of the primal problem (3.1) into real numbers. The
complex constraints of this problem, those with index k in Kc, can be transformed into real
constraints by using (2.7). This yields the following equivalent problem

(P ′)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

inf ⟨C,X⟩Hn⟨Ak,X⟩Hn = bk, ∀k ∈Kr⟨H(Ak),X⟩Hn =R(bk), ∀k ∈Kc⟨iZ(Ak),X⟩Hn = I(bk), ∀k ∈Kc

X ≽ 0.
(4.8)

Since one can transform complex constraints into real ones, one can wonder whether it is
useful to make more effort to deal with additional complex constraints (we have already said at
the end of the paragraph containing (3.2) why it is not appropriate to discard the real affine
constraints).

Problem (4.8) is still expressed in complex numbers, since C, Ak, H(Ak), iZ(Ak), and X are
complex Hermitian matrices. Using the isometry property (4.3), it looks natural to take as real
number version of the primal problem, the following problem in X̃ ∈ S2n:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

inf ⟨JHn(C), X̃⟩S2n⟨JHn(Ak), X̃⟩S2n = bk, ∀k ∈Kr⟨JHn(H(Ak)), X̃⟩S2n =R(bk), ∀k ∈Kc⟨JHn(iZ(Ak)), X̃⟩S2n = I(bk), ∀k ∈Kc

X̃ ≽ 0,
(4.9)

where X̃ plays the role of JHn(X) but, as we shall see in proposition 4.5, is not guaranteed to
have that value. Instead of using the isomorphism JHn of section 4.1.1, one could have used the
ring homomorphism ĴHn of section 4.1.2, but with the additional factor 2 in the right-hand side
of the affine constraints.

Observation 4.4 The first advantage of dealing directly with the complex SDO problem (3.1),
with (3.4), rather than with its real number transformation (4.9) can already be observed at
this point: the former requires less memory storage. Indeed the unknown matrix X ∈ Hn takes
twice less memory storage than its real number counterpart X̃ ∈ S2n (2n2 real numbers against
4n2 if the full matrices are stored). The same observation holds for the matrices C and Ak

(with k ∈ Kr), when they are transformed into JHn(C) and JHn(Ak). For the matrices Ak

(with k ∈ Kc), the ratio is 4, since the 2n2 real numbers of Ak become the 8n2 real numbers of
JHn(H(Ak)) and JHn(iZ(Ak)), if the full matrices are stored. ◻
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Problem (4.9) can be written compactly as a standard primal SDO problem in real numbers
as follows

(P̃ ) ⎧⎪⎪⎪⎨⎪⎪⎪⎩
inf ⟨C̃, X̃⟩S2n

Ã(X̃) = b̃
X̃ ≽ 0,

(4.10)

where C̃ ∶= JHn(C), while the map Ã ∶ S2n → R
mr+2mc and the vector b̃ ∈ Rmr+2mc , whose

meanings are easily guessed from (4.9), are now defined with additional objects that will be
useful below. The feasible set of problem (P̃ ) is denoted by FP̃ , its solution set by SP̃ , and its

optimal value by val(P̃ ).
The form of the right-hand side b̃ of the affine constraints in (4.9) suggests us to introduce

the R-linear bijection

JF ∶= (aKr
, aKc

) ∈ F ∶= Rmr ×C
mc ↦ (aKr

,R(aKc
),I(aKc

)) ∈ Rmr+2mc , (4.11)

since then
b̃ = JF(b). (4.12)

Note that, with the scalar product (3.6) defined on F and the Euclidean scalar product on R
mr+2mc ,

there holds ⟨JF(a),JF(b)⟩Rmr+2mc = ⟨a, b⟩F, (4.13)

so that JF is also an isometry. It is also nonsingular and satisfies

J
∗
F(ã) = J−1F (ã) = (ãKr

, ãKc
+ iã′Kc

), (4.14)

where we have assumed that ã reads ((ãk)k∈Kr
, (ãk)k∈Kc

, (ã′k)k∈Kc
) ∈ Rmr+2mc .

We now claim that the map Ã ∶ S2n → R
mr+2mc defined by

Ã ∶= JF ○A ○ J∗Hn (4.15)

allows us to write the constraints of (4.9) as Ã(X̃) = b̃ like in (4.10). Indeed, by definition of A
in (3.4), there holds for X̃ ∈ S2n:

(A ○ J∗Hn)(X̃) = ( ⟨Ak,J
∗
Hn(X̃)⟩Hn , k ∈Kr⟨Ak,J
∗
Hn(X̃)⟩Cn×n , k ∈Kc

) .
Therefore, by the definition of JF in (4.11) and by (2.7), we get

(JF ○A ○ J∗Hn)(X̃) = ⎛⎜⎝
⟨Ak,J

∗
Hn(X̃)⟩Hn , k ∈Kr⟨H(Ak),J∗Hn(X̃)⟩Hn , k ∈Kc⟨iZ(Ak),J∗Hn(X̃)⟩Hn , k ∈Kc

⎞⎟⎠ =
⎛⎜⎝
⟨JHn(Ak), X̃⟩S2n , k ∈Kr⟨JHn(H(Ak)), X̃⟩S2n , k ∈Kc⟨JHn(iZ(Ak)), X̃⟩S2n , k ∈Kc

⎞⎟⎠ .
Since the right-hand side provides the constraints of (4.9), (4.15) holds. From (4.15) and (4.4),
one deduces that

Ã ○ JHn ∶= JF ○A. (4.16)

In the next proposition, we highlight some of the links between the feasible and solution sets
of (P ) and (P̃ ). In particular it is shown how J∗Hn can be used to recover a solution to (P )
from a solution to its real number counterpart (P̃ ); this will be useful in the experiments. The
proposition does not assume either that the feasible set or solution set of (P ) or (P̃ ) is nonempty,
or even that the optimal values are finite.
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Proposition 4.5 (feasible and solution sets of (P ) and (P̃ )) There hold

JHn(FP ) = FP̃ ∩R(JHn) and J
∗
Hn(FP̃ ) = FP , (4.17)

JHn(SP ) = SP̃ ∩R(JHn) and J
∗
Hn(SP̃ ) = SP , (4.18)

and val(P ) = val(P̃ ).
Proof. 1) Consider first (4.17).

r [JHn(FP ) ⊂ FP̃ ∩R(JHn)] Let X ∈ FP and set X̃ ∶= JHn(X). By (4.16) and (4.12), it results

that Ã(X̃) = JF(A(X)) = JF(b) = b̃. By point 1 in proposition 4.2, X̃ ≽ 0. Hence X̃ ∈ FP̃ .
r [J∗Hn(FP̃

) ⊂ FP ] Let X̃ ∈ F
P̃

and set X ∶= J∗Hn(X̃). By the affine constraint of (P̃ ), (4.15),

and (4.12), there holds JF(A(X)) = b̃ = JF(b); hence A(X) = b by the injectivity of JF. By
X̃ ≽ 0 and proposition 4.3, X ≽ 0. Hence X̃ ∈ FP .

r [J∗Hn(FP̃
) ⊃ FP ] Just apply J∗Hn to both sides of the first proven inclusion JHn(FP ) ⊂ FP̃

and
use (4.4).

r [JHn(FP ) ⊃ FP̃ ∩R(JHn)] Let X̃ ∈ FP̃ ∩R(JHn). Then X̃ = JHn(X) for some X ∈Hn and one

just has to prove that X ∈ FP . This comes from X = J∗HnJHn(X) = J∗Hn(X̃) ∈ FP , by X̃ ∈ F
P̃

and the second proven inclusion.

2) Consider now (4.18).

r [JHn(SP ) ⊂ SP̃ ∩R(JHn)] Let X ∈ SP and set X̃ ∶= JHn(X). By (4.17), X̃ ∈ F
P̃
. Furthermore,

by optimality, ⟨C,X⟩Hn ⩽ ⟨C,X ′⟩Hn for all X ′ ∈ FP . Using the isometry identity (4.3), it
follows that

∀X ′ ∈ FP ∶ ⟨JHn(C), X̃⟩S2n ⩽ ⟨JHn(C),JHn(X ′)⟩S2n . (4.19)

Now let X̃ ′ ∈ FP̃ . Then J∗Hn(X̃ ′) ∈ FP by (4.17) and

⟨JHn(C), X̃ ′⟩S2n = ⟨JHnJ
∗
HnJHn(C), X̃ ′⟩S2n [(4.4) and C ∈Hn]

= ⟨JHn(C),JHnJ
∗
Hn(X̃ ′)⟩S2n [adjoint definition]

⩾ ⟨JHn(C), X̃⟩S2n [J∗Hn(X̃ ′) ∈ FP and (4.19)].
Therefore X̃ is a solution to (P̃ ).

r [J∗Hn(SP̃ ) ⊂ SP ] Let X̃ ∈ SP̃ and set X ∶= J∗Hn(X̃). By (4.17), X ∈ FP . Furthermore, by

optimality, ⟨JHn(C), X̃⟩S2n ⩽ ⟨JHn(C), X̃ ′⟩S2n for all X̃ ′ ∈ FP̃ , so that

∀ X̃ ′ ∈ FP̃ ∶ ⟨C,X⟩Hn ⩽ ⟨C,J∗Hn(X̃ ′)⟩Hn .

Now J∗Hn(FP̃ ) = FP by (4.17), hence X is a solution to (P ).
r [J∗Hn(SP̃ ) ⊃ SP ] Just apply J∗Hn to both sizes of the first proven inclusion JHn(SP ) ⊂ SP̃ and

use (4.4).
r [JHn(SP ) ⊃ SP̃ ∩R(JHn)] Let X̃ ∶= JHn(X) ∈ SP̃ for some X ∈ Hn. Then X = J∗Hn(X̃) ∈ SP

by (4.4) and the second proven inclusion in point 2. Therefore X̃ = JHn(X) ∈ JHn(SP ).
3) For X in FP , X̃ ∶= JHn(X) is in FP̃ by (4.17), so that ⟨C,X⟩Hn = ⟨JHn(C), X̃⟩S2n ⩾

val(P̃ ). Hence val(P ) ⩾ val(P̃ ). The reverse inequality is proven similarly. ◻

The next example shows that FP̃ and SP̃ may contain points that are not in R(JHn).
Therefore, the intersections with R(JHn) in the right-hand sides of the first identities in (4.17)
and (4.18) cannot be removed.
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Example 4.6 (a simple complex SDO problem) Consider one of the simplest
complex SDO problems (3.1), in which n = 2, mr = 1, mc = 0,

C = I2, A = (0 −i

i 0
) ∈H2, and b = −2.

The problem can be rewritten in terms of the elements of X ∈H2 as follows

⎧⎪⎪⎪⎨⎪⎪⎪⎩
inf X11 +X22

I(X12) = 1
X11 ⩾ 0, X22 ⩾ 0, X11X22 ⩾R(X12)2 + 1. (4.20)

This problem has the optimal value 2 and for unique solution

X∗ = ( 1 i

−i 1
) .

The transformation of the problem into real numbers is the problem in X̃ ∈ S4, obtained
thanks to isomorphism JHn like in (4.9):

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
inf 1√

2
(X̃11 + X̃22 + X̃33 + X̃44)

−X̃14 + X̃23 + X̃32 − X̃41 = 2√2
X̃ ≽ 0.

(4.21)

We know from proposition 4.5 that

JHn(X∗) = 1√
2

⎛⎜⎜⎜⎝
1 0 0 −1

0 1 1 0

0 1 1 0

−1 0 0 1

⎞⎟⎟⎟⎠
is a solution to (P̃ ). We claim that JHn(X∗) + tD is also a solution to (P̃ ) if t ∈ [0,1] and

D = 1√
2

⎛⎜⎜⎜⎝
0 1 1 0

1 0 0 −1

1 0 0 −1

0 −1 −1 0

⎞⎟⎟⎟⎠
∈R(JHn)⊥ =N (J∗Hn),

see formula (4.5). Therefore, for this example, JHn(SP ) ≠ SP̃ .

Since (P̃ ) is a convex problem, it suffices to show that JHn(X∗) +D is in SP̃ . Since D ∈
N (J∗Hn), there holds ⟨JHn(C),JHn(X∗)+D⟩ = ⟨JHn(C),JHn(X∗)⟩, so that the objective of (P̃ )
takes at JHn(X∗)+D its optimal value. Let us now show that JHn(X∗)+D is feasible for (P̃ ). The
affine constraint of (P̃ ) is satisfied by JHn(X∗)+D, since ⟨JHn(A),JHn(X∗)+D⟩ = ⟨A,X∗⟩ = b.
It remains to show that

JHn(X∗) +D = 1√
2

⎛⎜⎜⎜⎝
1 1 1 −1

1 1 1 −1

1 1 1 −1

−1 −1 −1 1

⎞⎟⎟⎟⎠ is positive semi-definite.

This property is a consequence of that fact that the matrix is symmetric and has only two eigen-
values, 0 and 4/√2 (the eigenspace associated with the first eigenvalue is spanned by the three
linearly independent vectors (1,−1,0,0) (0,1,−1,0), (0,0,1,1), and an eigenvector associated
with the second eigenvalue is (1,1,1,−1)), which are nonegative. ◻
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We now raise the question to know whether SP̃ may be unbounded while SP is bounded
(according to (4.18), SP̃ is is somehow “larger” than SP ). This question is of interest for interior-
point methods, since an unbounded solution set makes the solution difficult to compute by these
algorithms. It would be unfortunate that a path-following interior-point method could be well
defined for solving problem (P ) but not for solving problem (P̃ ). The next proposition shows
that this situation does not occur and therefore that there is no advantage to find in the complex

number SDO formulation on this topics.

Proposition 4.7 (bounded solution sets for (P ) and (P̃ )) There hold

FP is bounded ⇐⇒ FP̃ is bounded, (4.22)

SP is bounded ⇐⇒ S
P̃

is bounded. (4.23)

Proof. [(4.22)] [⇒] Let X be feasible for (P ). Hence JHn(X) is feasible for (P̃ ) by (4.17).
Since FP̃ is a closed convex set, its boundedness will be proven if we show that JHn(X)+tD̃ ∈ FP̃

for D̃ ∈ S2n and all t ⩾ 0 implies that D̃ = 0 [28; theorem 8.4]. From the condition JHn(X)+tD̃ ≽ 0
for all t ⩾ 0, we get

D̃ ≽ 0.
On the other hand J∗Hn(D̃) = 0 since J∗Hn(JHn(X)+ tD̃) =X + tJ∗Hn(D̃) is feasible for (P ) for all
t ⩾ 0, by (4.17), and FP is bounded. Hence, by (4.5), D̃ is of the form

D̃ = (D̃11 D̃12

D̃12 −D̃11

) ,
where the blocks D̃ij ∈ Sn. Since both D̃11 and −D̃11 must be positive semidefinite to preserve
D̃ ≽ 0, there must hold D̃11 = 0. Next D̃12 = 0 to preserve D̃ ≽ 0. We have shown that D̃ = 0 and
therefore the boundedness of FP̃ .

[(4.22)] [⇐] Since FP = J∗Hn(FP̃ ) by (4.17), the boundedness of FP̃ implies that of FP .
[(4.23)] The proof is similar, using (4.18) instead of (4.17). ◻

4.2.2 Transformation of the dual problem into real numbers

The real Lagrange dual SDO problem reads

⎧⎪⎪⎪⎨⎪⎪⎪⎩
sup ⟨JF(b), ỹ⟩Rmr+2mc

∑k∈Kr
ỹkJHn(Ak) +∑l∈Kc

ỹlJHn(H(Al)) +∑l∈Kc
ỹ′lJHn(iZ(Al)) + S̃ = JHn(C)

S̃ ≽ 0.
(4.24)

This one can be obtained by writing the Lagrange dual of the real SDO problem (4.10) or by
translating the complex Lagrange dual (3.5) into real numbers (commutative diagram). In the
latter case, ỹ = JF(y), S̃ plays the role of JHn(S), the objective is obtained by using the isometry
identity (4.13) and the affine constraint is the result of applying JHn to both sides of the affine
constraint of (3.5).

Using the isometry

JF×Hn ∶ (y,S) ∈ F ×Hn ↦ (JF(y),JHn(S)) ∈ Rmr+2mc × S2n, (4.25)
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one can show results similar to propositions 4.5 and 4.7. All these yield observation 4.10.

Proposition 4.8 (feasible and solution sets of (D) and (D̃)) There hold JF×Hn(FD)= FD̃ ∩R(JF×Hn), J∗
F×Hn(FD̃) = FD, JF×Hn(SD) = SD̃ ∩R(JF×Hn), J∗

F×Hn(SD̃) = SD, and

val(D) = val(D̃).

Proposition 4.9 (bounded solution sets for (D) and (D̃)) FD is bounded if and only

if FD̃ is bounded. SD is bounded if and only if SD̃ is bounded.

Observation 4.10 There is no advantage in using the real or complex formulation of the SDO
problem with respect to the well-posedness of a primal, dual, or primal-dual interior-point
method, since the primal and dual solution sets are nonempty and bounded simultaneously
in the two formulations. ◻

5 A feasible predictor-corrector algorithm

As already said, the goal of this plea is to highlight the advantages of solving a complex SDO
problem directly with a complex SDO solver, not to present a competitive complex SDO solver.
With that objective in mind, we have implemented in Matlab a simplified version of a predictor-
corrector path-following interior-point algorithm, using the primal-dual Nesterov-Todd (NT)
direction, in which the iterates always satisfy the affine constraint (sometimes qualified as feasible

algorithm) and remain close to the central path. The algorithm is introduced in section 5.1.
Section 5.2 shows why the convergence of the algorithm is unlikely deducible from the one of
its real version applied to the associated real SDO problem. Section 5.3 gives the details on
the computation of the NT directions computed by the algorithm in complex numbers. The
comparison of the computational effort required by the complex and real algorithms is done in
section 5.4.

We denote the primal-dual strictly feasible sets by

Fs
∶= {(X,y,S) ∈Hn

++ × F ×H
n
++ ∶ A(X) = b, A∗(y) + S = C},

F̃s
∶= {(X̃, ỹ, S̃) ∈ S2n++ ×Rmr+2mc × S2n++ ∶ Ã(X̃) = b̃, Ã∗(ỹ) + S̃ = C̃}.

In all this section, we assume that

Fs ≠ ∅ and A is surjective. (5.1)

By propositions 4.5, 4.8, 4.2, and 4.3, and by remark 3.3(3), this is equivalent to saying that
F̃s ≠ ∅ and Ã is surjective.

5.1 Description of the algorithm

This section presents an algorithm that is a faithful adaptation to complex numbers of a predictor-
corrector algorithm for real SDO problems discussed and analyzed in details by de Klerk [4; § 7.6].
This one is descending from the homonymous algorithm described by Roos, Terlaky, and Vial [29;
§ 7.7.4] for linear optimization, itself inherited from [22, 23]. The algorithm is primal-dual, which
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means that the iterates are triplets z ∶= (X,y,S) made of primal X ∈Hn and dual (y,S) ∈ F×Hn

variables. It is also feasible in the sense that the iterates belong to Fs. The iterates are forced to
follow the central path C, which is the image of the map µ ∈ R++ ↦ (Xµ, yµ, Sµ) ∈Hn

++ ×F×H
n
++,

giving the unique solution to the system

⎧⎪⎪⎪⎨⎪⎪⎪⎩
A∗(y) + S = C
A(X) = b
XS = µI.

Uniqueness indeed occurs when (5.1) holds.
The NT direction d = (dX , dy , dS) ∈Hn

× F ×Hn at a point z ∈ Fs is the solution to

A∗(dy) + dS = 0, (5.2a)

A(dX) = 0, (5.2b)

dX +WdSW = µS−1 −X, (5.2c)

where W ∈Hn is the scaling positive definite matrix defined by

W ∶=X1/2(X1/2SX1/2)−1/2X1/2 = S−1/2(S1/2XS1/2)1/2S−1/2, (5.3)

in which the matrix square roots only act on Hermitian matrices (see [26, 16; 1997] and [4;
§ 7.1]). This is the unique matrix in Hn

++ satisfying WSW =X. Note that uniqueness of the NT
direction is actually ensured when the regularity assumption (5.1) holds.

When µ = 0, the direction is said to be a predictor direction and is denoted by da (the
superscript a is also standard and comes from affine scaling); when µ has the value

µ̄Hn(z) ∶= ⟨X,S⟩Hn

n
, (5.4)

the direction is said to be a corrector direction and is denoted by dc (the superscript c is standard
and stands for centering). Each iteration of the algorithm is composed of a prediction phase
followed by a correction phase (or vice versa). The goal of the predictor phase is to decrease
as much as possible the positive value of µ̄Hn along the direction da (it vanishes at a solution),
which has the side effect of moving the intermediate iterate z′ ∶= z + αda away from the central
path. The stepsize along the da is fixed to

α ∶= 2

1 +
√

1 + 13

2µ̄Hn(z)∥W −1/2daXdaSW
1/2 +W 1/2daSd

a
XW −1/2∥F . (5.5)

The goal of the corrector phase is then to put back the next iterate in an appropriate neighbor-
hood of the central path by moving along dc with a unit stepsize. One often refers to Mizuno,
Todd, and Ye [23] for the structure of the algorithm just described [29, 4]. Here is a more
schematic description.

Algorithm 5.1 (feasible predictor-corrector) A tolerance ε > 0 on µ̄(z) is given to de-
termine when stopping the iterations. One iteration of the algorithm, from z ∈ Fs to z+ ∈ Fs,
is formed of the following three phases.
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1. Stopping test. If µ̄(z) ⩽ ε, stop.

2. Prediction phase. Compute the predictor NT direction da at z, as a solution of (5.2)
with µ = 0, and the stepsize α > 0 given by (5.5). Compute the intermediate iterate

z′ ∶= z +αda.
3. Correction phase. Compute the corrector NT direction dc, as a solution of (5.2) with

z = z′ and µ = µ̄(z′). Take as next iterate

z+ ∶= z′ + dc.

To work properly, the intermediate iterates (z′)’s must be maintained in some neighbor-
hood V(θ) of the central path that we now define. Since W −1/2XSW 1/2 is Hermitian, one can
take its square root and define the following scaled variable

V ≡ V (z) ∶= (W −1/2XSW 1/2)1/2 =W −1/2XW −1/2 =W 1/2SW 1/2. (5.6)

Observe now that for a point z ∈ Fs and the central path C if and only if µ̄Hn(z)−1/2 V (z) =
µ̄Hn(z)1/2 V (z)−1. Therefore, it makes sense to define the proximity measure of the central path
as the map

δ ∶ z ∈ Fs ↦ δ(z) ∶= 1

2
∥µ̄Hn(z)−1/2 V (z) − µ̄Hn(z)1/2 V (z)−1∥

F
∈ R. (5.7)

To this proximity measure, one associates the following neighborhoods of the central path, de-
pending on the parameter θ ∈ R+:

V(θ) ∶= {z ∈ Fs
∶ δ(z) ⩽ θ}. (5.8)

5.2 Non corresponding iterates

In view of the nice correspondences between the feasible and solution sets of problems (P )
and (P̃ ) established in section 4.2, one could reasonably think that the iterates generated by the
predictor-corrector algorithm 5.1, applied to problem (P ), are in correspondence with those gen-
erated by the real version of this algorithm, applied to the real transformed SDO problem (P̃ ).
The goal of this section is to show that this is unlikely. The indication is that some natural linear
map, introduced in section 5.2.1, allows us to establish a correspondence between many objects
generated during the particular examined iteration (sections 5.2.2, 5.2.3, 5.2.4, and 5.2.6), but
not for the stepsizes in the predictor phase, which is larger in the complex space (section 5.2.5).
As a result, the complex number algorithm should converge faster than its real analogue (obser-
vation 5.2).

5.2.1 A possible correspondence

Let us assume that the current iterate z ∶= (X,y,S) ∈ Hn
× F ×Hn generated by algorithm 5.1

for solving the complex SDO problem (3.1) is in correspondence with the iterate z̃ ∶= (X̃, ỹ, S̃) ∈
S2n ×Rmr+2mc × S2n generated by the real version of this algorithm for solving the real version
(4.10) of (3.1), through the following rules

X̃ = JHn(X), ỹ = JF(y), and S̃ = JHn(S). (5.9)
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This correspondence is suggested by the fact that X̃ plays the role of JHn(X) in (4.9) and(ỹ, S̃) plays the role of JF×Hn(y,S) in (4.24). Propositions 4.5 and 4.8 reinforce the logic of this
correspondence. In agreement with (5.9), we introduce the global correspondence map

J ∶ z = (X,y,S) ∈Hn
× F ×Hn ↦ J(z) ∶= (JHn(X),JF(y),JHn(S)). (5.10)

We now ask whether the correspondence (5.9) is still satisfied after one iteration of the predictor-
corrector algorithm on the complex and real transformed problems.

To fix the notation, let us specify how the standard real version of algorithm 5.1 proceeds on
the real transformed problem (4.10). The variable update is done by

X̃+ ∶= X̃ + α̃d̃X̃ , ỹ+ ∶= ỹ + α̃d̃ỹ, and S̃+ ∶= S̃ + α̃d̃S̃ .
where d̃ is the solution to

Ã∗(d̃ỹ) + d̃S̃ = 0, (5.11a)

Ã(d̃X̃) = 0, (5.11b)

d̃X̃ + W̃ d̃S̃W̃ = µ̃S̃−1 − X̃. (5.11c)

The weighting positive definite matrix W̃ ∈ S2n is defined by the analog of (5.3), namely

W̃ ∶= X̃1/2(X̃1/2S̃X̃1/2)−1/2X̃1/2 = S̃−1/2(S̃1/2X̃S̃1/2)1/2S̃−1/2 ∈ S2n (5.12)

and µ̃ ∈ R++ is a parameter. In the prediction phase at z̃, d̃ is denoted by d̃a, µ is set to 0, and
the stepsize α̃ > 0 is given by the analog of (5.5), namely

α̃ = 2

1 +

√
1 + 13

2µ̄S2n(z̃)
∥W̃ −1/2d̃aX d̃aSW̃

1/2 + W̃ 1/2d̃aS d̃
a
XW̃ −1/2∥F , (5.13)

where µ̄S2n(z̃) ∶= ⟨X̃, S̃⟩S2n/(2n). In the correction phase at z̃′ ∶= z̃ + α̃d̃a, d̃ is denoted by d̃c, µ
is set to µ̄S2n(z̃′), and α̃ = 1.

Since it is desirable to have X̃+α̃d̃a
X̃
= JHn(X+αdaX) and since JHn(X+αdaX) = X̃+αJHn(daX),

it is natural to wonder whether

d̃
X̃
= JHn(dX), d̃ỹ = JF(dy), and d̃

S̃
= JHn(dS), (5.14a)

α̃ = α, (5.14b)

where d̃ and d stand for the prediction or correction directions.

5.2.2 Correspondence between W̃ and W

By the formulas (5.12) and (5.3) of W̃ and W , and by propositions 4.1 and 4.2, one gets

W̃ = ĴHn(X)1/2 (ĴHn(X)1/2ĴHn(S)ĴHn(X)1/2)−1/2 ĴHn(X)1/2 = ĴHn(W ). (5.15)

5.2.3 Correspondence between µ̄S2n(z̃) and µ̄Hn(z)

With the definitions of µ̄Hn(z) in (5.4) and µ̄S2n(z̃) after (5.13), and with (4.3), we have

µ̄S2n(z̃) = ⟨X̃, S̃⟩S2n

2n
= ⟨JHn(X),JHn(S)⟩S2n

2n
= ⟨X,S⟩Hn

2n
= 1

2
µ̄Hn(z). (5.16)
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5.2.4 Correspondence between the Newton directions d̃ and d

Let us now show that d̃ defined by (5.14a) is indeed the solution to the Newton system in the real
space (5.11). Since, by the regularity assumption (5.1), the system (5.11) has a unique solution,
it suffices to show that it is satisfied by that d̃.

r [(5.11a)] From (4.15), it results that JHn ○A∗ ○ J∗
F
= Ã∗ and, from (4.14), that JHn ○A∗ =

Ã∗ ○ JF. Then, applying JHn to equation (5.2a) yields indeed Ã∗(JF(dy)) + JHn(dS) = 0 or
Ã∗(d̃ỹ) + d̃S̃ = 0 if we assume (5.14a).

r [(5.11b)] From (4.15) and (4.4), it results that JF○A = Ã○JHn . Then, applying JF to equation
(5.2b) yields indeed Ã(JHn(dX)) = 0 or Ã(d̃X̃) = 0 if we assume (5.14a).

r [(5.11c)] By applying the ring homomorphism ĴHn ∶=√2JHn to both sides of equation (5.2c)
and using proposition 4.1, one gets

ĴHn(dX) + ĴHn(W )ĴHn(dS)ĴHn(W ) = µĴHn(S)−1 − ĴHn(X)
or, with (5.14a), (5.15), (5.9), and division by

√
2,

d̃X̃ + W̃ d̃S̃W̃ = µ

2
S̃−1 − X̃

which is indeed (5.11c), either when µ = 0 (prediction direction) or when µ = µ̄Hn(z′) (cor-
rection direction, use (5.16) in that case), provided z̃′ = JHn(z̃) (this last correspondence has
not been established yet, and will not occur actually; see the next section).

5.2.5 Correspondence between the stepsizes α̃ and α

We still have to see how the stepsizes α̃ and α correspond to each other. We have seen in the
previous section that (5.14a) holds for the prediction phase. Then, using proposition 4.1 and
(5.15), we get

W̃ −1/2d̃a
X̃
d̃a
S̃
W̃ 1/2 = 1

2
ĴHn(W −1/2)ĴHn(daX)ĴHn(daS)ĴHn(W 1/2)

= 1

2
ĴHn(W −1/2daXdaSW

1/2)
= 1√

2
JHn(W −1/2daXdaSW

1/2).
Similarly, W̃ 1/2d̃a

S̃
d̃a
X̃
W̃ −1/2 = (1/√2)JHn(W 1/2daSd

a
XW −1/2). Therefore, since JHn is an isometry,

one gets

∥W̃ −1/2d̃a
X̃
d̃a
S̃
W̃ 1/2

+ W̃ 1/2d̃a
S̃
d̃a
X̃
W̃ −1/2∥F = 1√

2
∥W −1/2daXdaSW

1/2
+W 1/2daSd

a
XW −1/2∥F .

Using (5.16), one term in the denominator of the stepsize formula (5.13) reads

( 13

2µ̄S2n(z̃) ∥W̃ −1/2d̃a
X̃
d̃a
S̃
W̃ 1/2

+ W̃ 1/2d̃a
S̃
d̃a
X̃
W̃ −1/2∥F)

= √2 ( 13

2µ̄Hn(z) ∥W −1/2daXdaSW
1/2
+W 1/2daSd

a
XW −1/2∥F) .

By the factor
√
2 in the right-hand side, the formulas (5.13) and (5.5) of the stepsizes α̃ and α

yield the inequality
α̃ < α. (5.17)

Hence the stepsizes taken in the prediction phases of the predictor-corrector algorithm when it
solves the complex and associated real SDO problems are not identical.
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5.2.6 Correspondence between the proximity measures to the central paths

The stepsize inequality (5.17) can be explained by the fact that the neighborhoods of the central
path are larger for the complex problem than for the real transformed problem, in a sense that is
now specified. One can introduce a scaled variable Ṽ ≡ Ṽ (z̃) in the real space as we did by (5.6)
for the scaled variable V ≡ V (z) in the complex space. The two variables are linked as follows:

µ̄S2n(z̃)−1/2 Ṽ = µ̄S2n(z̃)−1/2 W̃ −1/2X̃W̃ −1/2 [definition of Ṽ ]
= µ̄Hn(z)−1/2 ĴHn(W )−1/2ĴHn(X)ĴHn(W )−1/2 [(5.16), (5.15), (5.9)]
= µ̄Hn(z)−1/2 ĴHn (W −1/2XW −1/2) [proposition 4.1] (5.18)

= √2JHn (µ̄Hn(z)−1/2 V ) . (5.19)

Furthermore, from (5.18) and proposition 4.1:

µ̄S2n(z̃)1/2 Ṽ −1 = µ̄Hn(z)1/2 ĴHn(V −1) =√2JHn (µ̄Hn(z)1/2 V −1) . (5.20)

One can now introduce a proximity measure δ̃ in the real space, as we did for δ in the complex
space by (5.7). The two proximity measures are linked as follows:

δ̃(z̃) = 1

2
∥µ̄S2n(z̃)−1/2 Ṽ − µ̄S2n(z̃)1/2 Ṽ −1∥

F
[definition of δ̃, like in (5.7)]

= 1

2
∥√2JHn (µ̄Hn(z)−1/2 V ) −√2JHn (µ̄Hn(z)1/2 V −1)∥

F
[(5.19) and (5.20)]

=
√
2

2
∥µ̄Hn(z)−1/2 V − µ̄Hn(z)1/2 V −1∥

F
[JHn is an isometry]

= √2 δ(z) [definition of δ].
Therefore

δ(z) ⩽ θ ⇐⇒ δ̃(z̃) ⩽√2θ. (5.21)

5.2.7 Conclusion

Using the global correspondence map J defined in (5.10), the equivalence (5.21), and a size θ > 0,
the neighborhoods of the central paths V(θ) given by (5.8) and its real analogue Ṽ (θ) ∶= {z̃ ∈
F̃s
∶ δ̃(z̃) ⩽ θ} correspond to each other by

J(V(θ)) = {J(z) ∶ z ∈ Fs, δ(z) ⩽ θ} = {z̃ ∈ F̃s
∶ δ̃(z̃) ⩽√2 θ} = Ṽ(√2 θ).

Therefore J(V(θ)) ⊃ Ṽ(θ), meaning that the transformed neighborhood J(V(θ)) is larger than
the neighborhood Ṽ(θ) with the same size θ. This inclusion provides another way of interpret-
ing (5.17), according to which, when started at corresponding iterates, the predictor-corrector
algorithm can take larger stepsizes in the complex space than in the real space. This also means
that the convergence of the complex interior-point SDO algorithm 5.1 requires a specific analysis,
which is presented in [7].

Observation 5.2 Inequality (5.17) on the stepsizes suggests us that the considered predictor-
corrector algorithm should converge more rapidly on the complex problem than on the real
transformed problem. Indeed, the speed of convergence only depends on the reductions of µ̄Hn(z)
and µ̄S2n(z̃) which are given at each iteration (during the predictor phase actually) by

µ̄Hn(z+) = (1 − α)µ̄Hn(z) and µ̄S2n(z̃+) = (1 − α̃)µ̄S2n(z̃).
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Because α > α̃, the reduction of µ̄Hn(z) towards zero for the complex problem is more important
than that of µ̄S2n(z̃) for its associated real problem, when z and z̃ correspond to each other by
the isomorphism J. This observation has been claimed with the conditional because it is based
on the examination of a single iteration and that the non-corresponding iterates finally takes
non-corresponding paths towards the solution, which are difficult to compare. ◻

5.3 Computing the NT direction

The most usual way of solving (5.2) consists in applying A to both sides of (5.2c) in order to
eliminate dX using (5.2b). This yields A(WdSW ) = A(µS−1−X). Next dS is removed from this
last equation by using (5.2a) to obtain a system in only dy:

A(WA∗(dy)W ) = A(X − µS−1). (5.22)

This linear system is generally solved by a direct method after computing and storing the matrix
of the system. Let us look at the structure of that matrix when A is the R-linear complex map
specified by (3.4). Using (3.3) and (3.7a), we see that this system can be decomposed into

Ar(WA∗r((dy)Fr
)W ) +Ar(WA∗c ((dy)Fc

)W ) = Ar(X − µS−1), (5.23a)

Ac(WA∗r((dy)Fr
)W ) +Ac(WA∗c ((dy)Fc

)W ) = Ac(X − µS−1). (5.23b)

In matrix form, it becomes

⎛⎜⎝
L11 L12 L13

L21 L22 L23

⎞⎟⎠
⎛⎜⎝
(dy)Kr(dy)Kc(dy)Kc

⎞⎟⎠ =
⎛⎝
Ar(X − µS−1)
Ac(X − µS−1)

⎞⎠ , (5.24)

where a simple box surrounds the square real submatrix L11 and double boxes surround the
square complex submatrices L22 and L23. The other submatrices L12, L13, and L21 have complex
elements. For section 5.4, it is useful to make explicit the value of the elements of these matrices:

L11

kk′ = ⟨GHAkG,GHAk′G⟩Hn ∈ R, L21

lk = ⟨GHAlG,GHAkG⟩Cn×n ∈ C, (5.25a)

L12

kl = 1

2
⟨GHAkG,GHAlG⟩Cn×n ∈ C, L13

kl = 1

2
⟨GHAkG,GHAH

l G⟩Cn×n ∈ C, (5.25b)

L22

ll′ = 1

2
⟨GHAlG,GHAl′G⟩Cn×n ∈ C, L23

ll′ = 1

2
⟨GHAlG,GHAH

l′G⟩Cn×n ∈ C, (5.25c)

where the indices (k, k′) ∈Kr×Kr, (l, l′) ∈Kc×Kc, and we have used the factorization W = GGH.
The next proposition gives properties of the matrices Lij, in particular, conditions are given

to ensure the nonsingularity of the matrix L11. Its proof presents no difficulty if one uses the
Gram structure of the matrices. Note that the R-linearly independence of the matrices {Ak}k∈Kr

used in point 1 and the C-linearly independence of the matrices {Al}l∈Kc
used in point 3 are

weaker assumptions than the surjectivity of A (see point (ii) in proposition 3.2).

Proposition 5.3 (properties of the matrices Lij) 1) The real square matrix L11 is

symmetric and positive semidefinite. If the Hermitian matrices {Ak}k∈Kr
are R-linearly

independent in Hn, then L11 is positive definite.

2) The complex square matrix L22 is Hermitian and positive semidefinite. If the matrices{Al}l∈Kc
are C-linearly independent in C

n×n, then L22 is positive definite.
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3) The complex square matrix L23 is symmetric and (L13)T = 1

2
L21 = (L12)H.

When L11 is nonsingular, it is natural to solve (5.24) by getting the following expression of(dy)Kr
from its first block row

(dy)Kr
= −(L11)−1 (L12(dy)Kc

+L13(dy)Kc
) + (L11)−1 (Ar(X − µS−1))

and by substituting this vector in the second block row to obtain the system

Mv +Nv = p, (5.26a)

where v ∶= (dy)Kc
, p ∶= Ac(X − µS−1) −L21(L11)−1(Ar(X − µS−1)),

M ∶= L22
−L21(L11)−1L12, and N ∶= L23

−L21(L11)−1L13. (5.26b)

The R-linear complex system (5.26a) can certainly be solved by transforming it into a double
size real system. For a computational efficiency reason, however, we prefer transforming it into
a C-linear complex system of the same dimension in the unknown variable v, hence, without the
presence of its conjugate v. This is possible when M is nonsingular (for necessary and sufficient
conditions ensuring the possibility of doing this rewriting in the general case, see [6]), which
occurs when some regularity conditions are satisfied (see proposition 5.4 below). Then, one can
write v = M−1(p −Nv) as a function of v, take its conjugate v = M−1(p −Nv), and substitute
this last value in (5.26a), to get the following linear system in v:

M sv = p −NM−1p, (5.27a)

where
M s
∶=M −NM−1N. (5.27b)

The reason for the notation M s comes from the block elimination that has been realized, mak-
ing M s the Schur complement of M in some larger matrix. The next proposition shows that the
surjectivity of A is a sufficient condition to have a system (5.27a) that is well defined and has a
unique solution.

Proposition 5.4 (properties of the systems (5.26) and (5.27)) 1) If the matrices{Ak}k∈Kr
∪{Al}l∈Kc

are (Rmr ×C
mc)-linearly independent in C

n×n, then the matrix M is

well defined by (5.26b), Hermitian, and positive definite, and the matrix N is symmetric.

2) If A is surjective, then the matrix M s is well defined by (5.27b), Hermitian, and positive

definite.

The proof is based on the block diagonalization of the Gram-like positive definite Hermitian
matrices

(L11 2L12

L21 2L22) and
⎛⎜⎝
L11 2L12 2L13

L21 2L22 2L23

L21 2L23 2L22

⎞⎟⎠ .
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5.4 Computational efforts in the real and complex algorithms

We are now ready to compare the number of operations required to perform an iteration of the
interior-point algorithm 5.1 in real and complex numbers. To do so, we start by comparing the
elementary operations.

Let us denote by aR and aC the computing time for the addition of two real and complex
numbers, and by p

R
and p

C
the computing time for the product of two real and complex numbers.

Since for a, b, c, and d ∈ R, one has (a + ib) + (c + id) = (a + c) + i(b + d) and (a + ib)(c + id) =(ac − bd) + i(ad + bc), there hold

aC = 2aR and p
C
= 4p

R
+ 2aR. (5.28)

These elementary formulas allow us to estimate the computing time of a crucial operation that
intervenes for computing the NT direction, namely the multiplication of matrices that are present
in (5.25). This is actually the most time consuming part in our implementation as soon as the
dimensions of the problem increase. The product of two n×n matrices requires the computation of
n2 elements, each of which is a scalar products of two vectors of size n. Since the latter requires n
products and n − 1 additions, the total computing time is n2(np + (n − 1)a) ≃ n3(p + a). This
results in the following estimations.

r The computing time of the product of two n × n complex (Hermitian) matrices can be
evaluated by

mmpC(n) ≃ n3(pC + aC) = 4n3(pR + aR), (5.29)

where we have used (5.28).
r When the same matrices are transformed into real numbers, using the operator JHn defined

before (4.3), their size is doubled, so that the computing time of their product can be
estimated by

mmpR(n) ≃ (2n)3(pR + aR) = 8n3(pR + aR). (5.30)

Therefore, one gets the ratio
mmp

R
(n)/mmp

C
(n) ≃ 2,

indicating that the computation is approximately twice faster in complex numbers.
In practice, the ratio mmpR(n)/mmpC(n) may differ from the one given by this simple estima-

tion, because the product of two matrices may depend on the ability of the function realizing
this task to take advantage of the memory block size, the possible parallelization automatically
realized by the compiler or interpreter, and the number of cores of a particular machine. Nu-
merical experiment is therefore welcome. The one related in figure 5.11 provides a mean ratio
around 1.8 for a single core, not too far from the crude estimation made above.
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