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GREEDY ALGORITHMS AND RATIONAL APPROXIMATION IN ONE AND
SEVERAL VARIABLES

LAURENT BARATCHART, AND WEI-XIONG MAI AND TAO QIAN

Abstract. We will review the recent development of rational approximation in one and
several real and complex variables. The concept rational approximation is closely related
to greedy algorithms, based on a dictionary consisting of Szegő kernels in the present
context.
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1. Introduction

Traditionally, rational approximation is mostly restricted to approximation to functions
of one complex variable in various domains. Recently a number of adaptive or sparse
representation methods were developed, including in principle the greedy algorithms and
those based on learning theory, including the SVM method ([25, 26]), that all fit into
the concept of rational approximation. This article mainly concerns the greedy algorithm
method in relation to a dictionary in the context at hand. Under the greedy algorithm
method, rational approximation is generalized to include approximation in several com-
plex and real variables. This idea, in particular, is applicable to function spaces with a
Cauchy structure, as well as to reproducing kernel Hilbert spaces. Below we discuss this
concept in a number of individual contexts.

2. Preliminaries on Greedy algorithm in Hilbert Spaces

LetH be a Hilbert space with a dictionary, where, by a dictionary, we mean a setD ⊂ H
satisfying (i) e ∈ D implies ‖e‖ = 1; and (ii) span{D} = H.
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The most basic greedy algorithm would be the following. Let ρ ∈ (0, 1] be fixed. Let
f ∈ H and g1 = f . Choose e1 ∈ H such that

|〈g1, e1〉| ≥ ρ sup{|〈g1, e〉| | e ∈ D}.

When ρ ∈ (0, 1), a desired e1 always exists. While for ρ = 1, a desired e1 satisfying the
above requirement may not exist. In the context of the present paper, where a Cauchy
structure prevails, the desired e1 for ρ = 1 always exists. Our discussion, however, is for
the general case ρ ∈ (0, 1]. Subsequently, we have the decomposition

f = 〈g1, e1〉e1 + g2,

where g2 is the standard remainder:

g2 = f − 〈g1, e1〉e1.

Obviously, g2 is orthogonal with 〈g1, e1〉e1, and hence,

‖ f ‖2 = ‖〈g1, e1〉e1‖
2 + ‖g2‖

2 = |〈g1, e1〉|
2 + ‖g2‖

2.

Therefore, to minimize ‖g2‖
2 is to maximize |〈g1, e1〉|

2. If we apply the same reduction to
g2, we obtain the standard remainder g3, where

f = 〈g1, e1〉e1 + 〈g2, e2〉e2 + g3,

and
‖ f ‖2 = |〈g1, e1〉|

2 + |〈g2, e2〉|
2 + ‖g3‖

2,

where e2 is chosen so that

|〈g2, e2〉| ≥ ρ sup{|〈g2, e〉| | e ∈ D}.

Repeating the same procedure on g3 we get g4, and so on. Inductively we obtain

f =

n∑
k=1

〈gk, ek〉ek + gk+1

and

‖ f ‖2 =

n∑
k=1

|〈gk, ek〉|
2 + ‖gk+1‖

2,

where ek is chosen to make

|〈gk, ek〉| ≥ ρ sup{|〈gk, e〉| | e ∈ D},

while e1, ..., ek−1 were previously chosen.
The theory of greedy algorithms ([17], [40]) asserts that

f =

∞∑
k=1

〈gk, ek〉ek

and

‖ f ‖2 =

∞∑
k=1

|〈gk, ek〉|
2.

The above described algorithm is the so called General Greedy Algorithm. A refinement
of the general greedy algorithm is the so called Orthogonal Greedy Algorithm. The dif-
ference is only that the gk are replaced by the orthogonal remainders g̃k, defined through
the relation

f =

n∑
k=1

〈g̃k, Bk〉Bk + g̃k+1,(2.1)

where {B1, ...Bk−1, Bk} is the G-S orthogonalization of {B1, ..., Bk−1, ek}, and ek is chosen
so that

|〈g̃k, ek〉| ≥ ρ sup{|〈g̃k, e〉| | e ∈ D}.
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Among the well known greedy algorithms, the most effective one would be the just
described Orthogonal Greedy Algorithm. We note that neither the General Greedy Algo-
rithm, nor the Orthogonal Greedy Algorithm can repeatedly select dictionary elements:
Repeated selections or even selecting one in the linear span of the already selected will
give nil contribution to the energy approximation.

When the space is a reproducing kernel Hilbert space, consisting of functions defined,
say, in a set D, and if the dictionary consists of the normalized reproducing kernels ea,
where a ranges over a set D ⊂ CN for some N, then for any f ∈ H,

〈 f , ea〉 = r(a) f (a),

where r(a) > 0 is the normalizing constant that makes ‖ea‖ = 1.
In such a case, at each recursive step of the General Greedy and Orthogonal Greedy

Algorithms, one seeks a suitable ea such that

r(a)| f (a)| ≥ ρ sup{r(b)| f (b)| | b ∈ D}.

Numerically this is easy to achieve through computation based on the information on the
known function f .

We will show that under certain assumption there exists a variation of the Orthogonal
Greedy Algorithm that allows repeated selection of the variable a. Repeating the selection
of the variable a corresponds to selecting directional derivatives, of order one and higher,
of the dictionary elements ea.

This new greedy algorithm proposed in [35], called Pre-Orthogonal Greedy Algorithm
(P-OGA), is formulated as follows.

Let {ea1 , ..., ean−1 } be the (n − 1)-tuple of the previously selected dictionary elements,
and {B1, ..., Bn−1} its G-S orthogonalization. Sometimes Bk = B{a1,...,ak} is more precisely
written as Bak

{a1,...,ak−1}
. The selection criterion for an is

|〈 fn, B
an
{a1,...,an−1}

〉| ≥ ρ sup{|〈 fn, Ba
{a1,...,an−1}

〉| | a ∈ D},(2.2)

where fn is the standard remainder with respect to the orthonormal system {B1, ..., Bn−1}.
We note that under such a selection criterion fk is different from g̃k defined through (2.1).

Now we add an assumption under which the machinery that we design will work.
Namely, we assume for any f ∈ H and a1, ..., an−1 ∈ D that

lim
a→∂D

|〈 f , Ba
{a1,...,an−1}

〉| = 0,(2.3)

where ∂D indicates the boundary of D in CN ∪ ∞. We show that under this assumption,
if the dictionary is suitably extended, then the threshold ρ = 1 can be reached, and the
following equality holds:

|〈 fn, B
an
{a1,...,an−1}

〉| = max{|〈 fn, Ba
{a1,...,an−1}

〉| | a ∈ D}.(2.4)

The extension of the dictionary consists in adjoining the directional derivatives of the
kernels ea with respect to a, in all directions and for all a ∈ D. This of course only makes
sense if D is open and ea has some smoothness with respect to a. Hereafter we assume
that a→ ea is smooth as a function D→ H, in particular the derivatives of ea again lie in
H as limits of divided differences in H. In all examples that we shall deal with, ea is even
analytic with respect to a, and this warrants the discussion below.

In fact, the Cauchy-Schwarz inequality gives

|〈 fn, Ba
{a1,...,an−1}

〉| ≤ ‖ fn‖.

Thus, there exists a sequence of points, a(l), converging to an interior or a boundary point
of D, liml→∞ a(l) = an, such that

lim
l→∞
|〈 fn, Ba(l)

{a1,...,an−1}
〉| = sup{|〈 fn, Ba

{a1,...,an−1}
〉| | a ∈ D}.(2.5)
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With the assumption (2.3) the limiting point an of a(l) must be an interior point of D
unless fn ≡ 0. In the latter case, our contention trivially holds. Otherwise, the relation
(2.5) becomes

lim
l→∞
|〈 fn, Ba(l)

{a1,...,an−1}
〉| = sup{|〈 fn, Ba

{a1,...,an−1}
〉| | a ∈ D.}(2.6)

Next, we compute
lim
l→∞

Ba(l)

{a1,...,an−1}
.

Denote by P{a1,...,an−1} the projection operator from H to span{B1, ..., Bn−1}. Now, there are
two cases.

1. The limiting point ean is not in span {B1, ..., Bn−1}. In such a case, an, in particular,
does not coincide with any of a1, ..., an−1, and Ban

{a1,...,an−1}
is just given by

Ban
{a1,...,an−1}

=
ean − P{a1,...,an−1}ean

‖ean − Pa1,...,an−1 ean‖
,(2.7)

and {B1, ..., Bn−1, B
an
{a1,...,an−1}

} is the G-S orthogonalization of {B1, ..., Bn−1, ean }.
2. The limiting point ean lies in span {B1, ..., Bn−1}. In particular, if an coincides

with one of a1, ..., an−1, we are in this case. We note that none of the ea(l) is in
span{B1, ..., Bn−1}, for, otherwise, Ba(l)

{a1,...,an−1}
= 0, and |〈 fn, Ba(l)

{a1,...,an−1}
〉| will have

no contribution towards the maximum. We consequently have

Ba(l)

{a1,...,an−1}
=

ea(l) − P{a1,...,an−1}ea(l)

‖ea(l) − Pa1,...,an−1 ea(l)‖

=

(
ea(l) − P{a1,...,an−1}ea(l)

)
−

(
ean − P{a1,...,an−1}ean

)
‖
(
ea(l) − Pa1,...,an−1 ea(l)

)
−

(
ean − P{a1,...,an−1}ean

)
‖

=

(
ea(l) − ean

)
− P{a1,...,an−1}

(
ea(l) − ean

)
‖
(
ea(l) − ean

)
− P{a1,...,an−1}

(
ea(l) − ean

)
‖

=

(
ea(l)−ean
‖ea(l)−ean ‖

)
− P{a1,...,an−1}

(
ea(l)−ean
‖ea(l)−ean ‖

)
‖

(
ea(l)−ean
‖ea(l)−ean ‖

)
− P{a1,...,an−1}

(
ea(l)−ean
‖ea(l)−ean ‖

)
‖

.

Extracting a subsequence if necessary, we may suppose that (ea(l) − ean )/‖ea(l) − ean‖ con-
verges to some unit vector ν ∈ H. If ν is not in span{B1, ..., Bn−1}, then we can take the
limit in the above expression as a(l) → an, to obtain that Ba(l)

{a1,...,an−1}
converges to B∂van

{a1,...,an−1}
,

where the notation ∂v indicates that we computed the directional derivative of ea in the
direction v. When ν ∈ span{B1, ..., Bn−1}, then the above expression has indeterminate
limiting form 0/0, and higher order derivatives must be computed that we will not discuss
further. Observe there may be several directions ν, accounting for the fact that an needs
not be unique. In particular, the directions along the real or purely imaginary axes induce
partial derivatives of the reproducing kernels ([35]).

The just described theory mainly grows out from the study of the Hardy space H2 on
the open unit disc. It is then applied, at least in part or adaptively, to other contexts in one
or several complex variables, as well as in the Clifford algebra setting. That helps to form
a concept of rational approximation in various contexts. In the following sections we will
briefly review the particulars of each individual context.

3. The Hardy H2(D) case

The so called AFD and Pre-Orthogonal Greedy Algorithm were originated from this
context. In this section D represents the open unit disc. Among the equivalent definitions
of the Hardy H2(D) space we will cite only

H2(D) = { f (z) =

∞∑
k=0

ckzk | ck ∈ C, ‖ f ‖H2 :=
∞∑

k=0

|ck |
2 < ∞, |z| < 1}.



5

f ∈ H2(D) implies that f is holomorphic in D, and, as an important property, the par-
tial sum of the infinite series on the unit circle has a L2(∂D)-limit that equals to the
non-tangential boundary limit limr→1− f (reit) almost everywhere. Those boundary lim-
its form a closed subspace of the L2 space on the boundary circle, denoted by H2(∂D).
The mapping from H2(D) to H2(∂D) is an isometry. We hence identify the space H2(∂D)
with H2(D). If we start from a function f in L2(∂D) with Fourier coefficients ck, k =

0,±1,±2, ..., then we have the so called Hardy spaces decomposition f = f + + f −, where

f +(eit) =

∞∑
k=0

ckeikt, f −(eit) =

−∞∑
k=−1

ckeikt.

If f is real-valued on the circle, then we have

f = 2Re f + − c0.

The last relation shows that approximation of functions in L2(∂D) can be reduced to that
of functions in the Hardy class. In other contexts we have analogous relations, so the case
of Hardy spaces on which we concentrate below will be a prototypical example.

In H2(D), the normalized reproducing kernels (also known as Szegő kernels) are the
rational functions

ea(z) =

√
1 − |a|2

1 − az
, a ∈ D.(3.1)

Then {ea}a∈D is a dictionary of H2(D). Let A = (a1, ..., an) ∈ Dn be a n-tuple. If the ak are
all distinct, we associate to A the n-tuple (ea1 , ..., ean ). of normalized reproducing kernels.
More generally, if A consists of m < n distinct points b1, · · · , bm where bk is repeated lk
times with l1 + · · · + lm = n, then we associate to A the n-tuple

(3.2) (E{b1,1}, ..., E{b1,l1}, E{b2,1}, ..., E{b2,l2}, · · · , E{bm,1}, , · · · , E{bm,lm})

defined as follows. We set E{0, j}(z) = z j, and if ak , 0 then E{ak , j}(z) =
c(ak , j)

(1−akz) j , where
c(ak, j) is the constant making ‖E{ak , j}‖ = 1. The orthogonalization of (3.2) is the so called
Takenaka-Malmquist (TM-) system, or orthogonal rational system, (B1, ..., Bn), where

Bk(z) = B{a1,...,ak}(z) =

√
1 − |ak |

2

1 − akz

k−1∏
l=1

z − al

1 − alz

[36, Lecture V]. We call each Bk a modified Blaschke product. One recognizes that the

rational function
√

1−|an |
2

1−anz in front is the Szegő kernel and the product thereafter is the
Blaschke product with the zeros a1, ..., ak−1. The claim is: when studying rational approx-
imation in H2(D), TM systems are unavoidable. This is no wonder, because every rational
function is a linear combination of Ebk , j for some bk. Existing studies on TM systems in-
clude Laguerre and Kautz systems. The traditional works on TM systems deal with the
condition

∞∑
k=1

(1 − |ak |) = ∞.(3.3)

This is called the hyperbolic non-separability condition. For any p ∈ [1,∞), it is nec-
essary and sufficient for the corresponding TM system to be complete in Hp(D) ([15]).
Also, for 1 < p < ∞ and any sequence (a1, ..., an, ...), the corresponding TM system is a
Schauder basis of the closure of span{Bn}

∞
n=1 in Hp(D) ([31]).

The difference with the current study is that the parameters a1, ..., an, ... used to ap-
proximate a given function are not fixed before hand, nor are they required to satisfy
the hyperbolic non-separability condition (3.3), and, correspondingly, the induced TM-
system {Bn} is not necessarily a basis. Instead, we adaptively select the parameters an,
as in greedy algorithms, and thus formulate expansions of given signals with fast conver-
gence. Below we will introduce our main algorithm in the unit disc case called Adaptive
Fourier Decomposition, abbreviated as AFD ([32]).



6 LAURENT BARATCHART, AND WEI-XIONG MAI AND TAO QIAN

Let f be any function in H2(D). Letting f1 = f , recursively and for any n complex
numbers a1, ..., an in D, we have

f (z) = 〈 f1, ea1〉ea1 (z) + f2(z)
z − ea1

1 − a1z
,

and
f2(z) = 〈 f2, ea2〉ea2 (z) + f3(z)

z − ea2

1 − a2z
,

etc. so that we arrive at

f (z) =

n∑
k=1

〈 fk, eak〉B{a1,...,ak}(z) + fn+1(z)
n∏

k=1

z − ak

1 − akz
.(3.4)

This identity gives rise to an interpolating rational function to f for the interpolating
points a1, ..., an where repeated points correspond to interpolation with derivatives of the
function.

The identity, furthermore, gives rise to fast approximation in energy if one selects ak,
once a1, ..., ak−1 have been fixed, according to the formula:

ak = arg max{|〈 fk, ea〉|
2 | a ∈ D}.(3.5)

The following energy relation is to be noted:

‖ f ‖2 =

n∑
k=1

|〈 fk, eak〉|
2 + ‖ fn+1‖

2.

Under the selection criterion (3.5) we can show that in the energy sense ([32]), namely in
the sense of strong convergence in H2(D),

f =

∞∑
k=1

〈 fk, eak〉Bk.

The above described AFD, or Core AFD algorithm was published in 2012 and lately,
in 2015, found to be equivalent with the Pre-Orthogonal Greedy Algorithm ([35]). The
motivation of AFD is characterizing positive-instantaneous-frequency decomposition, or
mono-component decomposition of signals. There followed two elaborations on AFD of
which one is the called unwinding AFD ([24, 28, 16]) and the other is geablack towards
n-best rational approximation ([33, 29]).

Unwinding AFD dwells on Core AFD and the principle of energy front-loading for
Nevanlinna outer functions in one complex variable. The latter principle addresses the
following fact: if F(z) =

∑∞
k=0 ckzk is a H2(D)-function with the Nevanlinna factorization

(see [19], [43]): F(z) = I(z)O(z), where I(z) and O(z) are, respectively, its inner and outer
factors, and if we write O(z) =

∑∞
k=0 dkzk, then there holds for any positive integer N that

N∑
k=0

|ck |
2 ≤

N∑
k=0

|dk |
2.

Since
∞∑

k=0

|ck |
2 = ‖F‖2 = ‖O‖2 =

∞∑
k=0

|dk |
2,

the above inequality amounts to saying that the outer part of a Hardy function has best
polynomial approximation of degree N in H2(D) that converges faster than that of the
original function. This suggests that when decomposing a function in H2(D), it may be
a good strategy to perform the Nevanlinna factorization and then decompose the outer
part instead of the original function, to finally multiply back by the inner factor which
is a finite Blaschke product, at least when the function is continuous on ∂D. Of course,
performing the Nevanlinna factorization is not such an easy business as it essentially
involves estimating conjugate functions, and fair judgement should be used in each case.
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The related theory is developed in [24, 28, 16]. Experiments show that Unwinding
AFD is indeed among the best positive frequency decomposition methods ([30]). The
authors became aware late 2015 that the Ph. D. thesis of M. Nahon ([24]) at Yale Uni-
versity, 2000, under the guidance of R. Coifman, develops an analogous unwinding algo-
rithm based on the Nevanlinna factorization ([19, 43]). In a recent paper by Coifman and
Steinerberger, theoretical aspects of the algorithm are further developed ([16]).

Cyclic AFD was designed to approach the problem of n-best rational approxima-
tion in H2(D). The problem is formulated as follows. Given f ∈ H2(D), find a ra-
tional function of the form p/q, with deg{p} and deg{q} not exceeding n, and q zero-
free inside the unit disc, such that ‖ f − p/q‖ is minimum among all possible ratio-
nal functions of the same kind. The latter are just the rational functions of degree no
larger than n in H2(D). Existence of such minimizing rational functions was proved
a long time ago, but a theoretical algorithm for finding p/q to give rise to the min-
imum is still an open issue. A detailed account of the problem may be found in [4,
11, 5, 12, 14]. Both the RARL2 algorithm (which extends to the matrix-valued case, see
www-sop.inria.fr/apics/RARL2/rarl2.html for a description and tutorial

as well as [7, 9, 18] for further references) and the one through Cyclic
AFD ([29]) provide practical algorithms. RARL2 is a descent algorithm using Schur
parameters to describe Blaschke products of given degree along with a compactification
thereof to ensure convergence to a local optimum. It is used in identification and design
of microwave devices, see [27, 39]. The algorithm using Cyclic AFD is parameterized by
the zeros of the denominator polynomial, and uses the fact that the expansion as a sum of
modified Blaschke products

n∑
k=1

〈 fk, eak〉B{a1,...,ak}(z)

is a rational function of degree no larger than n by construction. The theory and algo-
rithmic scheme of Cyclic AFD are definitely simpler (though the 1-D search over a ∈ D
iterated at each step to reach a fixed point is nontrivial), but convergence to a local min-
imum is still an issue. Cyclic AFD corresponds to simultaneous optimal selection of n
parameters, while Core AFD corresponds to sequential selection of n parameters ([29]).
For some related studies we refer to [5, 8, 14, 13]. Other algorithms based on fixed
point heuristics or balanced truncation of Hankel operators to approach rational H2(D)-
approximation can be found, e.g. in [41, 22].

The above considerations and algorithms extend to the context of the half-plane rather
than the disk, by means of conformal mapping. The reason is that a conformal map from
the disk to the half-plane is a rational function of degree 1 (i.e. a Möbius transform) and
therefore it preserves rationality and the degree, see [19, Ch. I]. There is also a parallel
approach by using TM systems and the corresponding maximal principle in the half-plane.
More generally, the relevant extension of what precedes to more general domains is that
of best meromorphic approximation with n poles, see [10].

For functions of multivalent variables, finding a basis is equivalent to finding a unique-
ness set. That is a fundamental task and therefore of great interest in mathematical anal-
ysis. It is, however, in many cases difficult to achieve. On the other hand, Szegő kernels
are usually simple rational functions, and fast representation of signals as linear combi-
nations of Szegő kernels has great significance in relation to applications. The principles
outlined in the last two sections are valid and the results available in a number of contexts
for several real and complex variables, and with functions valued in vectors and matrices.
We give a brief introduction to this circle of ideas in the following sections.

4. Quaternionic and Clifford Contexts for Functions of Several Real Variables

Denote by Q the quaternion algebra, and by Am the Clifford algebra of linear dimen-
sion 2m. The analogues of AFD have been formulated for Hardy spaces in the setting of
Q and ofAm in [34] [42] respectively. The first setting is very much in the spirit of AFD.
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The second, however, is more in the spirit of General Greedy Algorithm with dictionary
consisting of the higher order Szegő kernels, due to the fact that the inner product of
Clifford algebra-valued functions is not necessarily scalar-valued. That prevents the G-S
orthogonalization process from being applied.

Define Rm+1
+ = {x = (x0, x) ∈ Rm+1; x0 > 0, x ∈ Rm}. We briefly introduce the AFD

(General Greedy Algorithm) in the Hardy space H2(R4
+) of the upper-half space (resp.

H2(Rm+1
+ )), which consists of Q-valued (resp. Am-valued) left monogenic functions [21].

For the parallel theory in the Hardy spaces on the unit ball, see [34, 42]. Denote by
φa(x) the non-normalized Szegő kernel of H2(R4

+) (resp. H2(Rm+1
+ )),i.e. φa(x) = x+a

|x+a|4

(resp. φa(x) = x+a
|x+a|m+1 ). Regarding H2(R4

+), although Q is a non-commutative algebra, it
is not difficult to apply the P-OGA to {φa(x), a, x ∈ R4

+} to obtain an orthonormal system
{Bn}

∞
n=1 parameterized by the selected sequence {a(n)}∞n=1 in R4

+. Similar to AFD, one has
limn→∞ || f −

∑n
k=1 Bk〈 f ,Bk〉|| = 0. We note that the study of AFD in the setting of Q

predates that of P-OGA: the latter is a generalization of the former.
As to H2(Rm+1

+ ), we introduce the completion of the Szegő kernel dictionary given by

D̃ =

{
ψβ,a(x)
||ψβ,a||

, β = (β1, ..., βm+1), a, x ∈ Rm+1
+

}
,

where ψβ,a(x) = ∂|β|

∂aβ1
0 ···∂aβm+1

m+1

φa(x). For each f ∈ H2(Rm+1
+ ), applying the General Greedy

Algorithm with D̃ one has limn→∞ || f −
∑n

k=1
ψβ(k) ,a(k)

||ψβ(k) ,a(k) ||
〈gk,

ψβ(k) ,a(k)

||ψβ(k) ,a(k) ||
〉|| = 0, where gk is the

standard remainder defined in §2.
The sphere cases are also considered in the quaternionic and Clifford algebra settings

([34, 42]).
In both settings it is shown that a global maximal selection of the parameter is at-

tainable at each step of the recursive process (i.e. ρ = 1). In particular, one can obtain
rational approximations of functions in L2(R4) by applying the corresponding AFD and
the well-known Sokhotskyi-Plemelj formula (e.g. [21, 34]).

5. Several Complex Variables

Similar approximation schemes in settings involving several complex variables have
also been studied. In fact, one can consider functions defined on various classical do-
mains, with values in CN, or CN×M matrices, etc.

5.1. Functions Defined on n-Torus. Denote by T n the n-torus, where T = ∂D. There are
two generalizations of AFD in the Hardy space of the n-torus H2(T n) ([35]). One merely
consists in processing P-OGA in this context (i.e. it is shown that P-OGA is applicable to
H2(T n)). The other is based on the product- TM system. As to the former, we omit the
details as it should be clear from the previous section already how to perform. Below, we
give a brief introduction to the latter. For simplicity, we consider only the case n = 2.

Denote by Ba
k(z) the modified Blaschke product (a member of the TM system) as-

sociated with the sequence a = {ak}
∞
k=1 in D. We introduce the tensor product type

modified Blaschke product {Ba
k(z) ⊗ Bb

l (w)}, where a,b ⊂ D and (z,w) ∈ D2 = D × D.
For f ∈ H2(T 2), we look for a rational approximation of f of separable type given by
f = limm→∞

∑
1≤k,l≤m〈 f , Ba

k ⊗ Bb
l 〉B

a
k ⊗ Bb

l = limm→∞ S m( f ) in the H2-norm. Denote
by Dm( f ) = S m( f ) − S m−1( f ) the m-partial sum difference. The main step is to select
(a∗m+1, b

∗
m+1) ∈ D2 according to the maximal problem

(a∗m+1, b
∗
m+1) := arg sup

(am+1,bm+1)∈D2
||Dm+1( f )||2,(5.1)

where {a1, ..., am} and {b1, ..., bm} are previously fixed. The existence of (a∗m+1, b
∗
m+1) is

proved in [35] through a technical discussion. In a way similar to previously described



9

AFD, S m( f ) converges to f in the H2-norm if each (ak, bk) is selected according to cri-
terion (5.1). As an application, one can obtain rational approximations of functions in
L2(T 2).

5.2. Functions Defined on Rn in the Setting of Hardy Spaces on Tubes. As mentioned
in the previous sections, one can obtain rational approximations of functions in L2 of
the boundary of a domain by applying AFD in the domain. Since Rn can be written as
the union of 2n octants, seeking rational approximations of functions in L2(Rn) motivates
the study of AFD in Hardy spaces on tubes over octants ([23]). For the purpose of
illustration, it suffices here to investigate AFD in the Hardy space of the tube over the first
octant H2(TΓ1 ), where TΓ1 = C+ × · · · × C+.

Denote by S z(w) the Cauchy- Szegő kernel of H2(TΓ1 ), i.e. S z(w) =
∏n

j=1
−1

2πi(wk−zk) .

By using the methodology P-OGA, one can obtain an orthonormal system {Bk}
∞
k=1 pa-

rameterized by the sequence {z(k)}∞k=1 ⊂ TΓ1 . Indeed, {Bk}
∞
k=1 is the G-S orthogonalization

of the selected Cauchy- Szegő kernels and, if necessary, their higher order directional
derivatives. It is concluded in [23] that the attainability of a global maximal selection
at each step follows from a certain kind of boundary behavior of functions in H2(TΓ1 ),
called “boundary vanishing condition (BVC)” (also see [35]). After verifying the BVC
in H2(TΓ1 ), the convergence follows from the general theory given in [35]. In [23] the
P- OGA generalization of AFD in the Hardy spaces on tubes over regular cones is also
given.

5.3. Matrix-valued Signals Defined in the Unit Disc. We denote by Hp×q
2 the space of

p × q matrices with entries in H2(D). In a recent paper of D. Alpay, F. Colombo, T. Qian
and I. Sabadini they show that it is possible, as in the scalar case, to decompose those
functions as linear combinations of suitably modified matrix-valued Blaschke product, in
an adaptive way. The procedure is based on a generalization to the matrix-valued case
of the maximum selection principle of 1-D AFD, which involves not only selections of
suitable points in the unit disc but also suitable orthogonal projections. It can be shown
that the maximum selection principle again gives rise to a convergent algorithm ([1]).
The analogous parametrization in terms of Schur analysis and tangential interpolation
directions was given earlier in [6], and has been used to design a matrix-valued version of
the RARL2 algorithm, see [18].

5.4. Adaptive Decomposition: the Case of the Drury-Arveson Space. Blaschke fac-
tors and products have counterparts in the unit ball of CN , and this fact allows us to extend
the maximum selection principle to the case of functions in the Drury-Arveson space of
functions analytic in the unit ball of Cn. This gives rise to an algorithm which is a varia-
tion of the higher dimensional AFD. In the corresponding paper of D. Alpay, F. Colombo,
T. Qian and I. Sabadini they also introduce infinite Blaschke products in this setting and
study their convergence ([2]).

5.5. Matrix-valued Signals Defined on the Polydisc. The polydisc case has been given
special attention, due to its connection with image processing. It develops in the context of
multi-trigonometric series, like 2-D AFD treated in an earlier subsection. An alternative
setting is given in the third paper of D. Alpay, F. Colombo, T. Qian and I. Sabadini where
they develop interpolation theory as well as an operator-valued Blaschke product method
that offers an adaptive expansion of holomorphic functions in the Hardy space over the
polydisc corresponding to signals on the n-torus ([3]).

6. AFD and AveiroMethod in Reproducing kernel Hilbert Spaces

We first note that the Hardy H2 space is a reproducing kernel Hilbert space, where the
reproducing kernel is given by the Szegő kernel. Subsequently, P-OGA was proposed as
an expansion algorithm in reproducing kernel Hilbert spaces (see §2) although in the pre-
vious sections we restrict ourselves to AFD in various Hardy spaces. The key of AFD (or
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P-OGA) is the construction of an orthonormal system by applying the G-S orthogonaliza-
tion process to the selected reproducing kernels and their higher order derivatives. Such a
construction ensures that the approximating function and its derivatives meet interpolation
conditions to the approximated function at the selected points.

The study of interpolating functions is closely related to interpolation and sampling
problems in reproducing kernel Hilbert spaces, some prototypical aspects of which may
be found in [38]. We use the notationHK to indicate thatH is a reproducing kernel Hilbert
space admitting a reproducing kernel K(q, p). Suppose that HK consists of holomorphic
functions defined in an open set E ⊂ C. Let further {pk}

∞
k=1 ⊂ E be a sequence of dis-

tinct points. The so-called Aveiro Method, proposed by S. Saitoh et al in [37], aims at
constructing an approximating function to f ∈ HK involving a finite number of sampling
points {p1, ..., pn}.

Based on this work, the authors of [20] propose the so-called “Aveiro Method under
complete dictionary (AMUCD)” by combining the ideas of P-OGA with Aveiro Method.
Roughly speaking, AMUCD enhances the power of Aveiro Method in that the approxi-
mating function given by AMUCD does not require all elements of {pk}

∞
k=1 to be distinct.

As in AFD, the representation and its derivatives enjoy interpolation properties at {pk}
∞
k=1.

It is shown in [20] that AMUCD is applicable to the classical Hardy spaces and Paley-
Wiener spaces. It turns out that AMUCD is, in fact, an alternative representation of AFD.
Nevertheless, AMUCD has the advantage not to require working out the related orthonor-
mal system, whereas in many instances of P-OGA one does not know explicit formulas
for the related orthonormal system of functions.
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