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The Discrete Logarithm Problem (DLP) is one of the most used mathematical problems in asymmetric cryptography design, the other one being the integer factorization. It is intrinsically related to the Diffie-Hellman problem (DHP). DLP can be stated in various groups. It must be hard in well-chosen groups, so that secure-enough cryptosystems can be built. In this chapter, we present the DLP, the various cryptographic problems based on it, the commonly used groups, and the major algorithms available at the moment to compute discrete logarithms in such groups. We also list the groups that must be avoided for security reasons.

Our computational model will be that of classical computers. It is to be noted that in the quantum model, DLP can be solved in polynomial time for cyclic groups [108].

[^0]
### 9.1 Setting and First Properties

### 9.1.1 General Setting

Let $G$ be a finite cyclic group of order $N$ generated by $g$. The group law on $G$ is defined multiplicatively and noted $\circ$, the neutral element is noted $1_{G}$, and the inverse of an element $a$ will be noted $1 / a=a^{-1}$. The discrete logarithm problem is the following:

DLP: given $h \in G$, find an integer $n, 0 \leq n<N$ such that $h=g^{n}$.
Along the years, and motivated by precise algorithms or cryptographic implementations, variants of this basic problem appeared. For instance:

Interval-DLP (IDLP): given $h \in G$, find an integer $n$, $a \leq n<b$ such that $h=g^{n}$.
We may also need to compute multiple instances of the DLP:
Batch-DLP (BDLP): given $\left\{h_{1}, \ldots, h_{k}\right\} \subset G$, find integers $n_{i}$ 's, $0 \leq n_{i}<N$ such that $h_{i}=g^{n_{i}}$.

A variant of this is Delayed target DLP where we can precompute many logs before receiving the actual target. This was used in the logjam attack where logarithms could be computed in real time during an SSL connection [9].

We may relate them to Diffie-Hellman problems, such as
Computational DH problem (DHPor CDH): given ( $g, g^{a}, g^{b}$ ), compute $g^{a b}$.
Decisional DH problem (DDHP): given $\left(g, g^{a}, g^{b}, g^{c}\right)$, do we have $c=a b \bmod N$ ?
We use $A \leq B$ to indicate that $A$ is easier than $B$ (i.e., there is polynomial time reduction from $B$ to $A$ ). The first easy result is the following:

PROPOSITION 9.1 DDHP $\leq$ DHP $\leq$ DLP.
In some cases, partial or heuristic reciprocals have been given, most notably in [86, 87]. With more and more applications and implementations available of different DH bases protocols, more problems arose, notably related to static variants. We refer to [77] for a survey.

### 9.1.2 The Pohlig-Hellman Reduction

In this section, we reduce the cost of DLP in a group of size $N$ to several DLPswhose overall cost is dominated by that of the DLP for the largest $p \mid N$.

PROPOSITION 9.2 Let $G$ be a finite cyclic group of order $N$ whose factorization into primes is known,

$$
N=\prod_{i=1}^{r} p_{i}^{\alpha_{i}}
$$

where the $p_{i}$ 's are all distinct. Then DLP in $G$ can be solved using the DLP son all subgroups of order $p_{i}^{\alpha_{i}}$.

Proof. Solving $g^{x}=a$ is equivalent to finding $x \bmod N$, i.e., $x \bmod p_{i}^{\alpha_{i}}$ for all $i$, using the Chinese remaindering theorem.

Suppose $p^{\alpha} \| N$ (which means $p^{\alpha} \mid N$ but $p^{\alpha+1} \nmid N$ ) and $m=N / p^{\alpha}$. Then $b=a^{m}$ is in the cyclic group of order $p^{\alpha}$ generated by $h=g^{m}$. We can find the $\log$ of $b$ in this group, which yields $x \bmod p^{\alpha}$. From this, we have reduced DLP to $r$ DLPs in smaller cyclic groups.

How do we proceed? First compute $c_{1}=b^{p^{\alpha-1}}$ and $h_{1}=h^{p^{\alpha-1}}$. Both elements belong to the cyclic subgroup of order $p$ of $G$, generated by $h_{1}$. Writing $y=x \bmod p^{\alpha}=$ $y_{0}+y_{1} p+\cdots+y_{\alpha-1} p^{\alpha-1}$ with $0 \leq y_{i}<p$, we see that $y=\log _{h}(b) \bmod p^{\alpha}$. We compute

$$
h_{1}^{y}=h_{1}^{y_{0}}
$$

so that $y_{0}$ is the discrete logarithm of $c$ in base $h_{1}$. Write

$$
c_{2}=b^{p^{\alpha-2}}=h_{1}^{\left(y_{0}+y_{1} p\right) p^{\alpha-2}}
$$

or

$$
c_{2} h_{1}^{-y_{0} p^{\alpha-2}}=h_{1}^{y_{1}} .
$$

In this way, we recover $y_{1}$ by computing the discrete logarithm of the left hand side w.r.t. $h_{1}$ again.

We have shown that DLP in a cyclic group of order $p^{\alpha}$ can be replaced by $\alpha$ solutions of DLP in a cyclic group of order $p$ and some group operations. If $p$ is small, all these steps will be easily solved by table lookup. Otherwise, the methods presented in the next section will apply and give a good complexity.

A direct cryptographic consequence is that for cryptographic use, $N$ must have at least one large prime factor.

### 9.1.3 A Tour of Possible Groups

## Easy Groups

Let us say a group is easy for DL if DLP can be solved in polynomial time for this group. DLP is easy in $(\mathbb{Z} / N \mathbb{Z},+)$, since $h=n g \bmod N$ is solvable in polynomial time (Euclid). This list was recently enlarged to cases where the discrete $\log$ can be computed in quasi-polynomial time [17].

As for algebraic curves, supersingular elliptic curves were shown to be somewhat weaker in [89]; the same is true for hyperelliptic curves [49, 37]. Elliptic curves of trace 1 (also called anomalous curves) were shown to be easy in [109, 104]; the result was extended to hyperelliptic anomalous curves in [99].

## Not-so-easy groups

Relatively easy groups are those for which subexponential methods exist: finite fields (of medium or large characteristic), algebraic curves of very large genus, class groups of number fields.

Probably difficult groups, for which we know of nothing but exponential methods, include elliptic curves (see [50] for a recent survey) and curves of genus 2 .

### 9.2 Generic Algorithms

We start with algorithms solving DLP in a generic way, which amounts to saying that we use group operations only. We concentrate on generic groups. For particular cases, as elliptic curves, we refer to [53] for optimized algorithms. We emphasize that generic methods are the only known methods for solving the DLP over ordinary elliptic curves.

The chosen setting is that of a group $G=\langle g\rangle$ of prime order $N$, following the use of the Pohlig-Hellman reduction. Enumerating all possible powers of $g$ is an $O(N)$ process,
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and this is enough when $N$ is small. Other methods include Shanks's and Pollard's, each achieving a $O(\sqrt{N})$ time complexity, but different properties as determinism or space. We summarize this in Table 9.1. The baby-steps giant-steps (BSGS) method and its variants are deterministic, whereas the other methods are probabilistic. It is interesting to note that Nechaev and Shoup have proven that a lower bound on generic DLP (algorithms that use group operations only) is precisely $O(\sqrt{N})$ (see for instance [111]).

Due to the large time complexity, it is desirable to design distributed versions with a gain of $p$ in time when $p$ processors are used. This will be described method by method.

TABLE 9.1 Properties of generic DL algorithms.

| Algorithm | group | interval | time | space |
| :---: | :---: | :---: | :---: | :---: |
| BSGS | $\checkmark$ | $\checkmark$ | $O(\sqrt{N})$ | $O(\sqrt{N})$ |
| RHO | $\checkmark$ | - | $O(\sqrt{N})$ | $O(\log N)$ |
| Kangaroo | $\checkmark$ | $\checkmark$ | $O(\sqrt{N})$ | $O(\log N)$ |

### 9.2.1 Shanks's Baby-Steps Giant-Steps Algorithm

Shanks's idea, presented in the context of class groups [107], became a fundamental tool for operating in generic groups, for order or discrete logarithm computations. All variants of it have a time complexity $O(\sqrt{N})$ group operations for an $O(\sqrt{N})$ storage of group elements. They all differ by the corresponding constants and scenarii in which they are used. From [53], we extract Table 9.2.

TABLE 9.2 Table of constants $C$ such that the complexity is $C \sqrt{N}$.

| Algorithm | Average-case time | Worst-case time |
| :--- | :--- | :--- |
| BSGS | 1.5 | 2.0 |
| BSGS optimized for av. case | 1.414 | 2.121 |
| IBSGS | 1.333 | 2.0 |
| Grumpy giants | $1.25 ?$ | $\leq 3$ |
| RHO with dist. pts | $1.253(1+o(1))$ | $\infty$ |

The goal of this subsection is to present the original algorithm together with some of its more recent variants. We refer to the literature for more material and analyses.

## Original algorithm and analysis

The standard algorithm runs as follows. Write the unknown $n$ in base $u$ for some integer $u$ that will be precised later on:

$$
n=c u+d, 0 \leq d<u, \quad 0 \leq c<N / u
$$

We rewrite our equation as

$$
g^{n}=h \Leftrightarrow h \circ\left(g^{-u}\right)^{c}=g^{d} .
$$

The algorithm is given in Figure 9.1. It consists of evaluating the right-hand side for all possible $d$ by increment of 1 (baby steps), and then computing all left-hand sides by increment of $u$ (giant steps), until a match is found.

The number of group operations is easily seen to be $C_{o}=u+N / u$ in the worst case, minimized for $u=\sqrt{N}$, leading to a deterministic complexity of $2 \sqrt{N}$ group operations. On

```
ALGORITHM 9.1 Baby-steps giant-steps.
    Function \(\operatorname{BSGS}(G, g, N, h)\)
        Input \(: G \supset\langle g\rangle, g\) of order \(N ; h \in\langle g\rangle\)
        Output: \(0 \leq n<N, g^{n}=h\)
        \(u \leftarrow\lceil\sqrt{N}\rceil\)
        // Step 1 (baby steps)
        initialize a table \(\mathcal{B}\) for storing \(u\) pairs (element of \(G\), integer \(<N\) )
        \(\operatorname{store}\left(\mathcal{B},\left(1_{G}, 0\right)\right)\)
        \(H \leftarrow g ; \operatorname{store}(\mathcal{B},(H, 1))\)
        for \(d:=2\) to \(u-1\) do
            \(H \leftarrow H \circ g\)
            \(\operatorname{store}(\mathcal{B},(H, d))\)
        end
        // Step 2 (giant steps)
        \(H \leftarrow H \circ g\)
        \(f \leftarrow 1 / H=g^{-u}\)
        \(H \leftarrow h\)
        for \(c:=0\) to \(N / u\) do
            // \(H=h \circ f^{c}\)
            if \(\exists\left(H^{\prime}, d\right) \in \mathcal{B}\) such that \(H=H^{\prime}\) then
                // \(H=h \circ f^{c}=g^{d}\) hence \(n=c u+d\)
                return \(c u+d\);
            end
            \(H \leftarrow H \circ f\)
        end
```

average, $c$ will be of order $N /(2 u)$, so that the average cost is $(1+1 / 2) u$, which gives us the first entry in Table 9.2.

Step 1 requires $u$ insertions in the set $\mathcal{B}$ and Step 2 requires $N / u$ membership tests in the worst case. This explains why we should find a convenient data structure for $\mathcal{B}$ that has the smallest time for both operations. This calls for $\mathcal{B}$ to be represented by a hash table of some sort. The cost of these set operations will be $(u+N / u) O(1)$, again minimized by $u=\sqrt{N}$.

## Remarks.

Variants exist when inversion has a small cost compared to multiplication, leading to writing $n=c u+d$ where $-c / 2 \leq d<c / 2$, thereby gaining in the constant in front of $\sqrt{N}$ (see [53] for a synthetic view). Cases where the distribution of parameters is non-uniform are studied in [26].

All kinds of trade-offs are possible if low memory is available. Moreover, different variants of BSGS exist when one wants to run through the possible steps in various orders (see [110]). If no bound is known on $N$, there are slower incremental algorithms that will find the answer; see [113] and [110].

As a final comment, BSGS is easy to distribute among processors with a shared memory.

## Solving IDLP

BSGS works if we have a bound on $N$ only. It also works when $x$ is known to belong to some interval $[a, b[\subset[0, N[$. The process amounts to a translation of $x$ to $[0, b-a[$ of length $b-a$ and therefore BSGS will require time $O(\sqrt{b-a})$.

## Optimizing BSGS on average

On average, we could anticipate $c$ to be around $N / 2$, so that we may want to optimize the mean number of operations of BSGS, or $C_{m}=u+(N / 2) / u$, leading to $u=\sqrt{N / 2}$ and $C_{m}=\sqrt{2 N}$, decreasing the memory used by the same quantity. The number of set operations also decreases. This gives us the line for BSGS optimized for average-case. Algorithm 9.1 is usable mutatis mutandis.

## Interleaving baby steps and giant steps

Pollard [98] proposed a variant of the BSGS algorithm interleaving baby steps and giant steps, in order to decrease the average cost of BSGS. The idea is the following: If $x=c u+d$, we may find $c$ and $d$ after max $(c, d)$ steps using the following algorithm. The rationale for the choice of $u$ will be explained next.

```
ALGORITHM 9.2 Interleaved Baby steps-giant steps.
    Function \(\operatorname{IBSGS}(G, g, N, h)\)
        Input \(: G \supset\langle g\rangle, g\) of order \(N ; h \in\langle g\rangle\)
        Output: \(0 \leq n<N, g^{n}=h\)
        \(u \leftarrow\lceil\sqrt{N}\rceil\)
        initialize two tables \(\mathcal{B}\) and \(\mathcal{G}\) for storing \(u\) pairs (element of \(G\), integer \(<N\) )
        \(H \leftarrow 1_{G} ;\) store \(\left(\mathcal{B},\left(1_{G}, 0\right)\right) ;\) store \(\left(\mathcal{G},\left(1_{G}, 0\right)\right)\)
        \(F \leftarrow h\)
        \(f \leftarrow g^{-u}=1 / g^{u}\)
        for \(i:=1\) to \(u\) do
            \(H \leftarrow H \circ g\)
            if \(\exists\left(H^{\prime}, c\right) \in \mathcal{G}\) such that \(H=H^{\prime}\) then
                // \(H=g^{i}=H^{\prime}=h \circ g^{-u c}\) hence \(n=c u+i\)
                return \(c u+i\);
            end
            \(\operatorname{store}(\mathcal{B},(H, i))\)
            \(F \leftarrow F \circ f\)
            if \(\exists\left(H^{\prime}, d\right) \in \mathcal{B}\) such that \(F=H^{\prime}\) then
                \(/ / F=h \circ g^{-u i}=H^{\prime}=g^{d}\) hence \(n=i u+d\)
                return \(i u+d\);
            end
            store \((\mathcal{G},(F, i))\)
        end
```

First of all, remark that any integer $n$ in $[0, N[$ may be written as $c u+d$ where $0 \leq c, d<u$. Algorithm 9.2 performs $2 \max (c, d)$ group operations. We need to evaluate the average value of this quantity over the domain $[0, u[\times[0, u[$, which is equivalent to computing

$$
\int_{x=0}^{1} \int_{y=0}^{1} \max (x, y) \mathrm{d} x \mathrm{~d} y .
$$

Fixing $x$, we see that $\max (x, y)=x$ for $y \leq x$ and $y$ otherwise. Therefore the double integral is

$$
\int_{x=0}^{1}\left(\int_{y=0}^{x} x \mathrm{~d} y+\int_{y=x}^{1} y \mathrm{~d} y\right) \mathrm{d} x=\frac{2}{3} .
$$

We have proven that the mean time for this algorithm is $4 / 3 \sqrt{N}$, hence a constant that is smaller than $\sqrt{2}$ for the original algorithm.

## Grumpy giants

In [23], the authors designed a new variant of BSGS to decrease the average case running time again. They gave a heuristic analysis of it. This was precised and generalized to other variants (such as using negation) in [53]. We follow the presentation therein. For $u=\lceil\sqrt{N} / 2\rceil$, the algorithm computes the three sets of cardinality $L$ that will be found later:

$$
\begin{gathered}
\mathcal{B}=\left\{g^{i} \text { for } 0 \leq i<L\right\}, \\
\mathcal{G}_{1}=\left\{h \circ\left(g^{j u}\right) \text { for } 0 \leq j<L\right\}, \\
\mathcal{G}_{2}=\left\{: h^{2} \circ g^{-k(u+1)} \text { for } 0 \leq k<L\right\},
\end{gathered}
$$

and waits for a collision between any of the two sets, in an interleaved manner. The algorithm succeeds when one of the following sets contains the discrete logarithm we are looking for:

$$
\begin{aligned}
\mathcal{L}_{L} & =\{i-j u(\bmod N), 0 \leq i, j<L\} \\
& \cup\left\{2^{-1}(i+k(u+1))(\bmod N), 0 \leq i, k<L\right\} \\
& \cup\{j u+k(u+1) \quad(\bmod N), 0 \leq j, k<L\}
\end{aligned}
$$

For ease of exposition of Algorithm 9.3, we define $\operatorname{Expo}(u, j)$ to be the exponent of $g$ in case of $\mathcal{G}_{j}$ for $j=1 . .2$. Precisely, a member of $\mathcal{G}_{j}$ is

$$
h^{j} \circ f_{j}=h^{j} \circ g^{E x p o(u, j)},
$$

with $\operatorname{Expo}(u, j)=(-1)^{j-1}(u+j-1)$.
It is conjectured that $u$ is optimal and that $L$ can be taken as $O(\sqrt{N})$. Experiments were carried out to support this claim in [23, 53]. Moreover [53] contains an analysis of the algorithm, leading to $1.25 \sqrt{N}$ as total group operations.

### 9.2.2 The RHO Method

The idea of Pollard was to design an algorithm solving DLP for which the memory requirement would be smaller than that of BSGS. Extending his RHO method of factoring, he came up with the idea of RHO for computing discrete logarithms [97].

## A basic model

Let $E$ be a finite set of cardinality $m$ and suppose we draw uniformly $n$ elements from $E$ with replacement. The probability that all $n$ elements are distinct is

## THEOREM 9.1

$$
\text { Proba }=\frac{1}{m} \prod_{k=1}^{n-1}\left(1-\frac{k}{m}\right)
$$

Taking logarithms, and assuming $n \ll m$, we get

$$
\log \operatorname{Proba} \approx \log (n / m)-\frac{n(n-1)}{2 m}
$$

This means that taking $n=O(\sqrt{m})$ will give a somewhat large value for this probability.

```
ALGORITHM 9.3 Two grumpy giants and a baby.
    Function \(\operatorname{Grumpy}(G, g, N, h)\)
        Input : \(G \supset\langle g\rangle, g\) of order \(N ; h \in\langle g\rangle\)
        Output: \(0 \leq n<N, g^{n}=h\)
        \(u \leftarrow\lceil\sqrt{N}\rceil\)
        initialize three tables \(\mathcal{B}, \mathcal{G}_{1}\) and \(\mathcal{G}_{2}\) for storing \(u\) pairs (element of \(G\), integer \(<N\) )
        \(H \leftarrow 1_{G}\); store \((\mathcal{B},(H, 0))\)
        \(F_{1} \leftarrow h\); store \(\left(\mathcal{G}_{1},\left(F_{1}, 0\right)\right)\)
        \(F_{2} \leftarrow h^{2} ;\) store \(\left(\mathcal{G}_{2},\left(F_{2}, 0\right)\right)\)
        \(f_{1} \leftarrow g^{u}\)
        \(f_{2} \leftarrow 1 /\left(f_{1} \circ g\right)=1 / g^{u+1}\)
        for \(i:=1\) to \(L\) do
        \(H \leftarrow H \circ g\)
        for \(j:=1\) to 2 do
            if \(\exists\left(H^{\prime}, c\right) \in \mathcal{G}_{j}\) such that \(H=H^{\prime}\) then
                        // \(H=g^{i}=H^{\prime}=h^{j} \circ f_{j}^{c}\)
                    return \((-\operatorname{Expo}(u, j) c+i) / j(\bmod N)\);
            end
        end
        store \((\mathcal{B},(H, i))\)
        for \(j:=1\) to 2 do
            \(F_{j} \leftarrow F_{j} \circ f_{j}\)
            if \(\exists\left(H^{\prime}, d\right) \in \mathcal{B}\) such that \(F_{j}=H^{\prime}\) then
                \(/ / F_{j}=h^{j} \circ g^{u i}=H^{\prime}=g^{d}\)
                return \((-\operatorname{Expo}(u, j) i+d) / j(\bmod N)\)
            end
            \(j^{\prime} \leftarrow 3-j\)
            if \(\exists\left(H^{\prime}, c\right) \in \mathcal{G}_{j^{\prime}}\) such that \(F_{j}=H^{\prime}\) then
                // \(F_{j}=h^{j} \circ f_{j}^{i}=H^{\prime}=h^{j^{\prime}} \circ f_{j^{\prime}}^{c}\)
                return \(\left.\left(\operatorname{Expo}\left(u, j^{\prime}\right) c-\operatorname{Expo}(u, j) i\right)+d\right) /\left(j-j^{\prime}\right)(\bmod N)\)
            end
            \(\operatorname{store}\left(\mathcal{G}_{j},\left(F_{j}, i\right)\right)\)
        end
    end
```

```
ALGORITHM 9.4 Naive DLP algorithm.
    Function NaiveDL(G, \(g, N, h\) )
        Input \(: G \supset\langle g\rangle, g\) of order \(N ; h \in\langle g\rangle\)
        Output: \(0 \leq n<N, g^{n}=h\)
        initialize a table \(\mathcal{L}\) for storing \(u\) triplets (element of \(G\), two integers \(<N\) )
        repeat
            draw \(u\) and \(v\) at random modulo \(N\)
            \(H \leftarrow g^{u} \circ h^{v}\)
            if \(\exists\left(H^{\prime}, u^{\prime}, v^{\prime}\right) \in \mathcal{L}\) such that \(H=H^{\prime}\) then
                // \(H=g^{u} \circ h^{v}=g^{u^{\prime}} \circ h^{v^{\prime}}\) hence \(n\left(v-v^{\prime}\right)=u^{\prime}-u\)
            if \(v-v^{\prime}\) is invertible modulo \(N\) then
                return \(\left(u^{\prime}-u\right) /\left(v-v^{\prime}\right) \bmod N\)
            end
            end
            else
                \(\operatorname{store}(\mathcal{L},(H, u, v))\)
            end
        until a collision is found
```

We can derive from this a very simple algorithm for computing discrete logarithms, presented as Algorithm 9.4. Its time complexity would be $O(\sqrt{m} \log m)$ on average, together with a space $O(\sqrt{m})$, which is no better than BSGS.

If we assume that $N$ is prime, the only case where $v-v^{\prime}$ is non-invertible is that of $v=v^{\prime}$. In that case, we hit a useless relation between $g$ and $h$ that is discarded.

Our basic model is highly distributable. Unfortunately, the memory problem is still there. It does not solve the space problem, so that we have to replace this by deterministic random walks, as explained now.

## Functional digraphs

Consider $E$ of cardinality $m$ as above and let $f: E \rightarrow E$ be a function on $E$. Consider the sequence $X_{n+1}=f\left(X_{n}\right)$ for some starting point $X_{0} \in E$. The functional digraph of $X$ is built with vertices $X_{i}$ 's; an edge is put between $X_{i}$ and $X_{j}$ if $f\left(X_{i}\right)=X_{j}$. Since $E$ is finite, the graph has two parts, as indicated in Figure 9.1.


FIGURE 9.1 Functional digraph.

Since $E$ is finite, the sequence $X$ must end up looping. The first part of the sequence is the set of $X_{i}$ 's that are reached only once and there are $\mu$ of them; the second part forms a loop containing $\lambda$ distinct elements.
Examples. 1) $E=G$ is a finite group, we use $f(x)=a x$, and $x_{0}=a,\left(x_{n}\right)$ purely is periodic, i.e., $\mu=0$, and $\lambda=\operatorname{ord}_{G}(a)$.
2) Take $E_{m}=\mathbb{Z} / 11 \mathbb{Z}$ and $f: x \mapsto x^{2}+1 \bmod 11$ : We give the complete graph for all possible
starting points in Figure 9.2. The shape of it is quite typical: a cycle and trees plugged on the structure.


FIGURE 9.2 The functional digraph of $f: x \mapsto x^{2}+1 \bmod 11$.

By Theorem 9.1, $\lambda$ and $\mu$ cannot be too large on average, since $n=\lambda+\mu$. A convenient source for all asymptotic complexities of various parameters of the graph can be found in [46]. In particular:

THEOREM 9.2 When $m \rightarrow \infty$

$$
\bar{\lambda} \sim \bar{\mu} \sim \sqrt{\frac{\pi m}{8}} \approx 0.627 \sqrt{m}
$$

Finding $\lambda$ and $\mu$ is more easily done using the notion of epact.

PROPOSITION 9.3 There exists a unique $e>0$ (epact) s.t. $\mu \leq e<\lambda+\mu$ and $X_{2 e}=X_{e}$. It is the smallest non-zero multiple of $\lambda$ that is $\geq \mu$ : If $\mu=0, e=\lambda$ and if $\mu>0, e=\left\lceil\frac{\mu}{\lambda}\right\rceil \lambda$.

Proof. The equation $X_{i}=X_{j}$ with $i<j$ only if $i$ and $j$ are larger than or equal to $\mu$. Moreover, $\lambda$ must divide $j-i$. If we put $i=e$ and $j=2 e$, then $\mu \leq e$ and $\lambda \mid e$. There exists a single multiple of $\lambda$ in any interval of length $\lambda$, which gives unicity for $e$. When $\mu=0$, it is clear that the smallest $e>0$ must be $\lambda$. When $\mu>0$, the given candidate satisfies all the properties.

From [46], we extract

THEOREM $9.3 \quad \bar{e} \sim \sqrt{\frac{\pi^{5} m}{288}} \approx 1.03 \sqrt{m}$.
which means that finding the epact costs $O(\sqrt{m})$ with a constant not too large compared to the actual values of $\mu$ and $\lambda$. Note that in most cryptographic applications, the collision $x_{2 e}=x_{e}$ will be enough to solve our problem.

From a practical point of view, a nice and short algorithm by Floyd can be used to recover the epact and is given as Algorithm 9.5. We need $3 e$ evaluations of $f$ and $e$ comparisons. Ideas for decreasing the number of evaluations are given in [31] (see also [91] when applied to integer factorization).

More parameters can be studied and their asymptotic values computed. Again, we refer to [46], from which we extract the following complements.

THEOREM 9.4 The expected values of some of the parameters related to the functional graph $G$ are

```
ALGORITHM 9.5 Floyd's algorithm.
    Function \(\operatorname{epact}\left(f, x_{0}\right)\)
        Input : A function \(f\), a starting point \(x_{0}\)
        Output: The epact of \(\left(x_{n}\right)\) defined by \(x_{n+1}=f\left(x_{n}\right)\)
        \(x \leftarrow x_{0} ; y \leftarrow x_{0} ; e \leftarrow 0\)
        repeat
            \(e \leftarrow e+1\)
            \(x \leftarrow f(x)\)
            \(y \leftarrow f(f(y))\)
        until \(x=y\)
        return \(e\).
```

- the number of components is $\frac{1}{2} \log m$;
- the component size containing a node $\nu \in G$ is $2 m / 3$;
- the tree size containing $\nu$ is $m / 3$ (maximal tree rooted on a circle containing $\nu$ );
- the number of cyclic nodes is $\sqrt{\pi m / 2}$ (a node is cyclic if it belongs to a cycle).

A way to understand these results is to imagine that there is a giant component that contains almost all nodes.

## Discrete logarithms

The idea of Pollard is to build a function $f$ from $G$ to $G$ appearing to be random, in the sense that the epact of $f$ is $c \sqrt{N}$ for some small constant $c$. This can be realized via multiplications by random points and/or perhaps squarings in $G$.

Building on [105], Teske [114] has suggested the following: precompute $r$ random elements $z_{i}=g^{\gamma_{i}} \circ h^{\delta_{i}}$ for $1 \leq i \leq r$ for some random exponents. Then use some hash function $\mathcal{H}: G \rightarrow\{1, \ldots, r\}$. Finally, define $f(y)=y \circ z_{\mathcal{H}(y)}$. The advantage of this choice is that we can represent any iterate $x_{i}$ of $f$ as

$$
x_{i}=g^{c_{i}} \circ h^{d_{i}},
$$

where $\left(c_{i}\right)$ and $\left(d_{i}\right)$ are two integer sequences. When $e$ is found:

$$
g^{c_{2 e}} \circ h^{d_{2 e}}=g^{c_{e}} \circ h^{d_{e}}
$$

or

$$
g^{c_{2 e}-c_{e}}=h^{d_{e}-d_{2 e}},
$$

i.e.,

$$
n\left(c_{2 e}-c_{e}\right) \equiv\left(d_{e}-d_{2 e}\right) \bmod N
$$

With high probability, $c_{2 e}-c_{e}$ is invertible modulo $N$ and we get the logarithm of $h$. When we hit a collision and it is trivial, it is no use continuing the algorithm.

Experimentally, $r=20$ is enough to have a large mixing of points. Under a plausible model, this leads to a $O(\sqrt{N})$ method (see [114]). We give the algorithm in Algorithm 9.6. As an example, if $G$ contains integers, we may simply use $\mathcal{H}(x)=1+(x \bmod r)$.

## Parallel RHO

How would one program a parallel version of RHO? We have to modify the algorithm. First of all, we cannot use the notion of epact any more. If we start $p$ processors on finding the

```
ALGORITHM 9.6 RHO algorithm.
    Function \(R H O\left(G, g, N, h, \mathcal{H},\left(z_{i}, \gamma_{i}, \delta_{i}\right)\right)\)
        Input : \(\mathcal{H}: G \rightarrow\{1, \ldots, r\} ;\left(z_{i}\right)_{1 \leq i \leq r}\) random powers \(z_{i}=g^{\gamma_{i}} \circ h^{\delta_{i}}\) of \(G\)
        Output: \(0 \leq n<N, g^{n}=h\)
        if \(h=1_{G}\) then
            return 0
        end
        // invariant: \(x=g^{u_{x}} \circ h^{v_{x}}\)
        \(x \leftarrow h ; u_{x} \leftarrow 0 ; v_{x} \leftarrow 1\)
        \(y \leftarrow x ; u_{y} \leftarrow u_{x} ; v_{y} \leftarrow v_{x}\)
        repeat
            \(\left(x, u_{x}, v_{x}\right) \leftarrow \operatorname{Iterate}\left(G, N, \mathcal{H},\left(z_{i}, \gamma_{i}, \delta_{i}\right), x, u_{x}, v_{x}\right)\)
            \(\left(y, u_{y}, v_{y}\right) \leftarrow \operatorname{Iterate}\left(G, N, \mathcal{H},\left(z_{i}, \gamma_{i}, \delta_{i}\right), y, u_{y}, v_{y}\right)\)
            \(\left(y, u_{y}, v_{y}\right) \leftarrow \operatorname{Iterate}\left(G, N, \mathcal{H},\left(z_{i}, \gamma_{i}, \delta_{i}\right), y, u_{y}, v_{y}\right)\)
        until \(x=y\)
        \(/ / g^{u_{x}} \circ h^{v_{x}}=g^{u_{y}} \circ h^{v_{y}}\)
        if \(v_{x}-v_{y}\) is invertible modulo \(N\) then
            return \(\left(u_{y}-u_{x}\right) /\left(v_{x}-v_{y}\right)(\bmod N)\);
        end
        else
            return Failure.
        end
```

```
ALGORITHM 9.7 RHO iteration algorithm.
    Function Iterate \(\left(G, N, \mathcal{H},\left(z_{i}, \gamma_{i}, \delta_{i}\right), x, u_{x}, v_{x}\right)\)
        Input : \(\mathcal{H}: G \rightarrow\{1, \ldots, r\} ;\left(z_{i}\right)_{1 \leq i \leq r}\) random powers \(z_{i}=g^{\gamma_{i}} \circ h^{\delta_{i}}\) of \(G\);
            \(x=g^{u_{x}} \circ h^{v_{x}}\)
        Output: \(f\left(x, u_{x}, v_{x}\right)=\left(w, u_{w}, v_{w}\right)\) such that \(w=g^{u_{w}} \circ h^{v_{w}}\)
        \(i \leftarrow \mathcal{H}(x)\)
        return \(\left(x \circ z_{i}, u_{x}+\gamma_{i}(\bmod N), v_{x}+\delta_{i}(\bmod N)\right)\).
```

epact of their own sequence, we would not gain anything, since all epacts are of the same (asymptotic) size. We need to share computations.

The idea is to launch $p$ processors on the same graph with the same iteration function and wait for a collision. Since we cannot store all points, we content ourselves with distinguished elements, i.e., elements having a special form, uniformly with some probability $\theta$ over $G$. (For integers, one can simply decide that a distinguished integer is 0 modulo a prescribed power of 2.) Each processor starts its own path from a random value in $\langle g\rangle$ and each time it encounters a distinguished element, it compares it with shared distinguished elements already found and when a useful collision is found, the program stops. The idea is that two paths colliding at some point will eventually lead to the same distinguished element, that will be found a little while later (see Figure 9.3). Typically, if $\theta<1$ is the proportion of distinguished elements, the time to reach one of these will be $1 / \theta$. Remembering properties of functional digraphs, this probability should satisfy $1 / \theta<c \sqrt{N}$ for some constant $c>0$.

In view of Theorem 9.4, the method succeeds since there is a giant component in which the processors have a large probability to run in. At worst, we would need $O(\log m)$ of these to be sure to have at least two processors in the same component.

There are many fine points that must be dealt with in an actual implementation. For


FIGURE 9.3 Paths.
ease of reading, we first introduce a function that computes a distinguished path, starting from a point and iterating until a distinguished element is reached, at which point is it returned.

```
ALGORITHM 9.8 Finding a distinguished path.
    Function DistinguishedPath \(\left(f, x_{0}\right)\)
        Input : A function \(f\), a starting point \(x_{0}\)
        Output: The first distinguished element found starting at \(x_{0}\),
        \(x \leftarrow x_{0}\); repeat
            \(x \leftarrow f(x)\)
        until \(x\) is distinguished
        return \(x\).
```

At this point, the master can decide to continue from this distinguished element, or start a new path. One of the main problems we can encounter is that a processor be trapped in a (small) cycle. By the properties of random digraph, a typical path should be of length $O(\sqrt{N})$; if $\theta$ is small enough, the probability to enter a cycle will be small. However, in some applications, small cycles exist. Therefore, we need some cycle detection algorithm, best implemented using a bound on the number of elements found. Modifying Algorithm 9.8 can be done easily, for instance, giving up on paths with length $>20 / \theta$ as suggested in [118]. The expected running time is $\sqrt{\pi N / 2} / p+1 / \theta$ group operations.

Note that in many circumstances, we can use an automorphism in $G$, and we take this into account for speeding up the parallel RHO process, despite some technical problems that arise (short cycles). See [44], and more recently [72, 24].

Other improvements are discussed in [36] for prime fields, with the aim of reducing the cost of the evaluation of the iteration function.

### 9.2.3 The Kangaroo Method

This method was designed to solve Interval-DLP with a space complexity as small as that of RHO, assuming the discrete logarithm we are looking for belongs to $[0, \ell]$ with $\ell \leq N$. We would like to obtain an algorithm whose running time is $O(\sqrt{\ell})$ instead of $O(\sqrt{N})$.

The idea is to have two processes, traditionally called tame kangaroo and wild kangaroo. The tame kangaroo follows a random path starting from $g^{\ell / 2}$ and adding random integers to the exponent, while the wild kangaroo starts from $h=g^{n}$ and uses the same deterministic random function. We use a sequence of integer increments $\left(\delta_{i}\right)_{1 \leq i \leq r}$ whose mean size is $m$. Then, we iterate: $f(x)=x \circ g^{\delta_{\mathcal{H}(x)}}$. Both kangaroos can be written $T=g^{d_{T}}$ and $W=h \circ g^{d_{W}}$ for two integer sequences $d_{T}$ and $d_{W}$ that are updated when computing $f$.

When hitting a distinguished element, it is stored in a list depending on its character (tame or wild). When a collision occurs, the discrete logarithm is found. The analysis is heuristic along the following way. The original positions of $K_{T}$ and $K_{W}$ can be either


In either case, we have a back kangaroo $(B)$ and a front kangaroo $(F)$ heading right. They are at mean mutual distance $\ell / 4$ at the beginning. Since the average distance between two points is $m, B$ needs $\ell /(4 m)$ jumps to reach the initial position of $F$. After that, $B$ needs $m$ jumps to reach a point already reached by $F$. The total number of jumps is therefore $2(\ell /(4 m)+m)$, which is minimized for $m=\sqrt{\ell} / 2$, leading to a $2 \sqrt{\ell}$ cost. A more precise analysis is given in [118]. The reader can find details as Algorithm 9.9.

```
ALGORITHM 9.9 Sequential kangaroos.
    Function Kangaroo( \(G, g, N, h, \ell\) )
        Input : \(G \supset\langle g\rangle, g\) of order \(N ; h \in\langle g\rangle\)
        Output: \(0 \leq n<\ell, g^{n}=h\)
        \(m \leftarrow\lceil\sqrt{\ell} / 2\rceil\)
        compute positive increments \(\left(\delta_{i}\right)_{1 \leq i \leq r}\) of mean \(m\)
        initialize two tables \(\mathcal{T}\) and \(\mathcal{W}\) for storing pairs (element of \(G\), integer \(<N\) )
        \(T \leftarrow g^{\ell / 2} ; d_{T} \leftarrow \ell / 2\)
        \(W \leftarrow h ; d_{W} \leftarrow 0\)
        while true do
            \(\left(T, d_{T}\right) \leftarrow f\left(\left(\delta_{i}\right), T, d_{T}\right)\)
            if \(\exists\left(W^{\prime}, d^{\prime}\right) \in \mathcal{W}\) such that \(W^{\prime}=T\) then
            \(/ / T=g^{d_{T}}, \quad W^{\prime}=h \circ g^{d^{\prime}}\)
            return \(\left(d_{T}-d^{\prime}\right)(\bmod N)\)
            end
            \(\left(W, d_{W}\right) \leftarrow f\left(\left(\delta_{i}\right), W, d_{W}\right)\)
            if \(\exists\left(T^{\prime}, d^{\prime}\right) \in \mathcal{T}\) such that \(T^{\prime}=W\) then
            \(/ / T^{\prime}=g^{d^{\prime}}, W=h \circ g^{d_{W}}\)
            return \(\left(d^{\prime}-d_{W}\right)(\bmod N)\)
        end
    end
```

A close algorithm that uses another model of analysis (though still heuristic) is that of Gaudry-Schost [54], improving on work by Gaudry and Harley. This algorithm is generalized to any dimension (e.g., solving $g^{x}=g^{a_{1} n_{1}+a_{2} n_{2}+\cdots+a_{d} n_{d}}$ for given ( $a_{i}$ )'s) and improved in [51] (see also [52] for the use of equivalence classes).

## Parallel kangaroos

The idea, as for parallel RHO, is to start $p$ kangaroos that will discover and store distinguished elements. Following [98], we assume $p=4 p^{\prime}$, and select $u=2 p^{\prime}+1, v=2 p^{\prime}-1$, so that $p=u+v$. Increments of the jumps will be $\left(u v s_{1}, \ldots, u v s_{k}\right)$ for small $s_{i}$ 's, insisting on the mean to be $\approx \sqrt{\ell /(u v)}$. The $i$-th tame kangaroo will start at $g^{\ell / 2+i v}$ for $0 \leq i<u$; wild kangaroo $W_{i}$ will start from $h \circ g^{i u}, 0 \leq i<v$. A collision will be $\ell / 2+i v=n+j u \bmod (u v)$ and the solution is unique. This prevents kangaroos of the same herd from colliding. The final running time is effectively divided by $p$.

### 9.2.4 Solving Batch-DLP

## Using BSGS

If we know in advance that we have to solve the DLP for $k$ instances, then Step 1 of BSGS is unchanged (but with another $u$ ) and Step 2 is performed at most $k N / u$ times. This implies that we can minimize the total cost $u+k N / u$ using $u=\sqrt{k N}$, a gain of $\sqrt{k}$ compared to applying the algorithm $k$ times. Mixing this with other tricks already mentioned is easy.

## Parallel methods

The work of [45] was analyzed in [80]: A batch of $k$ discrete logarithms in a group of order $N$ reduces to an average $\Theta\left(k^{-1 / 2} N^{1 / 2}\right)$ group operations for $k \ll N^{1 / 4}$; each DL costs $\Theta\left(N^{3 / 8}\right)$. [80] also defines some problems related to DLP. The method was further studied in [60].

A more systematic way to consider the problem is the following; see [23] and its follow-up [22], where interval-batch-DLP is also considered and solved with the same ideas. We consider again a table of random steps not involving any target in its definition. The idea is to build a table $T$ of distinguished elements found by random walks starting at random elements $g^{x}$. If $T$ is the table size and $W$ the length of the walk, then $T W$ elements will be encountered. When given a target $h$, a random walk of length $W$ will encounter one of the elements in $T$, solving DLP for $h$. The probability that none of the points in the new walk encounters any of the first is

$$
\left(1-\frac{1}{N}\right)^{T W^{2}}
$$

Taking logarithms, this is close to $T W^{2} / N$, so that a reasonable chance of success is for $W \approx \alpha \sqrt{N / T}$ for some constant $\alpha$. Using this, the probability can be written $\exp \left(-\alpha^{2}\right)$, favoring rather large $\alpha \mathrm{s}$, therefore enabling (and favoring) parallel work too.

Extending this algorithm to the finding of $k$ targets leads to a total cost of

$$
O(T W)+k O(W)=O((T+k) W)=O(\sqrt{T N}+k \sqrt{N / T})
$$

and this is dominated by $k W$ for $k>T$. If we want to optimize the cost as a function of $k$, we see that $T=k$ is minimal. For $T=N^{1 / 3}$, we get $W=N^{1 / 3}$ for each walk and $T W=N^{2 / 3}$ for the precomputation phase.

For a real implementation, we can choose $t=\left\lceil\log _{2} N / 3\right\rceil$. If $G$ contains integers, define $x$ to be distinguished if $x \equiv 0 \bmod 2^{t}$. With this choice, we need to store $2^{t}$ elements; $2^{2 t}$ operations are needed for the precomputation phase and $2^{t}$ for each of the $2^{t}$ target.

### 9.3 Finite Fields

### 9.3.1 Introduction

There exist dedicated algorithms to compute DL in finite fields that exploit the structure of the finite field. These algorithms are sub-exponential in the size of the field (but not in the involved subgroup order). Moreover, in 2014 two variants of a quasi-polynomial-time algorithm were proposed, for a class of finite fields such as $\mathbb{F}_{2^{n}}$ and $\mathbb{F}_{3^{n}}$, where $n$ is composite. As a consequence, any pairing-friendly curve defined over a finite field of small characteristic should definitely be avoided. We explain in the following the main idea of these algorithms known as index calculus methods. Three main variants apply to three different types of finite fields (small, medium, and large characteristic, as explained below). We give the specializations of each variant and the range of finite fields to which they apply. Moreover when the prime defining the finite field is of special form (e.g., given by a polynomial), special variants provide an even lower complexity to compute DL.

## Interest for pairing-based cryptography

Studying the complexity of DL computations in finite fields is essential for pairing-based cryptosystem designers. The pairing target group for any algebraic curve defined over a finite field is a subgroup in an extension of that finite field. Here are the most common finite fields that arise with pairing-friendly curves, in increasing order of hardness of DL computation:

1. $\mathbb{F}_{2^{4 n}}$ and $\mathbb{F}_{3^{6 m}}$ for supersingular curves defined over $\mathbb{F}_{2^{n}}, \mathbb{F}_{3^{m}}$, resp.
2. Small extension $\mathbb{F}_{p^{n}}$ of prime field with $p$ of special form, given by a polynomial. This is the case for curves in families such as MNT [90], BLS [20], BN [21] curves, and any family obtained with the Brezing-Weng method [32].
3. Small extension of prime field $\mathbb{F}_{p}$, where $p$ does not have any special form, e.g., $\mathbb{F}_{p^{2}}, \mathbb{F}_{p^{6}}$ for supersingular curves in large characteristic, and any curves generated with the Cocks-Pinch or Dupont-Enge-Morain methods.

The first class: Supersingular curves defined over a small characteristic finite field also correspond to a variant of the index calculus method where computing a DL is much easier. The two other classes are each parted in medium and large characteristic. This is explained in the next section.

## Small, medium, and large characteristic

The finite fields are commonly divided into three cases, depending on the size of the prime $p$ (the finite field characteristic) compared to the extension degree $n$, with $Q=p^{n}$. Each case has its own index calculus variant, and the most appropriate variant that applies qualifies the characteristic (as small, large, or medium):

- small characteristic: One uses the function field sieve algorithm, and the quasi-polynomial-time algorithm when the extension degree is suitable for that (i.e., smooth enough);
- Medium characteristic: one uses the NFS-HD algorithm. This is the High Degree variant of the Number Field Sieve (NFS) algorithm. The elements involved in the relation collection are of higher degree compared to the regular NFS algorithm.
- Large characteristic: one uses the Number Field Sieve algorithm.

Each variant (QPA, FFS, NFS-HD, and NFS) has a different asymptotic complexity. The asymptotic complexities are stated with the $L$-notation. This comes from the smoothness probability of integers. The explanation will be provided in Section 9.3.2. The $L$-notation is defined as follows.

DEFINITION 9.1 Let $Q$ be a positive integer. The $L$-notation is defined by

$$
L_{Q}[\alpha, c]=\exp \left((c+o(1))(\log Q)^{\alpha}(\log \log Q)^{1-\alpha}\right) \quad \text { with } \alpha \in[0,1] \text { and } c>0
$$

The $\alpha$ parameter measures the gap between polynomial time: $L_{Q}[\alpha=0, c]=(\log Q)^{c}$, and exponential time: $L_{Q}[\alpha=1, c]=Q^{c}$. When $c$ is implicit, or obvious from the context, one simply writes $L_{Q}[\alpha]$. When the complexity relates to an algorithm for a prime field $\mathbb{F}_{p}$, one writes $L_{p}[\alpha, c]$.

## Main historical steps

Here is a brief history of DL computations in finite fields. The DLP for cryptographic use was first stated in prime fields, without pairing context [43]. Binary fields were used for
efficiency reasons (they provide a better arithmetic). Finite fields are not generic groups and there exist subexponential time algorithms to compute discrete logarithms in finite fields. About a century ago Kraitchik [78, pp. 119-123], [79, pp. 69-70, 216-267] introduced the index calculus method (from the French calcul d'indice) to compute discrete logarithms. His work was rediscovered in the cryptographic community in the 1970s. The first algorithms to compute discrete logarithms in prime fields are attributed to Adleman and Western-Miller $[6,119]$. These algorithms had a complexity of $L_{p}[1 / 2, c]$. However Coppersmith showed as early as 1984 [40] that the DLP is much easier in binary fields than in prime fields of the same size. He obtained an $L_{Q}[1 / 3, c]$ running-time complexity for his algorithm. He also showed how fast his algorithm can compute discrete logarithms in $\mathbb{F}_{2^{127}}$ (his algorithm was better for fields whose extension degree is very close to a power of 2 , in his record $127=2^{7}-1$ ). Later, Adleman and Huang generalized the Coppersmith's method to other small characteristic finite fields and named it the Function Field Sieve (FFS) algorithm [7, 8]. The asymptotic complexity was $L_{Q}\left[1 / 3,\left(\frac{32}{9}\right)^{1 / 3} \approx 1.526\right]$. In 1986, the state-of-the-art for computing DL in prime fields was the Coppersmith, Odlyzko, and Schroeppel (COS) algorithm [42], in time $L_{p}[1 / 2,1]$. Then in 1993, Gordon designed the Number Field Sieve algorithm for prime fields [55] and reached the same class of sub-exponential asymptotic complexity as the FFS algorithm: $L[1 / 3, c]$ but with a larger constant $c=9^{1 / 3} \approx 2.080$. Between the two extremes $\left(\mathbb{F}_{2}{ }^{n}\right.$ and $\left.\mathbb{F}_{p}\right)$ is the medium characteristic case. In 2006, a huge work was done by Joux, Lercier, Smart, and Vercauteren [67] to propose algorithms to compute the DLP in $L_{Q}[1 / 3, c]$ for any finite field. Until 2013, the complexity formulas were frozen at this point:

- a complexity of $L_{Q}\left[1 / 3,\left(\frac{32}{9}\right)^{1 / 3} \approx 1.526\right]$ for small characteristic finite fields with the Function Field Sieve algorithm [8];
- a complexity of $L_{Q}\left[1 / 3,\left(\frac{128}{9}\right)^{1 / 3} \approx 2.423\right]$ for medium characteristic finite fields with the Number Field Sieve-High Degree algorithm [67];
- a complexity of $L_{Q}\left[1 / 3,\left(\frac{64}{9}\right)^{1 / 3} \approx 1.923\right]$ for large characteristic finite fields with the Number Field Sieve algorithm [106, 67, 85].

It was not known until recently whether small characteristic fields could be a gap weaker than prime fields. However, computing power was regularly increasing and in 2012, Hayashi, Shimoyama, Shinohara, and Takagi were able to compute a discrete logarithm record in $\mathbb{F}_{36.97}$, corresponding to a 923 -bit field [58], with the Function Field Sieve. Then in December 2012 and January 2013, Joux released two preprints later published in [63] with a $L_{Q}[1 / 4]$ algorithm, together with record-breaking discrete logarithms in $\mathbb{F}_{2^{4080}}$ and $\mathbb{F}_{2^{6168}}$. This was improved by various researchers. In 2014, Barbulescu, Gaudry, Joux, and Thomé [17] on one side and Granger, Kleinjung, and Zumbrägel [56] on the other side proposed two versions of a quasi polynomial-time algorithm (QPA) to solve the DLP in small characteristic finite fields. All the techniques that allowed this breakdown are not applicable to medium and large characteristic so far.

### 9.3.2 Index-Calculus Methods

We saw in Section 9.2 that the best complexity is obtained by balancing parameters in the algorithms. Over finite fields, FFS and NFS algorithms also reach sub-exponential complexity through balancing parameters.

Throughout this section, we follow the clear presentation of index-calculus methods made in [88]. We present in Algorithm 9.10 the basic index-calculus method for computing DL in a prime field.

```
ALGORITHM 9.10 Index calculus in \((\mathbb{Z} / p \mathbb{Z})^{*}\).
    Function IndexCalculus \(\left(\mathbb{F}_{p}^{*}, g, h\right)\)
        Input : \(\mathbb{F}_{p}^{*} \supset\langle g\rangle, g\) of order dividing \(p-1\)
        Output: \(0 \leq x<p-1, g^{x}=h\)
        Phase 1: fix \(\# \mathcal{B}\) and find the logarithms modulo \(p-1\) of small primes in
        \(\mathcal{B}=\left\{p_{1}, p_{2}, \ldots, p_{\# \mathcal{B}} \leq B\right\}:\)
        Choose integers \(t_{i} \in[1, \ldots, p-1]\) s.t. \(g^{t_{i}}\) as an integer splits completely in small
        primes of \(\mathcal{B}\) :
\[
g^{t_{i}} \bmod p=\prod_{b=1}^{\# \mathcal{B}} p_{b}^{\alpha_{b, i}}
\]
```

so that taking the logarithm to the base $g$ gives a relation:

$$
t_{i}=\sum_{b=1}^{\# \mathcal{B}} \alpha_{b, i} \log _{g} p_{b} \bmod (p-1)
$$

Phase 2: When enough relations are collected, solve the system to get $\left\{\log _{g} p_{b}\right\}_{1 \leq b \leq \# \mathcal{B}}$.
Phase 3: Compute the individual discrete logarithm of $h$ in base $g$. Look for $t$ s.t. $h g^{t} \bmod p$ as an integer factors into small primes of $\mathcal{B}$ :

$$
h g^{t} \bmod p=\prod_{b=1}^{\# \mathcal{B}} p_{b}^{\alpha_{b}} \Leftrightarrow x+t \equiv \sum_{b=1}^{\# \mathcal{B}} \alpha_{b} \log _{g} p_{b} \bmod (p-1)
$$

## return $x$.

## Example for a tiny prime $\boldsymbol{p}$

Let $p=1019$ and $g=2$. We need to find the logarithms modulo 2 and 509 , since $p-1=2 \cdot 509$.
We first locate some smooth values of $g^{b} \bmod p$ :

$$
2^{909}=2 \cdot 3^{2} \cdot 5,2^{10}=5,2^{848}=3^{3} \cdot 5,2^{960}=2^{2} \cdot 3 .
$$

The system to be solved is

$$
\left(\begin{array}{ccc}
1 & 2 & 1 \\
10 & 0 & 0 \\
0 & 3 & 1 \\
2 & 1 & 0
\end{array}\right) \cdot X=\left(\begin{array}{c}
909 \\
10 \\
848 \\
960
\end{array}\right) \bmod 1018
$$

Solving modulo 2 and 509 separately and recombining by the Chinese remainder theorem, we find

$$
\log _{2} 2=1, \log _{2} 3=958, \log _{2} 5=10
$$

Note that solving modulo 2 can be replaced by computations of Legendre symbols.
Consider computing $\log _{2} 314$. We find that

$$
h \cdot g^{372} \equiv 2^{4} \cdot 5^{2} \bmod p
$$

from which $\log _{g} h=4+2 \cdot 10-372 \bmod 1018$ or $\log _{2}(314)=670$. Had we used rational reconstruction (a classical trick for DL target solution), we would have found

$$
h \cdot g^{409} \equiv 2 / 3 \bmod p
$$

from which the $\log$ of $t$ follows from

$$
\log _{g} h+409 \equiv 1-\log _{2} 3 \bmod 1018
$$

## A first complexity analysis

We will prove that:

THEOREM 9.5 The asymptotic heuristic running-time of Algorithm 9.10 is $L_{p}[1 / 2,2]$ with $\# \mathcal{B} \approx B=L_{p}[1 / 2,1 / 2]$.

The running-time of algorithm 9.10 (p. 9-18) is related to smoothness probabilities of integers in Phase 1 and 3 , and linear algebra in phase 2 . We will use the $L$-notation formula given in 9.1. To estimate the smoothness probability, we need the result of Corollary 9.1 from Theorem 9.6.

THEOREM 9.6 (Canfield-Erdös-Pomerance [34]) Let $\psi(x, y)$ be the number of natural numbers smaller or equal to $x$ which are $y$-smooth. If $x \geq 10$ and $y \geq \log x$, then it holds that

$$
\begin{equation*}
\psi(x, y)=x u^{-u(1+o(1))} \text { with } u=\frac{\log x}{\log y} \tag{9.1}
\end{equation*}
$$

where the limit implicit in the $o(1)$ is for $x \rightarrow \infty$.
The Canfield-Erdős-Pomerance [34] theorem provides a useful result to measure smoothness probability:

COROLLARY 9.1 ( $\boldsymbol{B}$-smoothness probability) For an integer $S$ bounded by $L_{Q}\left[\alpha_{S}, \sigma\right]$ and a smoothness bound $B=L_{Q}\left[\alpha_{B}, \beta\right]$ with $\alpha_{B}<\alpha_{S}$, the probability that $S$ is $B$-smooth is

$$
\begin{equation*}
\operatorname{Pr}[S \text { is } B \text {-smooth }]=L_{Q}\left[\alpha_{S}-\alpha_{B},-\left(\alpha_{S}-\alpha_{B}\right) \frac{\sigma}{\beta}\right] . \tag{9.2}
\end{equation*}
$$

We will also need these formulas:

$$
\begin{equation*}
L_{Q}\left[\alpha, c_{1}\right] L_{Q}\left[\alpha, c_{2}\right]=L_{Q}\left[\alpha, c_{1}+c_{2}\right] \text { and } L_{Q}\left[\alpha, c_{1}\right]^{c_{2}}=L_{Q}\left[\alpha, c_{1} c_{2}\right] . \tag{9.3}
\end{equation*}
$$

Proof. (of Theorem 9.5.)
In our context, we want to find a smooth decomposition of the least integer $r(|r|<p)$ s.t. $r=g^{b_{i}}(\bmod p)$. We need to estimate the probability of an integer smaller than $p$ to be $B$-smooth. We write the formula, then balance parameters to ensure the optimal cost of this algorithm. Let us write the smoothness-bound $B$ in sub-exponential form: $B=L_{p}\left[\alpha_{B}, \beta\right]$. Any prime in $\mathcal{B}$ is smaller than $B$. The probability of $r$ bounded by $p=L_{p}[1,1]$ to be $B$-smooth is

$$
\operatorname{Pr}[r \text { is } B \text {-smooth }]=L_{p}\left[1-\alpha_{B},-\left(1-\alpha_{B}\right) \frac{1}{\beta}\right]^{1+o(1)} .
$$

To complete Phase 2, we need enough relations to get a square matrix and solve the system, in other words, more than $\# \mathcal{B}$. Since the number of prime numbers $\leq B$ is $B / \log B$ for $B \rightarrow \infty$, we approximate $\# \mathcal{B} \approx B$. The number of iterations over $g^{t_{i}}$ and smoothness tests to be made to get enough relations is

$$
\text { number of tests }=\frac{\text { number of relations }}{B \text {-smoothness probability }}=\frac{B}{\operatorname{Pr}}=L_{p}\left[\alpha_{B}, \beta\right] L_{p}\left[1-\alpha_{B},\left(1-\alpha_{B}\right) / \beta\right] .
$$

The dominating $\alpha$-parameter will be $\max \left(\alpha_{B}, 1-\alpha_{B}\right)$ and is minimal for $\alpha_{B}=1 / 2$. The number of tests is then $L_{p}\left[1 / 2, \beta+\frac{1}{2 \beta}\right]$ (thanks to Equation (9.3)).

Now we compute the running time to gather the relations: This is the above quantity times the cost of a smoothing step. At the beginning of index calculus methods, a trial division was used, so one $B$-smooth test costs at most $\# \mathcal{B}=B=L_{p}[1 / 2, \beta]$ divisions. The total relation collection running time is then

$$
L_{p}[1 / 2,2 \beta+1 /(2 \beta)]
$$

The linear algebra phase finds the kernel of a matrix of dimension $B$. It has running-time of $B^{\omega} \approx L_{p}[1 / 2, \omega \beta]$ ( $\omega$ is a constant, equal to 3 for classical Gauss, and nowadays we use iterative methods, of complexity $B^{2+o(1)}$; see Section 9.3.3). The total running time of the first two steps is

$$
L_{p}[1 / 2,2 \beta+1 /(2 \beta)]+L_{p}[1 / 2,3 \beta]
$$

The minimum of $\beta \mapsto 2 \beta+\frac{1}{2 \beta}$ is 2 , for $\beta=1 / 2$ (take the derivative of the function $x \mapsto 2 x+\frac{1}{2 x}$ to obtain its minimum, for $x>0$ ). We conclude that the total cost of the first two phases is dominated by $L_{p}[1 / 2,2]$ : the relation collection phase.

The last phase uses the same process as finding one relation in Phase 1. It needs $1 / \operatorname{Pr}\left[r=g^{t}(\bmod p)\right.$ is $B$-smooth $]$ tries of cost $B$ each, hence $B / \operatorname{Pr}=L_{p}\left[1 / 2, \beta+\frac{1}{2 \beta}\right]=$ $L_{p}[1 / 2,3 / 2]$.

## COS algorithm, Gaussian integer variant

Coppersmith, Odlyzko, and Schroeppel proposed in [42] a better algorithm by modifying the relation collection phase. They proposed to sieve over elements of well-chosen form, of size $\sim \sqrt{p}$ instead of $p$. They also proposed to use sparse matrix linear algebra, to improve the second phase of the algorithm. Computing the kernel of a sparse square matrix of size $B$ has a running-time of $O\left(B^{2+o(1)}\right)$ with their modified Lanczos algorithm. We present now their Gaussian Integer variant, so that the Gordon Number Field Sieve will be clearer in Section 9.3.4. We consider a generator $g$ of $\mathbb{F}_{p}^{*}$ and want to compute the discrete logarithm $x$ of $h$ in base $g$, in the subgroup of $\mathbb{F}_{p}^{*}$ of prime order $\ell$, with $\ell \mid p-1$.

The idea of [42] is to change the relation collection: In the former case, iterating over $g^{t_{i}}$ and taking the smallest integer $r \equiv g^{t_{i}}(\bmod p)$ always produces $r$ of the same size as $p$. In this version, another iteration is made. The idea is to produce elements $r$ much smaller than $p$, to improve their smoothness probability. In the previous index calculus, we made relations between integers (we lifted $g^{t_{i}} \bmod p$ to $r \in \mathbb{Z}$ ). Here one side will consider integers, the second side will treat algebraic integers. Let $A$ be a small negative integer which is a quadratic residue modulo $p$. Preferably, $A \in\{-1,-2,-3,-7,-11,-19,-43,-67,-163\}$ so that $\mathbb{Q}[\sqrt{A}]$ is a unique factorization domain. For ease of presentation, we assume that $p \equiv 1 \bmod 4$ and take $A=-1$. Our algebraic side will be the Gaussian integer ring $\mathbb{Z}[i]$. Now let $0<U, V<\sqrt{p}$ such that $p=U^{2}+V^{2}$ (computed via the rational reconstruction method, for example). The element $U / V$ is a root of $x^{2}+1$ modulo $p$. For an analogy with the number field sieve, one can define $f=x^{2}+1$ for the first (algebraic) side and $g=U-x V$ for the second (rational) side. The two polynomials have a common root $U / V$ modulo $p$. We define a map from $\mathbb{Z}[i]$ to $\mathbb{F}_{p}$ :

$$
\begin{array}{cccc}
\rho: & \mathbb{Z}[i] & \rightarrow & \mathbb{F}_{p}  \tag{9.4}\\
& i & \mapsto & U V^{-1} \bmod p \\
\text { hence } & a-b i & \mapsto & V^{-1}(a V-b U) \bmod p .
\end{array}
$$

Now we sieve over pairs $(a, b)$ on the rational side, looking for a $B$-smooth decomposition of the integer $a V-b U$, as in Algorithm 9.10. What will be the second member of a relation?

Here comes the algebraic side. We consider the elements $a-b i \in \mathbb{Z}[i]$ (with the same pairs $(a, b))$ and iterate over them such that $a-b i$, as an ideal of $\mathbb{Z}[i]$, factors into prime ideals $\mathfrak{p}$ of $\mathbb{Z}[i]$ of norm $\mathcal{N}_{\mathbb{Z}[i] / \mathbb{Z}}(\mathfrak{p})$ smaller than $B$. (For example: $1+3 i=(1+i)(2+i)$ with $\left.\mathcal{N}(1+3 i)=1^{2}+3^{2}=10=2 \cdot 5=\mathcal{N}(1+i) \mathcal{N}(2+i)\right)$. Here is the magic: Since $\mathcal{N}_{\mathbb{Z}[i] / \mathbb{Z}}(a-b i)=a^{2}+b^{2}$ and we sieve over small $0<a<E,-E<b<E$, the norm of $a-b i$ will be bounded by $E^{2}$ and the product of the norms of the prime ideals $\mathfrak{p}$ in the factorization, which is equal to $a^{2}+b^{2}$, will be bounded by $E^{2}$ as well. At this point, we end up with pairs $(a, b)$ such that

$$
a V-b U=\prod_{p_{b} \leq B} p_{b}^{s_{j}}, \quad \text { and } \quad a-b i=\prod_{\mathcal{N}\left(\mathfrak{p}_{b^{\prime}}\right) \leq B} \mathfrak{p}_{b^{\prime}}^{t_{j}} .
$$

Then we use the map $\rho$ to show up an equality, then get a relation. We have $\rho(a-b i)=$ $a-b U V^{-1}=V^{-1}(a V-b U)$ so up to a factor $V$ (which is constant along the pairs $\left.(a, b)\right)$, we have:

$$
\begin{equation*}
a V-b U=\prod_{p_{b} \leq B} p_{b}^{s_{j}}=V \prod_{\mathcal{N}\left(\mathfrak{p}_{b^{\prime}}\right) \leq B} \rho\left(\mathfrak{p}_{b^{\prime}}\right)^{t_{j}} . \tag{9.5}
\end{equation*}
$$

Here we don't need to know explicitly the value of $\rho\left(\mathfrak{p}_{b^{\prime}}\right)$ in $\mathbb{F}_{p}$. We simply consider it as an element of the basis $\mathcal{B}$ of small elements: $\mathcal{B}=\{V\} \cup\left\{p_{b} \leq B\right\} \cup\left\{\rho\left(\mathfrak{p}_{b^{\prime}}\right): \mathcal{N}_{\mathbb{Z}[i] / \mathbb{Z}}\left(\mathfrak{p}_{b^{\prime}}\right) \leq B\right\}$. In the COS algorithm, the matrix is indeed two times larger than in the basic version of Algorithm 9.10 ( $2 B$ instead of $B$ ), but with norms $a^{2}+b^{2}$ and $V a-b U$ much smaller; we can decrease the smoothness bound $B$. Taking the logarithm of Equation (9.5), we obtain an equation between logarithms of elements in $\mathcal{B}$ :

$$
\begin{equation*}
\sum_{p_{b} \leq B} s_{j} \log p_{b}=\log V+\sum_{\mathcal{N}_{\mathbb{Z}}[i] \mathbb{Z}\left(\mathfrak{p}_{b^{\prime}}\right) \leq B} t_{j} \log \rho\left(\mathfrak{p}_{b^{\prime}}\right) . \tag{9.6}
\end{equation*}
$$

The optimal choice of parameters is $E=B=L_{p}[1 / 2,1 / 2]$, so that both sieving and linear algebra cost $L_{p}[1 / 2,1]$, better than the previous $L_{p}[1 / 2,2]$ thanks to the much better smoothness probabilities of the elements considered. Phase 2 of the algorithm computes the kernel of a large sparse matrix of more than $2 B$ rows. Its expected running time is $(2 B)^{2}$, hence again $L_{p}[1 / 2,1]$. The expected running time of the individual logarithm computation (Phase 3) is $L_{p}[1 / 2,1 / 2]([42, \S 7])$.

### 9.3.3 Linear Algebra

Before diving into the explanation of the most powerful algorithms for computing DLs, we make a pause and give some ideas on a technical but crucial problem: linear algebra and how we solve the systems arising in DL computations.

At the beginning of index calculus methods, the only available method was the ordinary Gauss algorithm, whose complexity is cubic in the number of rows (or columns) $N$ of the matrix $M$. For small matrices, this is enough, but remember that entries in the matrix are elements of some finite field $\mathbb{F}_{\ell}$ for some large $\ell$, in contrast with matrices we encounter in integer factorization, which are boolean. Fill-in in DL matrices is therefore extremely costly and we should be careful in doing this.

DL-matrices are very sparse, as factorization matrices. The coefficients are small integers (in absolute value). Special methods have been designed for all these matrices. Generally, some form of sparse Gaussian elimination is done in order to reduce the size of the matrix prior to the use of more sophisticated methods to be described below. The idea is to perform elimination using a sparse structure and minimize fill-in as long as possible. The general term for these is filtering, and it was optimized and made necessary due to the use of many large primes in recent years (see [30] for recent progress in the field).

Adaptation of numerical methods was done: The Lanczos iterative algorithm could be generalized to the finite field case. A new class of iterative methods was invented by Wiedemann [120]. Both classes have a complexity of $O\left(N^{2+\varepsilon}\right)$ where we assume that our matrix has size $N^{1+\varepsilon}$. The core of the computation is the determination of the so-called Krylov subspaces, namely $\operatorname{Vect}\left\langle M^{i} \cdot b\right\rangle$ for some fixed vector $b$. Applying $M$ to $b$ costs $O\left(N^{1+\varepsilon}\right)$, and $N$ iterations are needed. The advantage of such methods is also to be able to handle sparse structures for $M$.

Variants operating on blocks of vectors were designed by Coppersmith [39], for integer factorization as for DLP. Despite the use of such methods, space and time become quite a problem in recent records. The natural idea is to try to distribute the computations over clusters or larger networks. The only method that can be partly distributed is the block Wiedemann algorithm. A good reference for this part is Thomé's thesis [117]. All his work is incorporated and available in the CADO-NFS package [112], including the many refinements to distribute the computations over the world and some special tricks related to Schirokauer maps (see [70] for an independent work on the same topic). Record DL computations now handle (sparse) matrices with several millions of rows and columns.

### 9.3.4 The Number Field Sieve (NFS)

Many improvements for computing discrete logarithms first concerned prime fields and were adapted from improvements on integer factorization methods. Until 1993, the state-of-the-art algorithm for computing discrete logarithms in prime fields was the Coppersmith, Odlyzko, and Schroeppel (COS) algorithm [42] in $L_{p}[1 / 2,1]$. In some cases, integer factorization was easier because the modulus had a special form. The equivalent for DL computation in prime fields is when $p$ has a special form, given by a polynomial $P$ of very small coefficients, $p=2^{127}-1$ for example. In that case, one can define an algebraic side with this polynomial $P$. By construction, $P$ will have a root $m$ modulo $p$ of size $\sim p^{1 / \operatorname{deg} P}$, hence the polynomial of the rational side ( $g=U-V x$ in the COS algorithm) will have coefficients of size $m \sim p^{1 / \operatorname{deg} P}$. However, a generic method was found to reduce the coefficient size of the polynomials when one of the degrees increases. In 1993, Gordon [55] proposed the first version of NFS-DL algorithm for prime fields $\mathbb{F}_{p}$ with asymptotic complexity $L_{p}\left[1 / 3,9^{1 / 3}\right]$. Gordon's $L_{p}[1 / 3]$ algorithm is interesting for very large values of $p$ that were not yet targets for discrete logarithm computations in the 1990s. Buhler, H. Lenstra, and Pomerance [33] estimated the crossover point between 100 and 150 decimal digits, i.e., between 330 and 500 bits.

In Gordon's algorithm, Phase 1 and Phase 3 are modified. The Phase 2 is still a large sparse matrix kernel computation. We explain the polynomial selection method and the sieving phase. We also explain why the Phase 3 (individual logarithm computation) needs important modifications. The hurried reader can skip the proof of Theorem 9.7.

## Polynomial selection with the base- $m$ method

The polynomial selection of [55] is an analogy for prime fields of the method [33] for integer factorization. We will build a polynomial $f$ of degree $d>1$ and a polynomial $g$ of degree 1 such that they have a common root $m$ modulo $p$, and have coefficients of size $\sim p^{1 / d}$. Set $m=\left[p^{1 / d}\right]$ and write $p$ to the base- $m$ :

$$
p=c_{d} m^{d}+c_{d-1} m^{d-1}+\ldots+c_{0}
$$

where $0 \leq c_{i}<m$. Then set

$$
f=c_{d} x^{d}+c_{d-1} x^{d-1}+\ldots+c_{0} \quad \text { and } \quad g=x-m .
$$

TABLE 9.3 Optimal value $\delta\left(\frac{\log p}{\log \log p}\right)^{1 / 3}$ with $\delta=1.44$ for $p$ of 100 to 300 decimal digits. One takes $d=[x]$ or $d=\lfloor x\rfloor$ in practice.

| $\log _{10} p$ | 40 | 60 | 80 | 100 | 120 | 140 | 160 | 180 | 200 | 220 | 240 | 260 | 280 | 300 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|\log _{2} B\right\|(\mathrm{bits})$ | 18 b | 21 b | 24 b | 27 b | 29 b | 31 b | 33 b | 35 b | 36 b | 38 b | 39 b | 41 b | 42 b | 43 b |
| $\delta\left(\frac{\log p}{\log \log p}\right)^{1 / 3}$ | 3.93 | 4.37 | 4.72 | 5.02 | 5.27 | 5.50 | 5.71 | 5.90 | 6.08 | 6.24 | 6.39 | 6.54 | 6.68 | 6.81 |

Under the condition $p>2^{d^{2}}$, $f$ will be monic [33, Prop. 3.2]. These two polynomials have a common root $m$ modulo $p$ hence a similar map than in Equation (9.4) is available:

$$
\begin{array}{ccc}
\rho: \mathbb{Z}[x] /(f(x))=\mathbb{Z}\left[\alpha_{f}\right] & \rightarrow & \mathbb{F}_{p} \\
\alpha_{f} & \mapsto & m \bmod p  \tag{9.7}\\
a-b \alpha_{f} & \mapsto & a-b m \bmod p .
\end{array}
$$

## Relation collection

The new technicalities concern factorization of ideals $a-b \alpha_{f}$ into prime ideals of $\mathbb{Z}\left[\alpha_{f}\right]$. This is not as simple as for $\mathbb{Z}[i]: \mathbb{Z}\left[\alpha_{f}\right]$ may not be a unique factorization domain, moreover what is called bad ideals can appear in the factorization. To end up with good relations, one stores only pairs $(a, b)$ such that $a-b \alpha_{f}$ factors into good prime ideals of degree one, and whose norm is bounded by $B$. The sieve on the rational side is as in the COS algorithm.

## Individual discrete logarithm computation

The other new issue is the individual logarithm computation. Since the sieving space and the factor basis $\mathcal{B}$ are much smaller ( $L_{p}[1 / 3, \beta]$ instead of $\left.L_{p}[1 / 2, \beta]\right)$, there are much fewer known logarithms. It is hopeless to compute $g^{t} h$ with $t$ at random until a smooth factorization is found, because now the smoothness bound is too small. A strategy in two phases was proposed by Joux and Lercier: Fix a larger smoothness bound $B_{1}=L_{p}\left[2 / 3, \beta_{1}\right]$. First find a $B_{1}$-smoothness decomposition of $g^{t} h$. Secondly, treat separately each prime factor less than $B_{1}$ but larger than $B$ to obtain a $B$-smooth decomposition. Finally retrieve the individual logarithm of $h$ in base $g$. Each step has a cost $L_{Q}\left[1 / 3, c^{\prime}\right]$ with $c^{\prime}$ smaller than the constant $c=1.923$ of the two dominating steps (relation collection and linear algebra).

## Asymptotic complexity

We present how to obtain the expected heuristic running-time of $L_{p}\left[1 / 3,\left(\frac{64}{9}\right)^{1 / 3}\right]$ to compute DL in $\mathbb{F}_{p}$ with the base- $m$ method and a few improvements to the original Gordon algorithm. The impatient reader can admit the result of Theorem 9.7 and skip this section.

THEOREM 9.7 The running-time of the NFS-DL algorithm with base-m method is

$$
L_{p}\left[1 / 3,\left(\frac{64}{9}\right)^{1 / 3} \approx 1.923\right]
$$

obtained for a smoothness bound $B=L_{p}[1 / 3, \beta]$ with $\beta=(8 / 9)^{1 / 3} \approx 0.96$, a sieving bound $E=B($ s.t. $|a|,|b|<E)$, and a degree of $f$ to be $d=\left\lceil\delta\left(\frac{\log p}{\log \log p}\right)^{1 / 3}\right\rfloor$ with $\delta=3^{1 / 3}=1.44$.

We present in Table 9.3 the optimal values of $B$ (in bits) and $d$ with $\beta \approx 0.96$ and $\delta \approx 1.44$ for $p$ from 100 to 300 decimal digits (dd).

Proof. (of Theorem 9.7.) One of the key-ingredients is to set an optimal degree $d$ for $f$. So
let

$$
\begin{equation*}
d=\delta\left(\frac{\log p}{\log \log p}\right)^{1 / 3} \text { so that } m=p^{1 / d}=L_{p}\left[2 / 3, \frac{1}{\delta}\right] \tag{9.8}
\end{equation*}
$$

(Compute $\log m=\frac{1}{d} \log p=\frac{1}{\delta}\left(\frac{\log \log p}{\log p}\right)^{1 / 3} \log p=\frac{1}{\delta} \log ^{2 / 3} p \log ^{1 / 3} \log p$ ). We will compute the optimal value of $\delta$ under the given constraints later. The aim is to get a bound on the norms of the elements $a-b \alpha_{f}$ and $a-b m$ of size $L_{p}[2 / 3, \cdot]$ and a smoothness bound $L_{p}[1 / 3, \cdot]$, so that the smoothness probability will be $L_{p}[1 / 3, \cdot]$. A smoothness test is done with the Elliptic Curve Method (ECM). The cost of the test depends on the smoothness bound $B$ and the total size of the integer tested. We first show that the cost of an ECM $B$-smoothness test with $B=L_{p}[1 / 3, \beta]$, of an integer of size $L_{p}[2 / 3, \eta]$ is $L_{p}[1 / 6, \sqrt{2 \beta / 3}]$, hence is negligible compared to any $L_{p}[1 / 3, \cdot]$. The cost of this ECM test depends on the size of the smoothness bound:

$$
\text { cost of an ECM test }=L_{B}[1 / 2, \sqrt{2}] .
$$

Writing $\log B=\beta \log ^{1 / 3} p \log ^{2 / 3} \log p$, we compute $\log L_{B}[1 / 2, \sqrt{2}]=\sqrt{2}(\log B \log \log B)^{1 / 2}$, cancel the negligible terms, and get the result.

We denote the infinity norm of a polynomial to be the largest coefficient in absolute value:

$$
\begin{equation*}
\|f\|_{\infty}=\max _{0 \leq i \leq \operatorname{deg} f}\left|f_{i}\right| \tag{9.9}
\end{equation*}
$$

We have

$$
\|f\|_{\infty},\|g\|_{\infty} \leq m=L_{p}\left[\frac{2}{3}, \frac{1}{\delta}\right]
$$

In Phase 1, we sieve over pairs $(a, b)$ satisfying $0<a<E,-E<b<E$ and $\operatorname{gcd}(a, b)=1$, so the sieving space is of order $E^{2}$. We know that we can sieve over no more than $L_{p}[1 / 3, \cdot]$ pairs to be able to balance the three phases of the algorithm. So let $E=L_{p}[1 / 3, \epsilon]$ pairs, with $\epsilon$ to be optimized later. The sieving space is $E^{2}=L_{p}[1 / 3,2 \epsilon]$. Since the cost of a $B$-smoothness test with ECM is negligible compared to $L_{p}[1 / 3, \epsilon]$, we conclude that the running time of the sieving phase is $E^{2}=L_{p}[1 / 3,2 \epsilon]$.

We need at least $B$ relations to get a square matrix, and the linear algebra cost will be $B^{2}=L_{p}[1 / 3,2 \beta]$. To balance the cost of the sieving phase and the linear algebra phase, we set

$$
E^{2}=B^{2}, \text { hence } \epsilon=\beta
$$

and we replace $\epsilon$ in the following computations.
What is the norm bound for $a-b \alpha_{f}$ ? We need it to estimate its probability to be $B$-smooth. The norm is computed as the resultant (denoted Res) of the element $a-b \alpha_{f}$ as a polynomial $a-b x$ in $x$, and the polynomial $f$. Then we bound the norm. The norm is

$$
\begin{aligned}
\mathcal{N}\left(a-b \alpha_{f}\right) & =\operatorname{Res}(f(x), a-b x) \\
& =a^{d}+f_{d-1} a^{d-1} b+\ldots+a b^{d-1} f_{1}+b^{d} f_{0}=\sum_{i=0}^{d} a^{i} b^{d-i} f_{i} \\
& \leq(\operatorname{deg} f+1)\|f\|_{\infty} E^{\operatorname{deg} f}=(d+1) p^{1 / d} E^{d}
\end{aligned}
$$

with $d+1$ negligible, $p^{1 / d}=m=L_{p}[2 / 3,1 / \delta]$, and $E^{d}=B^{d}=L_{p}[2 / 3, \beta \delta]$ (first compute $d \log B$ to get the result).

$$
\mathcal{N}\left(a-b \alpha_{f}\right) \leq L_{p}[2 / 3,1 / \delta+\delta \beta]
$$

Then for the $g$-side we compute

$$
\begin{aligned}
a-b m & \leq E p^{1 / d}=L_{p}[1 / 3, \beta] L_{p}\left[2 / 3, \frac{1}{\delta}\right] \\
& \leq L_{p}\left[2 / 3, \frac{1}{\delta}\right]
\end{aligned}
$$

since the $L_{p}[1 / 3, \beta]$ term is negligible.
We make the usual heuristic assumption that the norm of $a-b \alpha_{f}$ follows the same smoothness probability as a random integer of the same size. Moreover, we assume that the probability of the norm of $a-b \alpha_{f}$ and $a-b m$ to be $B$-smooth at the same time is the same as the probability of their product (bounded by $L_{p}[2 / 3,2 / \delta+\delta \beta]$ ) to be $B$-smooth.

Finally we apply Corollary 9.1 and get

$$
\operatorname{Pr}\left[\mathcal{N}\left(a-b \alpha_{f}\right) \text { and } a-b m \text { are } B \text {-smooth }\right]=1 / L_{p}\left[\frac{1}{3}, \frac{1}{3}\left(\frac{2}{\delta \beta}+\delta\right)\right] .
$$

How many relations do we have ? We multiply this smoothness probability Pr by the sieving space $E^{2}$ and obtain number of pairs $(a, b)$ tested $=\frac{\text { number of relations }}{B \text {-smoothness probability }}=\frac{B}{\operatorname{Pr}}=L_{p}\left[1 / 3, \beta+\frac{1}{3}\left(\frac{2}{\delta \beta}+\delta\right)\right]$.

Since $B^{2}$ pairs were tested, we obtain the equation

$$
\begin{equation*}
2 \beta=\beta+\frac{1}{3}\left(\frac{2}{\delta \beta}+\delta\right) \Leftrightarrow \beta=\frac{1}{3}\left(\frac{2}{\delta \beta}+\delta\right) \tag{9.10}
\end{equation*}
$$

We want to minimize the linear algebra and sieving phases, hence we minimize $\beta>0$ through finding the minimum of the function $x \mapsto \frac{1}{3}\left(\frac{2}{\beta x}+x\right)$ (by computing its derivative): This is $2 / 3 \sqrt{2 / \beta}$, obtained with $\delta=x=\sqrt{2 / \beta}$. We end up by solving Equation (9.10): $\beta=2 / 3 \sqrt{2 / \beta} \Leftrightarrow \beta=(8 / 9)^{1 / 3}$. Since the running time of Phase 1 and Phase 2 is $L_{p}[1 / 3,2 \beta]$, we obtain $2 \beta=(64 / 9)^{1 / 3}$ as expected. The optimal degree of the polynomial $f$ is $d=\delta\left(\frac{\log p}{\log \log p}\right)^{1 / 3}$ with $\delta=3^{1 / 3} \approx 1.44$.

### 9.3.5 Number Field Sieve: Refinements

## Norm approximation

We can approximate the norm of an element $b$ in a number field $K_{f}=\mathbb{Q}[x] /(f(x))$ by the two following bounds.

The Kalkbrener bound [71, Corollary 2] is the following:

$$
\begin{equation*}
|\operatorname{Res}(f, b)| \leq \kappa(\operatorname{deg} f, \operatorname{deg} b) \cdot\|f\|_{\infty}^{\operatorname{deg} b}\|b\|_{\infty}^{\operatorname{deg} f} \tag{9.11}
\end{equation*}
$$

where $\kappa(n, m)=\binom{n+m}{n}\binom{n+m-1}{n}$, and $\|f\|_{\infty}=\max _{0 \leq i \leq \operatorname{deg} f}\left|f_{i}\right|$ is the absolute value of the greatest coefficient. An upper bound for $\kappa(n, m)$ is $(n+m)$ !.

Bistritz and Lifshitz proved the other following bound [25, Theorem 7]:

$$
\begin{equation*}
|\operatorname{Res}(f, \phi)| \leq\|f\|_{2}^{n}\|\phi\|_{2}^{m} \leq(m+1)^{n / 2}(n+1)^{m / 2}\|f\|_{\infty}^{n}\|\phi\|_{\infty}^{m} \tag{9.12}
\end{equation*}
$$

When the degree of the involved polynomials is negligible, we can approximate $|\operatorname{Res}(f, \phi)|$ by $O\left(\|f\|_{\infty}^{n}\|\phi\|_{\infty}^{m}\right)$. This simpler bound will be used to bound the norm of elements $\phi=a-b x$ and $\phi=\sum_{i=0}^{t-1} a_{i} x^{i}$ in a number field defined by a polynomial $f$.

## Rational reconstruction and LLL

Throughout the polynomial selections, two algorithms are extensively used: the Rational Reconstruction algorithm and the Lenstra/Lenstra/Lovasz (LLL) algorithm. Given an
integer $y$ and a prime $p$, the Rational Reconstruction algorithm computes a quotient $u / v$ such that $u / v \equiv y \bmod p$ and $|u|,|v|<p$.

The Lenstra-Lenstra-Lovász algorithm (LLL) [83] computes a short vector in a lattice. Given a lattice $\mathcal{L}$ of $\mathbb{Z}^{n}$ defined by a basis given in an $n \times n$ matrix $L$, and parameters $\frac{1}{4}<\delta<1, \frac{1}{2}<\eta<\sqrt{\delta}$, the LLL algorithm outputs a $(\eta, \delta)$-reduced basis of the lattice. The coefficients of the first (shortest) vector are bounded by

$$
\left(\delta-\eta^{2}\right)^{\frac{n-1}{4}} \operatorname{det}(L)^{1 / n}
$$

With $(\eta, \delta)$ close to $(0.5,0.999)$ (as in NTL or Magma), the approximation factor $C=$ $\left(\delta-\eta^{2}\right)^{\frac{n-1}{4}}$ is bounded by $1.075^{n-1}$ (see $\left.[35, \S 2.4 .2]\right)$ ). A very fast software implementation of the LLL algorithm is available with the fplll library [10].

## Improvements of the polynomials

Joux and Lercier proposed in [65] another polynomial selection method that is an improvement of the base- $m$ method. In this case, the polynomials are no longer monic but have smaller coefficients, bounded by $p^{\frac{1}{d+1}}$ instead of $p^{\frac{1}{d}}$. The size of the coefficients is spread over one more coefficient (the leading coefficient). Comeine and Semaev analyzed the complexity of their algorithm in [38]. The asymptotic complexity does not change because the gain is hidden in the $o(1)$ term. Their improvement is very important in practice, however.

For a given pair of polynomials $(f, g)$ obtained with the Joux-Lercier method, one can improve their quality. We want the polynomials to have as many roots as possible modulo small primes, in order to get many relations in the relation collection step. The quality of the polynomials was studied my B. A. Murphy [93, 92]. The $\alpha$ value and the Murphy's $\mathbb{E}$ value measure the root properties of a pair of polynomials. The aim is to improve the root properties while keeping the coefficients of reasonable size. A recent work on this subject can be found in Shi Bai's PhD thesis [11] and in [12]. The sieving can be speeded-up in practice by choosing coefficients of the polynomial $f$ whose size increases while the monomial degree decreases, and redefining the sieving space as $-E \sqrt{s}<a<E \sqrt{s}, 0<b<E / \sqrt{s}[74,75]$.

### 9.3.6 Large Characteristic Non-Prime Fields

In 2006, Joux, Lercier, Smart, and Vercauteren [67] provided a polynomial construction that permitted us to conclude that for any finite field $\mathbb{F}_{q}$, there exists a $L_{q}[1 / 3, c]$ algorithm to compute DL: They proposed a method for medium-characteristic finite fields (known as the $\mathrm{JLSV}_{1}$ method) and for large-characteristic finite fields. Another method (gJL: generalization of Joux-Lercier for prime fields) was independently proposed by Matyukhin [85] and Barbulescu $[13, \S 8.3]$ and achieved the same asymptotic complexity as for prime fields: $L_{Q}\left[1 / 3,\left(\frac{64}{9}\right)^{1 / 3}\right]$, with $Q=p^{n}$. The two polynomials are of degree $d+1$ and $d \geq n$, for a parameter $d$ that depends on $\log Q$ as for the prime case. Note that the optimal choice of $d$ for the gJL method is $d=\delta\left(\frac{\log p}{\log \log p}\right)^{1 / 3}$ with $\delta=3^{1 / 3} / 2 \approx 0.72$ instead of $\delta=3^{1 / 3}$ for the NFS-DL algorithm in prime fields. This is not surprising: In this case the sum of polynomial degrees $\operatorname{deg} f+\operatorname{deg} g$ is $2 d+1$ instead of $d+1$.

## Recent results (2015) on DL record computation in non-prime finite fields with the NFS algorithm

In 2015, Barbulescu, Gaudry, Guillevic, and Morain published a DL record computation in a 595 -bit quadratic extension $\mathbb{F}_{p^{2}}$, where $p$ is a generic 298 -bit prime [16]. They designed a new polynomial selection method called the Conjugation. The polynomials allowed a factor-two speed-up in the relation collection step, thanks to an order-two Galois automorphism.

The area is moving and later in 2015, Sarkar and Singh in [100] proposed a variant that combines the gJL and the Conjugation method. The asymptotic complexity is the same: $L_{Q}\left[1 / 3,\left(\frac{64}{9}\right)^{1 / 3}\right]$ and the polynomials might provide slightly smaller norm values in practice.

We lack one last piece of information to be able to recommend parameter sizes for a given level of security in large characteristic fields $\mathbb{F}_{Q}$ : record computations with one of these methods.

### 9.3.7 Medium Characteristic Fields

This range of finite fields is where the discrete logarithm is more difficult to compute at the moment. Moreover, the records published are for quite small sizes of finite fields only: $\mathbb{F}_{p^{3}}$ of 120 dd ( 400 bits ) in [67], and in [121].

There was a big issue in obtaining an $L[1 / 3]$ algorithm as for the FFS algorithm in small characteristic and the NFS algorithm in large characteristic. The solution proposed in [67] introduces a modification in the relation collection. The small elements are of higher degree $t-1 \geq 2$, where $t$ is of the form $\frac{n}{t}=\frac{1}{c_{t}}\left(\frac{\log Q}{\log \log Q}\right)^{1 / 3}$. To obtain similar asymptotic formulas in $L_{Q}[1 / 3, \cdot]$ as for prime fields (see Section 9.3.4), one sets the total number of elements considered in the relation collection to be $E^{2}$. With these settings,

- the total number of elements $\phi=\sum_{i=0}^{t-1} a_{i} x^{i}$ considered in the relation collection is $\|\phi\|_{\infty}^{t}=E^{2}$, so that $\|\phi\|_{\infty}=E^{2 / t}$;
- the norm of the elements $\phi$ on the $f$ side is

$$
\left|\mathcal{N}_{f}(\phi)\right| \leq \operatorname{Res}(\phi, f) \leq \kappa(t-1, \operatorname{deg} f)\|\phi\|_{\infty}^{\operatorname{deg} f}\|f\|_{\infty}^{t-1}=\kappa(t-1, \operatorname{deg} f) E^{2 \operatorname{deg} f / t}\|f\|_{\infty}^{t-1} .
$$

The two polynomials defined for the 120dd record computation in [67] were $f=x^{3}+$ $x^{2}-2 x-1$ and $g=f+p$. This method is not designed for scaling well and the authors propose a variant where the two polynomials have a balanced coefficient size of $p^{1 / 2}$ each. This polynomial selection method, combined with the relation collection over elements of degree $t-1$, provides an asymptotic complexity of $L_{Q}\left[1 / 3,\left(\frac{128}{9}\right)^{1 / 3} \simeq 2.42\right]$. This asymptotic complexity went down in 2015 in [16] to $L_{Q}\left[1 / 3,\left(\frac{96}{9}\right)^{1 / 3} \simeq 2.201\right]$. These two asymptotic complexities were improved in $[19,96]$ to $L_{Q}[1 / 3,2.39]$ and $L_{Q}[1 / 3,2.156]$, respectively, by using a multiple number field sieve variant that we explain in the next paragraph. This variant has not been implemented for any finite field yet.

## Multiple number field sieve

This paragraph is about refinements in the algorithm that slightly improve the asymptotic complexity but whose practical gain is not known, and not certain yet.

The idea is to use additional number fields and hope to generate more relations per polynomial (the $a-b x$ elements in Gordon's algorithm, for example). There are again two versions: one asymmetric where one number field is preferred, say $f_{0}$, and additional number fields $f_{i}$ are considered. For each element $a-b x$, one tests the smoothness of the image of $a-b x$ first in the number field defined by $f_{0}$, and if successful, then in all of the number fields defined by the $f_{i}$, to generate relations. This is used with a polynomial selection that produces the first polynomial much better than the second. This is the case for the base- $m$ method and was studied by Coppersmith [41]. The same machinery applies to the generalized Joux-Lercier method [85, 96]. In these two cases, the asymptotic complexity is $L_{Q}[1 / 3,1.90]$ instead of $L_{Q}[1 / 3,1.923]$ (where $Q=p^{n}$ ). This MNFS version also applies to the Conjugation method [96] and the complexity is $L_{Q}[1 / 3,2.156]$ instead of $L_{Q}[1 / 3,2.201]$.

The second symmetric version tests the smoothness of the image of $a-b x$ in all the pairs of possible number fields defined by $f_{i}, f_{j}$ (for $i<j$ ). It applies to the NFS algorithm used
with the $\mathrm{JLSV}_{1}$ polynomial selection method, in medium characteristic. The complexity is $L_{Q}[1 / 3,2.39]$ instead of $L_{Q}[1 / 3,2.42]$.

Unfortunately, none of these methods were ever implemented (yet), even for a reasonable finite field size, hence we cannot realize how much in practice the smaller c constant improves the running-time. There was a similar unknown in 1993. The cross-over point between the Coppersmith-Odlyzko-Schroeppel algorithm in $L_{p}[1 / 2]$ and Gordon's algorithm in $L_{p}[1 / 3]$ was estimated in 1995 at about 150 decimal digits. In the MNFS algorithm, the constant is slightly reduced but no one knows the size of $Q$ for which "in practice", a MNFS variant will be faster than a regular NFS algorithm.

## Special-NFS, Tower-NFS, and pairing-friendly families of curves

This paragraph lists the improvements to the NFS algorithm dedicated to fields $\mathbb{F}_{p^{n}}$ where the prime $p$ is of special form, i.e., given by a polynomial evaluated at a given value. This is the case for embedding fields of pairing-friendly curves in families, such as the Barreto-Naehrig curves.

When the prime $p$ defining the finite field is of a special form, there exist better algorithms, such as the Special NFS (SNFS) for prime fields. Joux and Pierrot [69] proved a complexity of

$$
L_{Q}\left[\frac{1}{3},\left(\frac{\operatorname{deg} P+1}{\operatorname{deg} P} \frac{64}{9}\right)^{1 / 3}\right]
$$

with $P$ the polynomial defining the prime $p$. We have $\operatorname{deg} P=4$, for example, for a BN curve [21]. Note that when $\operatorname{deg} P=2$ as for MNT curves, the complexity $L_{Q}\left[1 / 3,\left(\frac{96}{9}\right)^{1 / 3}\right]$ is the same as the conjugation method complexity. This promising method has not yet been implemented.

Very recently, [18] proposed another construction named the Tower-NFS that would be the best choice for finite field target groups, where $\operatorname{deg} P \geq 4$. One of the numerous difficult technicalities of this variant is the degree of the polynomials: a multiple of $n$. Handling such polynomials and elements of high degree throughout the algorithm, in particular in the relation collection phase, is a very difficult task, and is not implemented at the moment.

A clear rigorous recommendation of parameter sizes is not possible at the moment for pairing target groups, since the area is not fixed. Theoretical algorithms are published but real-life implementations and records over reasonable-size finite fields (more than 512 bits) to estimate their running-time are not available.

We can clearly say that all these theoretical propositions shall be seriously taken into consideration. The constant $c$ in the $L_{Q}[1 / 3, c]$ asymptotic formula is decreasing, and might reach the $\left(\frac{64}{9}\right)^{1 / 3}$ value of prime fields one day. A generic recommendation in the large characteristic case, based on a $L_{Q}\left[1 / 3,(64 / 9)^{1 / 3}\right]$ asymptotic complexity, seems reasonable.

### 9.3.8 Small Characteristic: From the Function Field Sieve (FFS) to the Quasi-Polynomial-Time Algorithm (QPA)

The main difference between a small characteristic and a large-characteristic field is the Frobenius map $\pi: x \mapsto x^{p}$, where $p$ is the characteristic of the field. This map is intensively used to obtain multiple relations from an initial one, at a negligible cost. For prime fields, the Frobenius map is the identity, so we cannot gain anything with it. In small-characteristic fields, the use of the Frobenius map is one of the key ingredients that provides a much better asymptotic complexity. This should be combined with a specific field representation that allows a very fast evaluation of the Frobenius map.

For large-characteristic finite fields $\mathbb{F}_{p^{n}}$, the Frobenius map of order $n$ can provide a
speed-up of a factor up to $n$ if the polynomial selection provides a compatible representation, i.e., if $a$ is $B$-smooth, then we want $\pi_{p}(a)$ to be $B$-smooth as well.

Example 9.1 (Systematic equations in $\mathbb{F}_{\mathbf{2}^{127}}$ ) Blake, Fuji-Hara, Mullin, and Vanstone in $[27]$ targeted the finite field $\mathbb{F}_{2^{127}}$. They used the representation $\mathbb{F}_{2^{127}}=\mathbb{F}_{2}[x] /\left(x^{127}+x+1\right)$ to implement Adleman's algorithm. The polynomial $f(x)=x^{127}+x+1$ is primitive so that they have chosen $x$ as a generator of $\mathbb{F}_{2^{127}}^{*}$. They observed that $x^{2^{7}-1}=x^{127}=x+1 \bmod f(x)$, $x^{2^{7}} \equiv x^{2}+x \bmod f(x)$ and $x^{2^{i}} \equiv x^{2^{i-6}}+x^{2^{i-7}}=x^{2^{i-7}}\left(1+x^{2^{i-7}}\right) \bmod f(x)$ for any $i \geq 7$. Moreover, $\left(1+x^{2^{i}}\right)=(1+x)^{2^{i}} \equiv\left(x^{127}\right)^{2^{i}}$ so that $\log _{x}\left(1+x^{2^{i}}\right)=127 \cdot 2^{i}$. Combining these equations, they obtain logarithms for free.

A second notable difference between small-characteristic fields and prime fields is the cost of factorization. In Algorithm 9.10, a preimage in $\mathbb{N}$ of elements in $\mathbb{F}_{p}$ is factorized. In small characteristic, elements of $\mathbb{F}_{2^{n}}$ are lifted to polynomials of $\mathbb{F}_{2}[x]$, then factorized. Over finite fields, there exists polynomial time algorithms to factor polynomials, hence the time needed per smooth test is much lower.

## Brief history

Figure 9.4 shows the records in small-characteristic finite fields with the Function Field Sieve (FFS) and its various improvements, especially from 2012. Most of the records were announced on the number theory list *. Finite fields of characteristic 2 and 3 and composite extension degree such as target groups of pairing-friendly (hyper-)elliptic curves must definitively be avoided, since fields of even more than 3072 bits were already reached in 2014.


FIGURE 9.4 Records of DL computation in fields $\mathbb{F}_{2^{n}}, \mathbb{F}_{3^{n}}, \mathbb{F}_{r^{n}}$ of small characteristic, with $n$ prime or composite. All the fields $\mathbb{F}_{2^{n}}, \mathbb{F}_{3^{n}}$ with $n$ composite are target fields of supersingular pairingfriendly (hyper-)elliptic curves.
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## The Waterloo algorithm

In 1984, Blake, Fuji-Hara, Mullin, and Vanstone proposed a dedicated implementation of Adleman's algorithm to $\mathbb{F}_{2^{127}}[27,28]$. They introduced the idea of systematic equations (using the Frobenius map) and initial splitting (this name was introduced later). Their idea works for finite fields of characteristic two and extension degree close to a power of 2 (e.g., 127). The asymptotic complexity of their method was $L_{Q}[1 / 2]$. In the same year, Blake, Mullin, and Vanstone [28] proposed an improved algorithm known as the Waterloo algorithm. Odlyzko computed the asymptotic complexity of this algorithm in [94]. The asymptotic complexity needs the estimation of the probability that a random polynomial over $\mathbb{F}_{q}$ of degree $m$ factors entirely into polynomials of degree at most $b$, i.e., is $b$-smooth. Odlyzko in [94, Equation (4.5), p. 14] gave the following estimation.

$$
\begin{equation*}
p(m, n)=\exp \left((1+o(1)) \frac{n}{m} \log _{e} \frac{m}{n}\right) \text { for } n^{1 / 100} \leq m \leq n^{99 / 100} \tag{9.13}
\end{equation*}
$$

The initial splitting idea is still used nowadays, combined with the QPA algorithm. Given a random element $a(x)$ of $\mathrm{GF}\left(2^{n}\right)$ represented by a degree $n-1$ polynomial over $\mathrm{GF}(2)$ modulo an irreducible degree $n$ polynomial $f(x)$, the algorithm computes the extended Euclidean algorithm to compute the GCD of $f(x)$ and $a(x)$. At each iteration, the following equation holds [27, §2]:

$$
\begin{equation*}
s_{i}(x) a(x)+t_{i}(x) f(x)=r_{i}(x) \tag{9.14}
\end{equation*}
$$

Reducing this equation modulo $f(x)$, one obtains $a(x) \equiv r_{i}(x) / s_{i}(x) \bmod f(x)$. The degree of $r_{i}(x)$ decreases while the degree of $s_{i}(x)$ increases. By stopping the extended Euclidean algorithm at the state $i$ where $\operatorname{deg} r_{i}(x), \operatorname{deg} s_{i}(x) \leq\lfloor n / 2\rfloor$, one obtains the initial splitting of $a(x)$ of degree $n-1$ into two polynomials $r_{i}(x), s_{i}(x)$ of degree at most $\lfloor n / 2\rfloor$.

Odlyzko computed the asymptotic complexity of the Waterloo algorithm to be [94, Equation (4.17), p. 19] $L_{Q}\left[1 / 2,\left(2 \log _{e}(2)\right)^{1 / 2} \approx 1.1774\right]$.

## Coppersmith's $L_{Q}[1 / 3]$ algorithm and FFS algorithm

Building on the idea of systematic equations, Coppersmith [40] gave the first $L_{Q}[1 / 3, c$ ] algorithm for DL computations over $\mathbb{F}_{2^{n}}$ (with $Q=2^{n}$ ). He found $(32 / 9)^{1 / 3} \leq c \leq 4^{1 / 3}$ and did a record computation for $\mathbb{F}_{2^{127}}^{*}$. In 1994, Adleman [7] generalized this work to the case of any small characteristic, and this is now called the Function Field Sieve (FFS). This gave a $L_{Q}\left[1 / 3,\left(\frac{64}{9}\right)^{\frac{1}{3}}\right]$ for $Q$ of small characteristic, with function field (in place of number field for prime fields). Later, Adleman-Huang improved that to $L_{Q}\left[1 / 3,\left(\frac{32}{9}\right)^{\frac{1}{3}}\right]$ for $Q$ of small characteristic [8], however, this was slower than Coppersmith for $\mathbb{F}_{2^{n}}$.

Outside of the pairing-based cryptography context, the research and the records are focused on prime extensions degrees. In 2002 Thomé increased the Coppersmith record up to $\mathrm{GF}\left(2^{607}\right)[115,116]$. During the same time, Joux and Lercier implemented FFS for GF $\left(2^{521}\right)$ in [64]. Continuing the record series, in 2005, Joux and Lercier recomputed a record in $\mathrm{GF}\left(2^{607}\right)$ and went slightly further with a record in $\operatorname{GF}\left(2^{613}\right)$. They also investigated the use of FFS for larger characteristic finite fields in [66]. In 2013, a record of the CARAMEL group in GF ( $2^{089}$ ) with FFS was announced by Bouvier on the NMBRTHRY list [14] and published in [15]. The actual record is held by Kleinjung, in $\mathrm{GF}\left(2^{1279}\right)$ [76].

Since 2000, examples of supersingular pairing-friendly elliptic curves of cryptographic size arise. Two curves are well studied in characteristic 2 and 3 for the various speed-up they provide, in particular, in hardware. Supersingular curves of almost prime order in small characteristic are very rare. No ordinary pairing-friendly curves were ever known in small characteristic. The embedding degree for supersingular curves is at most 4 in characteristic 2 and at most 6 in characteristic 3. The first cryptanalists exploited this composite degree extension to improve the FFS algorithm. In 2010, the record in characteristic three was
in $\operatorname{GF}\left(3^{6.71}\right)$ of 676 bits [59]. In 2012, due to increasing computer power and the prequel of the use of the additional structure provided by the composite extension degree of the finite field, a DL record-breaking in $\mathrm{GF}\left(3^{6 \cdot 97}\right.$ ) (a 923-bit finite field) was made possible [47]. This announcement had a quite important effect over the community at that time, probably because the broken curve was the one used in the initial paper on short signatures from pairings [29]. The targeted finite field $\mathbb{F}_{3^{582}}$ was the target field of a pairing-friendly elliptic curve in characteristic 3 , considered safe for 80 -bit security implementations.

The real start of mathematical improvements occurred at Christmas 2012: Joux proposed a conjectured heuristic $L_{Q}[1 / 4]$ algorithm [63] and announced two records [62] of much larger size. In finite fields that can be represented as Kummer extensions, using the Frobenius gives many relations at one time, hence speeding-up the relation-collection phase. As we can see in Figure 9.4, records in prime extensions $n$ of $\mathbb{F}_{2}$ do not grow as extraordinary as composite extensions coming from pairing-friendly curves.

## The Quasi-Polynomial-time Algorithm (QPA)

In 2013 [48] an improved descent phase was proposed, that provided a quasi-polynomialtime algorithm (QPA). Two variants of the algorithm were published [17, 56]. The polynomial selection differs and induces differences in the algorithm. We are at the "beginning of the end"- much work is still needed for a complete implementation of this algorithm. In particular, the descent phase is still costly in memory requirements.

The two versions of the QPA algorithm intensively exploit the Frobenius map, to obtain many relations for free. It works when the extension degree $n$ is composite and satisfies some properties.

As a conclusion, we list the last records published. In 2014 Adj, Menezes, Oliveira, and Rodrígues-Henríquez published a discrete logarithm record in $\operatorname{GF}\left(3^{6 \cdot 137}\right)$ and $\operatorname{GF}\left(3^{6 \cdot 163}\right)$, corresponding to a 1303-bit and a 1551-bit finite field [5]. In 2014, Joux and Pierrot published a record in $\operatorname{GF}\left(3^{5 \cdot 479}\right)$ corresponding to a 3796 -bit field [68]. In 2014, Granger, Kleinjung, and Zumbragel announced a record in $\mathrm{GF}\left(2^{9234}\right)$ [57].

Recent improvements in finite fields of composite extension degree (Spring 2016)
There were major theoretical improvements in finite fields $\mathbb{F}_{p^{n}}$ where $n$ is composite, in 2015 and 2016. This paragraph tries to summarize the news. Two preprints by Kim on one side and Barbulescu on the other side evolved to a common paper at CRYPTO'16 [73]. In parallel, Sarkar and Singh combined Kim-Barbulescu's work with their own techniques [103, 101, 102]. We need to mention Jeong and Kim's work [61] to complete the list or recent preprints on the subject. This one paper and these four preprints exploit the extension degree that should be composite. They each propose an improved polynomial selection step that allows us to reduce the size of the norms of the elements involved in the relation collection. Since the improvement is notable, it reduces the asymptotic complexity of the NFS algorithm. These papers exploit the finite field structure and contruct a degree- $n$ extension as a tower of three levels: a base field $\mathbb{F}_{p}$ as first level, a second level $\mathbb{F}_{p^{\eta}}$, and a third level $\mathbb{F}_{p^{\eta \kappa}}=\mathbb{F}_{p^{n}}$. The extension degree $n$ should be composite and the divisor $\eta$ of quite small size. The two (or multiple) number fields will exploit this structure as well. This setting provides the following new asymptotic complexities for medium-characteristic fields:

1. $L_{p^{n}}\left[1 / 3,(48 / 9)^{1 / 3} \approx 1.747\right]$ when $n$ is composite, $n=\eta \kappa, \kappa=\left(\frac{1}{12^{1 / 3}}+o(1)\right)\left(\frac{\log Q}{\log \log Q}\right)^{1 / 3}$, and $p$ is generic;
2. $L_{p^{n}}\left[1 / 3,(32 / 9)^{1 / 3} \approx 1.526\right]$ when $n$ is composite and $p$ has a special form.

The generic case where $n$ is prime is not affected by these new improvements. We summarize in Table 9.4 the new theoretical security of a pairing-friendly curve where (1) $n$ is composite
and (2) $n$ is composite and $p$ of special form, for $p^{n}$ of 3072 bits.

TABLE 9.4 Estimate of security levels according to NFS variants.

| $\log _{2} p^{n}$ | $\begin{gathered} \text { Conj } \\ L_{p^{n}}\left[\frac{1}{3}, 2.20\right] \end{gathered}$ | $\begin{gathered} \text { Joux-Pierrot } \\ d=4 \\ L_{p^{n}}\left[\frac{1}{3}, 2.07\right] \\ \Omega^{149-\delta_{0}} \end{gathered}$ | $L_{p^{n}\left[\frac{1}{3}, 1.923\right]}$ | $\begin{gathered} \text { Conj } \\ \text { Ext. TNFS } \\ L_{p^{n}}\left[\frac{1}{3}, 1.747\right] \end{gathered}$ | Special Ext. TNFS $L_{p^{n}}\left[\frac{1}{3}, 1.526\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3072 | $2^{159-\delta_{1}}$ | $2^{149-\delta_{2}}$ | $2^{139-\delta_{3}}$ | $2^{126-\delta_{4}}$ | $2^{110-\delta_{5}}$ |
| 3584 | $2^{169-\delta_{1}}$ | $2^{159-\delta_{2}}$ | $2^{148-\delta_{3}}$ | $2^{134-\delta_{4}}$ | $2^{117-\delta_{5}}$ |
| 4096 | $2^{179-\delta_{1}}$ | $2^{169-\delta_{2}}$ | $2^{156-\delta_{3}}$ | $2^{142-\delta_{4}}$ | $2^{124-\delta_{5}}$ |
| 4608 | $2^{188-\delta_{1}}$ | $2^{177-\delta_{2}}$ | $2^{164-\delta_{3}}$ | $2^{149-\delta_{4}}$ | $2^{130-\delta_{5}}$ |
| 5120 | $2^{197-\delta_{1}}$ | $2^{185-\delta_{2}}$ | $2^{172-\delta_{3}}$ | $2^{156-\delta_{4}}$ | $2^{136-\delta_{5}}$ |
| 5632 | $2^{204-\delta_{1}}$ | $2^{192-\delta_{2}}$ | $2^{179-\delta_{3}}$ | $2^{162-\delta_{4}}$ | $2^{142-\delta_{5}}$ |
| 6144 | $2^{212-\delta_{1}}$ | $2^{199-\delta_{2}}$ | $2^{185-\delta_{3}}$ | $2^{168-\delta_{4}}$ | $2^{147-\delta_{5}}$ |

Note: The numbers should be read as follows: a 3072-bit finite field, which is the embedding field of a BN curve whose $p$ is of special form and $n$ is composite will provide approximately a security level of $2^{110-\delta_{\mathrm{BN}}}$, where $\delta_{\mathrm{BN}}$ depends on the curve and on the implementation of the special extended NFS variant.

### 9.3.9 How to Choose Real-Size Finite Field Parameters

At some point, to design a cryptosystem, we want to translate an asymptotic complexity to a size recommendation for a given security level, usually equivalent to an AES level of security: 128,192 , or 256 bits. In other words, we would like that for a given finite field $\mathbb{F}_{q}$ of given size, the running-time required to break an instance of DLP is equivalent to $2^{128}$, $2^{192}$, or $2^{256}$ group operations. For the DLP in a generic group, we saw in Section 9.2 that the expected time is in $O(\sqrt{N})$, with $N$ the prime-order subgroup considered. A group of size $2 n$ bits (where only generic attacks apply) is enough to achieve an $n$-bit security level.

We present in Table 9.5 the usual key length recommendations from http://www. keylength. com. The NIST recommendations are the less-conservative ones. A modulus of length 3072 is recommended to achieve a security level equivalent to a 128 -bit symmetric key. The ECRYPT II recommendations are slightly larger: 3248 bit modulus are suggested.

TABLE 9.5 Cryptographic key length recommendations, August 2015.

| Method | Date | Sym-metric | Asymmetric | Discrete Log |  | Elliptic curve | $\begin{gathered} \text { Hash } \\ \text { function } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Key | Group |  |  |
| Lenstra / Verheul [84] | 2076 | 129 | 6790-5888 | 230 | 6790 | 245 | 257 |
| Lenstra Updated [82] | 2090 | 128 | 4440-6974 | 256 | 4440 | 256 | 256 |
| ECRYPT II (EU) [1] | 2031-2040 | 128 | 3248 | 256 | 3248 | 256 | 256 |
| NIST (US) [4] | > 2030 | 128 | 3072 | 256 | 3072 | 256 | 256 |
| ANSSI (France) [3] | 2021-2030 | 128 | 2048 | 200 | 2048 | 256 | 256 |
| NSA (US) [2] | - | 128 | - | - | - | 256 | 256 |
| RFC3766 [95] | - | 128 | 3253 | 256 | 3253 | 242 | - |

Note: All key sizes are provided in bits. These are the minimal sizes for security.

We explain here where these key sizes come from. The running-time complexity of the most efficient attacks on discrete logarithm computation and factorization are considered and balanced to fit the last records. In practice, we calibrate the asymptotic complexity (we set the constant hidden in the $O()$ notation) so that it matches the largest DL record computations. For prime fields $\mathbb{F}_{p}$ with no special form of the prime $p$, the asymptotic
formula of NFS-DL is $L_{p}\left[1 / 3,\left(\frac{64}{9}\right)^{1 / 3}\right]$, and we consider its logarithm in base 2:

$$
\begin{equation*}
\log _{2} L[\alpha, c](n)=(c+o(1)) n^{\alpha} \log _{2}^{1-\alpha}(n \ln 2) \tag{9.15}
\end{equation*}
$$

with $n=\log _{2} N$. The last record was a DL computation in a prime field of 180dd or 596 bits, https://listserv.nodak.edu/cgi-bin/wa.exe?A2=ind1406\&L=NMBRTHRY\&F= $\& S=\& P=3161$.

Figure 9.5 presents the records of DL computation in prime fields, the records of RSA modulus factorization and an interpolation according to [81, §3] by a Moore law doubling every nine months.


FIGURE 9.5 Records of DL computation in prime fields and RSA modulus factorization
To estimate the required modulus size, we compute the logarithm in base 2 of the $L$ notation (9.15) and translate it such that $\log _{2} L[c, \alpha](598) \approx 60$ (with $180 \mathrm{dd}=598 \mathrm{bits}$ ). We obtain $\log _{2} L[c, \alpha](598)=68.5$ so we set $a=-8.5$. We obtain $\log _{2} L[c, \alpha](3072)-8.5=130$ so we can safely deduce that a 3072 -bit prime field with a generic safe prime is enough to provide a 128 -bit security level.

## Conservative recommendations.

To avoid dedicated attacks, and specific NFS variants, common-sense advice would be to avoid the curves with too much structure in the parameters. Here is a list of points to take into account.

- Use a generic curve constructed with the Cocks-Pinch or Dupont-Enge Morain methods;
- Use a curve in a family with a non-special form seed, i.e., the prime $p=P\left(x_{0}\right)$ is such that $x_{0}$ has no special form (e.g., $x_{0} \neq 2^{63}+1$ );
- Use a curve with low-degree polynomials defining the parameters, e.g., degree 2 (MNT and Galbraith-McKee-Valença curves) or degree 4 (Freeman curves);
- Use a curve whose discriminant $D$ is large (e.g., constructed with the Cocks-Pinch or Dupont-Enge-Morain method, or an MNT, a Galbraith-McKee-Valença, or a Freeman curve);
- Use a prime embedding degree.


### 9.3.10 Discrete logarithm algorithms in pairing-friendly target finite fields $\mathbb{F}_{\boldsymbol{p}^{n}}$ : August 2016 state-of-the-art

Given a finite field $\mathbb{F}_{p^{n}}$ which contains the target group of a cryptographic pairing, different NFS-based algorithms can be applied to compute discrete logarithms, depending on the structure of the finite field. Two criterias should be taken into account: whether $n$ is prime, and whether the characteristic $p$ has a special form: given by a polynomial of degree greater than two.

1. If $n$ is prime,
(a) and $p$ has no special form (e.g., supersingular curves where $k=2$, MNT curves where $n=3$, and any curves constructed with the Cocks-Pinch or Dupont-Enge-Morain methods), then only the generic NFS algorithms apply.
i. In a large-characteristic finite field, the generalized Joux-Lercier method of asymptotic complexity $L_{Q}[1 / 3,1.923]$ (and $L_{Q}[1 / 3,1.90]$ in the multipleNFS version) applies.
ii. In a medium-characteristic finite field, the conjugation method of asymptotic complexity $L_{Q}[1 / 3,2.20]$ applies. The multiple-NFS version has an asymptotic complexity of $L_{Q}[1 / 3,2.15]$. The finite field size does not need to be enlarged for now.
In practice for large sizes of finite fields, the Sarkar-Singh method that interpolates between the GJL and the Conjugation methods provides smaller norms. In this case, the key size should be enlarged by maybe $10 \%$ but not significantly since the asymptotic complexity is not lower than the complexity of NFS in a prime field: $L_{Q}[1 / 3,1.923]$.
(b) If $p$ is given by a polynomial of degree at least three, i.e., $p=P(u)$ where $\operatorname{deg}(P) \geq 3$, then the Joux-Pierrot method applies. In the mediumcharacteristic case, the asymptotic complexity tends to $L_{Q}[1 / 3,1.923]$ for large $\operatorname{deg}(P)$. In large characteristic, the pairing-friendly curves $(k=2,3,4,6$ for instance) are such that $\operatorname{deg}(P)=2$ only.
2. If $n$ is composite, then the extended tower-NFS technique, firstly introduced by Kim then improved by Barbulescu, Kim, Sarkar and Singh, and Jeong, applies.
(a) If $p$ has no special form or is given by a polynomial of degree at most 2 (MNT curves of embedding degree 4 and 6, Cocks-Pinch and Dupont-Enge-Morain methods), then the asymptotic complexity is $L_{Q}[1 / 3,1.74]$ so asymptotically, the finite field size should be enlarged by a factor $4 / 3$.
(b) If $p$ has a special form, then the asymptotic complexity is $L_{Q}[1 / 3,1.56]$ and asymptotically, the finite field size should be doubled.
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