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Abstract. The neural networks have significance on recognition of crops disease 

diagnosis， but it has disadvantage of slow convergent speed and shortcoming of local 

optimum. In order to identify the maize leaf diseases by using machine vision more 

accurately, we propose an improved particle swarm optimization algorithm for neural 

networks. With the algorithm, the neural network property is improved. It reasonably 

confirms threshold and connection weight of neural network, and improves capability of 

solving problems in the image recognition.At last, an example of the emluatation shows 

that neural network model based on pso recognizes significantly better than without 

optimization. Model accuracy has been improved to a certain extent to meet the actual 

needs of maize leaf diseases recognition. 
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1   Introduction 

Grey speck disease, brown spot and leaf blight are important leaf diseases in the warm and 

humid maize areas in china, and they have become more and more serious for recent years[1-3]. 

The traditional identification method is observing with naked eyes by plant protection expert and 

seasoned farmers which is a time consuming and costly process [4-5]. In recent years, with the 

development of the image processing and pattern recognition technology, Automatic recognition 

by neural network has been an active topic in the field of disease recognition. But traditional 

neural network has the weaknesses such as slow convergent speed, easy getting into local 

minimum and low rate of correct motion pattern recognition.Particle swarm optimization (pso) 

is an evolutionary computation technique, it can be used to solve many kinds of optimization 

problem.In this paper, an improved particle swarm optimization ( pso) algorithm is applied to 

solve the problem, and the improved methods is used in recognition of maize leaf 

diseases.Experiments show that the recognition accuracy and efficiency of this method are 



 

improved compared with other feature extraction methods. It builds a base for maize leaf 

diseases diagnosing and recognizing, and improve its research and application in this field . 

2. Swarm Optimization Algorithm  

Particle swarm optimization seeks and traversals the optimal particle in solution space. Here 

surpose the spatial dimension of situation is D and the particle swarm number is S.so particles i is 

expressed by the formula： 

1 2( , , , ) ( 1,2, , ; 1,2, , )i i i idX x x x i S d D 
 

Running speed of i is expressed by Vi in the formula： 

1 2( , , , )i i i idV v v v
 

The optimum point of i is expressed by the formula： 

1 2( , , , )i i i idP p p p
 

Global advantage of the number of particles is expressed by the formula： 

1 2( , , , )g g g gdP p p p
 

Position and speed of all the Particle swarm is shift by using iteration method.the iterative rule is 

expressed by the formula： 

1
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The value of k is related to the number of iterations and c1，c2 is related to the accelerated factor. 

Using the alterable parameter r1，r2 to adjust the speed and give expression to the randomicity 

of movement.The motion inertia is expressed by the parameter ωi. The following factors 

determine the real-time speed and position: 

(1) The last speed and location; 

(2) The trend to approach to optimal location; 

(3) Members of particle swarm timely adjust the speed and location for information exchange. 

Traditional neural network has low rate of correct motion pattern recognition, and slow 

convergence rule of the network [6-9].We introduce pso to improve the algorithm.  

3. Neural Network Based on Improved PSO 

3.1Opposition-Based Learning  

The principle is as the following [10]: 



 

When searching the optimum solution x, the usual method is to begin from initial point χ 

which is determined randomly or according to the experience and obtains the global solution. To 

resolve the complex problem such as initialization of the weights of the neural network, the 

method adopted is determined by random samples. A problem to solve is when the random 

initial weights is apart from the optimal solution, calculating for optimization and searching is a 

CPU intensive work and convergence is difficult.So in theory, initial feasible solution can be 

investigated from at all positions and directions of the random point. Supposes that the 

comparative direction is beneficial for searching and the definition of point is given below firstly 

[11-14]: 

Definition 1: Suppose 
[ , ]x a b

 is a real numbers,and its opposite point χis definded as 

follows: 

a b x   
 

Similarly, opposite point in a multidimensional space is definded as follows: 

Definition 2: Suppose that  1 2( , ... )nP x x x
 is a point in n dimensional space, 

1 2, ... nx x x R
 and

[ , ]i i ix a b
,

{1,2...... }i n 
 , the opposite point of P is definded 

as 1 2( , ... )nP   
,in which i i i ia b x   

,
{1,2...... }i n

. 

The method of Opposition-Based Learning is provided below： 

Suppose the function to be optimized is 
( )f x

 and the fitness function is
(.)g

 which is used 

to evaluate the quality of candidate solution. 
[ , ]x a b

 is a random initial point andχ is the 

opposite point of x. In the courses of iterative optimization,the values of x andχare first 

calculated. Then by comparing the fitness function of the two points to determine the larger 

one.If
( ( )) ( ( ))g f x g f 

, values of x is regarded as the retention value, otherwise, χ. 

For example, when optimizating a function of one variable defined on the interval
[ 1, 1]a b

 as 

shown in fig. 1, the method is: through repeated iteration to evaluate the candidate solution and 

its opposite solution to find the optimal solution. Initial the x point firstly and obtain its opposite 

point x0.then calculat the the distance of d and d0 with the optimum solution respectively.if d0< d, 

binary search the space of x, otherwise of x0. Iterate on till the distance with the optimum solution 

is less than the predefined thresholds. 

Opposition-Based Learning is introduced in order to enhance the performance procedure is 

provided as following: 

Step1: By using random generation method, the initial uniformly random distributed population 

is { , | 1,2,... }X Xi Vi i N  . 



 

 
 

Fig. 1. optimize single variable                     Fig. 2.  Simple definition of expand variatio 

Step2: for each particle in populationX, constitute the opposite population from the 

calculation of the opposite particle { , | 1,2,... }OX OXi OVi i N  whose position 

and velocity are described as id d d idox L U X   and
min max

id d d idov V V v   . 

Step3: according to the fitness, choose n particles as initial population 

0 0 0{ , | 1,2,... }i iX X V i N  from X and OX. 

In order to search out the global optimal solution in a higher dimensional space, we introduce the 

mutation model to obtain 2 particles by expansion and contraction. Fitness degree values among 

the 3 particles are compared and the best is retain for r the next iterative.   

For example shown as the figure2，a particle expansion is from A (1, 1, 1) to B (2, 2, 2). 

Its position changes as the formula： 

( 1) ( ) * ( )x i x i a x i    

3.2Particle Swarm Optimization 

Based on particle swarm optimization algorithm, parameter t is used as the adaptability function. 

The formula is the expression: 

2
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The sum of example is denoted by N. The meaning of y
d
j，i is the predict value from samples i 

and node j. Let yj，i denote the actual value related the predict one. The number of the nodes is 

denoted by m. the normal steps to establish neural network can be summarized as follow: 

Step1:  To design and train the structure of neural network by the training documents cluster; to 

determine the initial parameters; 

Step2: To determine the particle swarm initial value based on the neural network which is 

constructed in Step1; 



 

Step3: By initializing a random particle swarm, updating the velocity and position of particles in 

accordance with the fitness of particles, searches the optimal coordinates through iterative 

searching. 

Step4: The scheme stops iterative computing when the iterative number is is correct. The global 

optimal solution and the network structure are obtained.If scheme condition is not satisfied, go to 

Step3. 

4. Experimental Results 

4.1Acquisition and Processing 

Diseased leaves of leaf blight, gray leaf spot, and brown spot are collected from experimental 

station of Hebei agricultural university in 2013. The collected images are saved as jpg file. 

Image preprocessing schemes include gray processing, histogram equalization and Image 

segmentation.then from the open and close operations,Fig. 3 and Fig. 4 show the preprocessing 

effects: 

      

FIG. 3. Median filtering before(left) and after(right)      FIG. 4. Image segmentation before (left) and after (right) 

4.2Feature Extraction  

Shape Features Extraction 

 (1) Lesion area 

After image segmentation, the area parameter is the number of pixels of disease part, which is 

expressed as A0: 

0

1

( , )
N

i

A f x y



 

(2) Geometrical center 

The centroid of 2d shape of leaf lesions is regarded as geometrical cente，in which R is the 

diseased spots: 

( , )0

( , )0

1

1

x y R
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(3) Minimum exterior rectangle 

Using the four vertex coordinates of encircle rectangle,this parameters is represented as 

min min( , )X Y max min( , )X Y max max( , )X Y min max( , )X Y
, among which Xmin, Xmax, Ymin, 

Ymax denote respectively maximum and minimum of ordinates and abscissas. 

(4) Rectangle degree 

Rectangle degree means that the ratio of lesion area and minimum exterior rectangle which is 

expressed Rt： 

0 cirRt A A
 

The area of lesion is expressed as A0 and the area of minimum exterior rectangle is expressed as 

Acir. Thus it can be seen that Rt∈[0，l]. 

If value of Rt is approaching to 1,the spot shape can be regarded more similar to rectangle, if 

approaching toπ/4, the shape can be a circular. Other values indicate that the spot is mainly 

irregular in shape. 

(5) Roundness degree 

Roundness degree means that the similarity between the circular and the spot shape： 
2

04C A L
 

In the formula given above, the circumference of disease spot ferred to as L respectively. Thus it 

can be seen that C∈[0，l]. If value of C is approaching to 1, the spot shape can be regarded 

more similar to circular. 

(6) Figure complexity 

This parametric reflects the discreteness of the spot shape which is expressed as S： 
2

0S L A
 

L and A0 denote respectively the circumference and area of disease spot. The larger the value of 

circumference is, the stronger the discreteness and image complexity will be. 

Color Features Extraction 

HSI color space is introduced to extract the color feature. Its main advantage is stable structure 

and less dimensions.So the image is converted from RGB model to HSI one by the formula 

[15-16]： 
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The results of study show that abundant information of the source image is included in the lower 

order moments and middle order moments of color moment. The most remarkable characteristic 

of three components in RGB is the B component about maize leaf diseases. 

Texture Features Extraction 

We use a gray-primitive co-matrix to describe the feature more exactly. Let N be the the grey 

step in leaf diseases image. The gray level cooccurrence matrix is expressed by the formula： 

1 1 2 2 1 1 2 2

( , )

{[( , ), ( , )] ( , ) ( , ) }
( , )d

x y x y S f x y i f x y j
M i j

S


   


 
In the formula, denote the gray level cooccurrence matrix by M(θd), in which θ represents 

the direction and d represents the spatial distances between pixels.So the meaning is the 

probability of coexisted pixels in one diseased spots which respectively has the gray level of i 

and j . Denote the coordinates of a pair of pixel by （x1，y1）and（x2，y2）. Thus, the pixel 

number is expressed as  f（x1，y1）and f（x2，y2）. The total number of coexisted pixels which 

satisfies the conditions is denoted by S. The following parameters are selected for texture 

features expression through a number of experiments. 

(1)E(θ，d)  

It represents the energy of the matrix which can be represented by the formula： 

2

( , )( , ) ( , )
n n

d

i j

E d M i j 
 

In the formula, M(θd)  represents the gray level cooccurrence matrix, I and j represent the gray 

value of pixel pair in diseased spots. E(θ，d) has a higher value if there is most energy aronnd 

the diagonal. 

(2)H(θ，d) 

It represents the entropy of gray level cooccurrence matrix which can be represented by the 

formula： 

( , ) 2 ( , )( , ) ( , ) log ( , )
n n

d d

i j

H d M i j M i j   
 

The value of H(θ，d) directly proportional to image information quantum. H(θ，d) has a 

higher value if image texture distribution is equilibrium. 

(3)I (θ，d) 

It represents the moment of inertia of gray level cooccurrence matrix which can be represented 

by the formula： 

2

( , )( , ) ( ) ( , )
n n

d

i j

I d i j M i j  
 

The value of I (θ，d) is related to the image clarity of texture. I (θ，d) is very small if the center 

of matrix is near main diagonal which also reflects the image texture is roughness and obscure. 

(4) C(θ，d) 



 

It represents the correlation of inertia of gray level cooccurrence matrix which can be represented 

by the formula： 
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The value of I (θ，d) is related to the similarity of row and column elements. In the formula, μx 

represents the mean of each column sum in gray level cooccurrence matrix. μy represents the 

mean of each row sum. σx represents the variance of each column sum and σy  the each row 

sum[17]. 

4.3Recognition of Diseases 

The design of a typical three-layer structure neural network is constructed by sigmod. 

The shape features of maize disease spots image consists of 6 attributes as follow: lesion area, 

geometrical center, minimum exterior rectangle, rectangle degree, roundness degree, figure 

complexity. 

The color features consists of 6 attributes as follow: the first, second and third moment of B and 

H components. 

The texture features consists of 8 attributes as follow: the respective mean value and standard 

deviation of E (θ，d), H (θ，d), I (θ，d), C (θ，d). 

All of these attributes are used as the inputs of artificial neural network. It contains 20 neurons in 

total. The output neurons are composed of three major leaf disease of maize: leaf blight, maize 

brow spot and grey speck disease.  

The number of the hidden layer nodes is 19 combining kolmogorov algorithms. After training 

the network based on the method of genetic algorithm the optimized weight and threshold are 

obtained.  

The traditional neural network and the optimization methods are trained respectively and finally 

the suggestibility is compared. 

Choose training samples and confirme learning speed as 0.01. A total of 400 effective samples 

are collected for neural network training which is composed of 175 grey speck disease images, 

105 brown spot and 120 leaf blight. Experimental result show that the neural network model 

convergences at 22 and the optimization neural network at 10. The simulation results show that 

this algorithm can find the optimal solution more rapidly. A comparison is presented as figure5 

and 6 below: 

        

FIG. 5. traditional neural network convergence         FIG. 6.  optimization neural network convergence 



 

Test of the neural network is based on 60 images of maize disease respectively.the recognition 

result is compared below: 

Table I THE MAIZE LEAF DISEASE IMAGE RECOGNITION RESULTS 

maize leaf diseases grey speck 

disease 

brown 

spot 

leaf 

blight 

recognition 

rate 

total numbers of images 60 60 60 ———— 

The recognition rate of traditional 

optimization network % 

86.7 88.3 88.3 87.8 

Optimization of optimization 

network identification rate % 

91.7 93.3 95.0 93.3 

The result showes that the identification rate of optimization network is 93.3%，As contrast, at 

the same time, the traditional neural network is 87.8%.conclusions were summarized that the 

recognition rate is more pronouncedly improved.  

The predict value of optimization network is represented by the four spots. The predict value is 

expressed by abscissa and neural network output the ordinate.the actual value is expressed by the 

dashed line and the the fitting value is the solid line. Comparing the simulation results with the 

real data, we can find that they are similar whose fitting degree R is 0.997.  

5. Conclusions 

In this section, we propose an improved particle swarm optimization algorithm for neural 

networks and applied it for the recognition and diagnosis of main maize leaf diseases. The 

algorithm is based on Opposition-Based Learning and makes the pso high efficiency in 

searching for the best solution in the global area to improve neural network predictive model. 

Research on neural network in image recognition continues at a rapid pace. This survey provides 

an introduction to the main concepts of an improved particle swarm optimization algorithm for 

neural networks and applied it to the diagnosis of maize disease. The simulation result shows the 

effectiveness of the method. However, the new optimal methods of neural network can obtain 

preferable purpose too, such as simulate anneal algorithm, Genetic algorithm et al. At present, 

the technique of disease detection based on image processing is still a new field of application.it 

show great potential and form one of the dominant research directions in both agricultural field 

and the field of image processing. 
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