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The period adding and incrementing bifurcations:

from rotation theory to applications∗

Albert Granados† Llúıs Alsedà‡ Maciej Krupa§

Abstract

This survey article is concerned with the study of bifurcations of
piecewise-smooth maps. We review the literature in circle maps and quasi-
contractions and provide paths through this literature to prove sufficient
conditions for the occurrence of two types of bifurcation scenarios involv-
ing rich dynamics. The first scenario consists of the appearance of periodic
orbits whose symbolic sequences and “rotation” numbers follow a Farey
tree structure; the periods of the periodic orbits are given by consecutive
addition. This is called the period adding bifurcation, and its proof re-
lies on results for maps on the circle. In the second scenario, symbolic
sequences are obtained by consecutive attachment of a given symbolic
block and the periods of periodic orbits are incremented by a constant
term. It is called the period incrementing bifurcation, in its proof relies
on results for maps on the interval.
We also discuss the expanding cases, as some of the partial results found
in the literature also hold when these maps lose contractiveness. The
higher dimensional case is also discussed by means of quasi-contractions.
We also provide applied examples in control theory, power electronics and
neuroscience where these results can be applied to obtain precise descrip-
tions of their dynamics.
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1 Introduction

Piecewise-smooth (piecewise-defined or non-smooth) systems are non-regular or
discontinuous systems induced by dynamics associated with sharp changes in
position, velocity, or other magnitudes undergoing a jump in their value. This
type of systems provide more natural and simpler models in many applications,
such as switching systems in power electronics [31, 133, 53, 16], sliding-mode
techniques in control theory [130, 43, 52, 47], hybrid systems with resets in
neuroscience [35, 83, 103, 74] or impact systems in mechanics [78, 71, 72]. Using
non-smooth modeling can reduce the dimension of the system, but may result
in more complicated dynamics.
As a consequence of its broad field of application, the interest in such type of
systems has considerably grown in the last decade (see [101] for a recent general
survey). In particular, piecewise-smooth maps have captured the attention of
many researchers, who have studied them from very different perspectives. One
of the most reported dynamical aspects are the different bifurcations scenarios
that they may exhibit, which turn out to be extraordinarily rich. Seduced by
their graphical beauty and mainly supported by computations, many authors
have recurrently observed and reported these bifurcation phenomena. However,
although they assemble many well known results on circle maps, they have been
considered as new and exclusive of piecewise-smooth maps.

In this review article we show that many of the well known results for circle
maps developed in the 80’s and early 90’s can be used to obtain rigorous proofs of
general results that can be systematically applied to one-dimensional piecewise-
smooth contracting maps. Moreover, we also show how many of these results
scattered in the literature are also valid not only for piecewise-smooth expanding
maps, but also for higher-dimensional ones.
In the general setting for the one-dimensional case we consider a piecewise-
smooth map undergoing a discontinuity at x = 0, and consider as parameters the
two lateral images at this point. To our knowledge, such a map was first studied
by Leonov [95], and later on obtained as an approximation of a Poincaré map
of smooth flow near a homoclinic bifurcation of the figure eight and butterfly
types [120, 80] (see Sections 2.2 and 7.1.1 for more references).
Depending on the signs and magnitude of the slopes of the map at both sides
of the discontinuity, the bifurcation scenario in this two-dimensional parameter
space may be very different. These signs are determined by the number of
twists exhibited by the invariant manifolds (their orientability) involved in the
homoclinic bifurcation ([66, 80]). When the map is contracting in both sides
of the discontinuity and both slopes have different sign, the so-called period
incrementing scenario occurs. This bifurcation was reported in [80], and the
details of the proof for this case were given in [18]. However, if both slopes are
positive, then the so-called period adding scenario occurs.

Although this latter scenario has been widely reported in the literature (see
Section 2.2) its proof is scattered throughout the literature in form of partial re-
sults using different approaches. In the late 80’s, Gambaudo et al. ([61, 60, 63])
provided strong rigorous results in this direction by means of the maximin ap-
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proach (see Section 6). These provide very precise information on the symbolic
sequences. Moreover, they were stated for maps in metric spaces of arbitrary
dimension, which permits us to adapt them to provide results for piecewise-
smooth maps in Rn. As a counterpart, they do not allow one to distinguish
straightforwardly between the two mentioned bifurcation scenarios.
In order to prove the bifurcation scenario for the increasing-increasing case, we
propose to reduce the piecewise-smooth map to a discontinuous circle map. We
then assemble and adapt many well known results for rotation theory to the dis-
continuous case in order to provide the most straight path to prove the period
adding bifurcation scenario. The main advantage with respect to the maximin
approach is the fact that this method does not require the map to be contract-
ing but it only relies on its invertibility, and hence requires weaker assumptions.
However, the maximin approach, although it requires a lot of contractiveness,
the obtained results are valid in higher dimensions.
Other approaches suggest to proceed with renormalization arguments [62, 112,
68, 132, 80, 81] to prove the occurrence of the period adding bifurcation scenario.

Beyond its relation with homoclinic bifurcations for flows, such type of bifur-
cation scenarios have been observed in more applied contexts modeled by both
one and n-dimensional piecewise-smooth maps. Examples of such applications
where these bifurcation scenarios appear are power electronics ([45, 29, 113, 67,
136, 7, 85, 134]), control theory ([46, 58, 51, 133, 135, 50, 51]), economics ([126])
or neuroscience ([57, 74, 84, 89, 103, 122, 116, 124, 125, 123]).
Typically, these bifurcation scenarios are numerically observed in two-dimensional
parameter spaces near codimension-two bifurcation points. Such points involve
the emergence of an infinite number of bifurcation curves, and were called big
bang bifurcations by the non-smooth community [22].
In this survey we also provide illustration on how rotation theory can be applied
to provide a rigorous basis to analyze bifurcations of piecewise-smooth maps in
four different applied contexts: non-smooth dynamics, control-theory, math-
ematical neuroscience and power electronics. We first study (Section 7.1.1)
bifurcation scenarios around codimension-two bifurcation points given by the
collision of two periodic orbits with the boundary (big bang bifucations). In
the second example (Section 7.1.2) we consider a nonlinear system subject to
sliding-mode control in order to stabilize it around a desired “equilibrium” point.
In the third example (Section 7.1.3), we consider a periodically forced integrate-
and-fire model, a hybrid system widely used in neuroscience. For these two last
examples we show how the period adding bifurcation scenario explains the dy-
namics of the systems and how the symbolic dynamics help to obtain relevant
properties from the applied point of view. We finally provide two more examples
leading to period-adding like bifurcations for planar piecewise-smooth maps: a
higher order system subject to sliding-mode control with relays (Section 7.2.1)
and a DC-DC boost converter controlled with so-called ZAD Strategy (Sec-
tion 7.2.2).

This work is organized as follows. In Section 2 we provide basic definitions
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and a detailed statement of the results for the one-dimensional case. In Sec-
tion 3 we review and extend results for circle maps to provide a proof of the
period adding bifurcation scenario (increasing-increasing or orientation preserv-
ing case). A detailed summary of the proof is given in Section 3.2. In Section 5
we emphasize up to which extend the previous results are also valid in the
presence of expansiveness.. In Section 4 we revisit the proof provided in [18]
for the period incrementing bifurcation scenario (increasing-decreasing or non-
orientable case). In Section 6 we review the maximin approach, and show how
it can be applied to obtain results for piecewise-smooth maps in Rn. Section 7
is dedicated to illustrate how these results can be used in different applied fields
by applying them five examples. Finally, we conclude in Section 8 with some
discussions and proposals for future directions.

2 Basic definitions and overview of results

2.1 System definition and properties

Let us consider a piecewise-smooth map

f(x) =

{
µL + fL(x) if x < 0

− µR + fR(x) if x > 0,
(2.1)

with x ∈ R and fL, fR smooth functions satisfying

h.1 fL(0) = fR(0) = 0

h.2 0 < (fL(x))′ < 1, x ∈ (−∞, 0)

h.3 0 < |(fR(x))′| < 1, x ∈ (0,∞).

We wish to describe the possible bifurcation structures obtained when parame-
ters µL and µR are varied.

Remark 2.1. The global contractiveness of the maps fL and fR is assumed
for simplicity reasons. This allows to state results on bifurcations for arbitrarily
large values of µL and µR. However, if contractiveness holds only locally at
the origin, then all the results presented here are still valid for values of these
parameters close enough to the origin. Their validity when contractiveness i lost
is discussed in Section 5.

Remark 2.2. For convenience, we do not define at this point the map f at
x = 0. Roughly speaking, the only difference given by the election of the value
of f at x = 0 will consist of the existence or not of fixed points and periodic
orbits at their bifurcation values. We remark that one cannot only consider the
value of f at x = 0 by choosing one lateral image, but also one can consider both
images or non. We will focus on this question whenever it becomes relevant.
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Due to condition h.1, the map (2.1) is discontinuous at x = 0 if µL 6= µR.
As we will show, this discontinuity introduces exclusive dynamical phenomena
which are not possible in smooth (C1) one-dimensional systems. As discussed
in the introduction, one observes similar phenomena (the bifurcation scenarios
described below) in smooth flows of dimension three near homoclinic bifurca-
tions. They are also observed in smooth maps, when restricted to the circle
instead of R.
This discontinuity represents a boundary in the state space abruptly separating
two different dynamics: the ones given by the maps fL and fR. These dynamics
will strongly depend on the sign of f ′R(x) on (0,∞) leading to completely differ-
ent families of periodic orbits. Note that the cases when fL(x) and fR(x) have
different slopes in their respective domains are conjugate through the symmetry
x←→ −x. Moreover, as it will be shown below, when both fL(x) and fR(x) are
decreasing functions in their respective domains, the possible dynamics will be
easy. Therefore we can restrict to the case that fL(x) is an increasing function
in (−∞, 0), as stated in h.2.

One of the differences between the families of periodic orbits that one can find
depending on the sign of f ′R(x) in (0,∞) will be given by the sequence of steps
that periodic orbits perform at each side of the boundary x = 0. Therefore, we
will introduce the symbolic dynamics given by the following symbolic encoding.
Given a point x ∈ R, we associate to its trajectory by f , (x, f(x), f2(x), . . . ), a
symbolic sequence given by

If (x) =
(
a(x), a (f(x)) , a

(
f2(x)

)
, . . .

)
, (2.2)

where

a(x) =

{
R if x > 0

L if x < 0.
(2.3)

As a(x) provides a symbol of length one (L or R), one can omit the comas
separating the symbols in Equation (2.2) without introducing imprecisions.
We call this the itinerary of x by f or the symbolic sequence associated with the
trajectory of x by f .
Let us now consider the shift operator acting on symbolic sequences

σ (x1x2x3 . . . ) = (x2x3 . . . ), (2.4)

where xi ∈ {L,R}.
Clearly, the shift operator satisfies

σ (If (x)) = If (f (x)) . (2.5)

Of special interest for us will be the symbolic sequences associated with
periodic orbits. In this case, the symbolic sequences will be also periodic and
we will represent them by the repetition of the generating symbolic block. For
example, let (x1, x2) be a periodic orbit,

f(x1) = x2

f(x2) = x1,
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and assume x1 < 0 and x2 > 0. Then, the symbolic sequences associated with
x1 and x2 are

If (x1) = (LRLR . . . ) := (LR)∞

If (x2) = (RLRL . . . ) := (RL)∞,

where ∞ indicates infinite repetition.
Due to property (2.5), the shift operator acts on the generating blocks as a
cyclic permutation of offset 1, as it moves the first symbol to the last position.
More precisely, if (x1, . . . , xn), xi ∈ R, is a periodic orbit of f and (x1 . . .xn)∞,
xi ∈ {L,R}, is the symbolic sequence associated with the periodic trajectory of
x1, then

σ(If (x1)) = (x2x3 . . .xnx1)
∞
.

Hence, a periodic orbit of length n can be represented by n different symbolic
sequences obtained by cyclic permutations one from each other.

Definition 2.3. Symbolic sequences can be ordered by lexicographical order in-
duced by L < R. That is,

(x1x2 . . . ) < (y1y2 . . . )

if and only if x1 = L and y1 = R or x1 = y1 and there exists some j ≥ 1 such
that

xi = yi, for all i < j

xj = L
yj = R.

Example 2.4. The sequences (x1,x2,x3,x4)∞ = (L2,R,L)∞ and (y1,y2,y3,y4)∞ =
(L2,R2)∞ satisfy

(L2,R,L)∞ < (L2,R2)∞,

as x4 = L and y4 = R and xi = yi for 1 ≤ i ≤ 3.

Definition 2.5. Given a periodic symbolic sequence x = (x1 . . .xq)
∞, we will

say that it is minimal if
x = min

0≤k<q
σk(x),

and similarly for a maximal symbolic sequence.

Note that the min and max operators act on sequences following the order
given in Definition 2.3, and hence its output is also a sequence.

Example 2.6. The sequence (L2,R)∞ is minimal, whereas (R,L2)∞ is maxi-
mal, ase we get

(L2,R)∞ = min
{

(L2,R)∞, (L,R,L)∞, (R,L2)∞
}

(R,L2)∞ = max
{

(L2,R)∞, (L,R,L)∞, (R,L2)∞
}
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Definition 2.7. We will say that a periodic orbit of length n is a x1 . . .xn-
periodic orbit, xi ∈ {L,R}, if there exists some point of this periodic orbit,
xi ∈ R such that

If (xi) = (x1 . . .xn)∞.

Example 2.8. The periodic orbit (−1,−0.5, 1,−2), satisfying

f(−1) = −0.5 f(−0.5) = 1 f(1) = −2 f(−2) = −1,

is a L2RL, LRL2, RL3 and L3R-periodic orbit, as

If (−1) = (L2RL)∞

If (−0.5) = (LRL2)∞

If (1) = (RL3)∞

If (−2) = (L3R)∞.

Usually, in order to represent the symbolic sequence of a periodic orbit we
will choose its minimal representative. For example, assume (x1, . . . , x5) is
a 5-periodic orbit such that If (x1) = (LRLLR)∞. Then, we will say that
(x1, . . . , x5) is a L2RLR-periodic orbit or a periodic orbit of type L2RLR,
where the superindex 2 means that there two consecutive symbols L.

Given a periodic orbit, besides its period, one important characteristic asso-
ciated with its symbolic sequence is the number of symbols R and L and how
are they distributed along the sequence. The latter will be explained in detail
below. For the former we need the following

Definition 2.9. We call Wp,q the set of periodic symbolic sequences generated
by a symbolic block of length q containing p symbols R:

Wp,q =
{

y ∈ {L,R}N |y = x∞, x ∈ {L,R}q and x contains p symbols R
}

Example 2.10. The sets W2,7 and W3,7 become

W2,7 =
{

(L5,R2)∞, (L4,R,L)∞
}

and
W3,7 =

{
(L4,R3)∞, (L3,R2,L,R)∞, (L2,R,L,R,L,R)∞

}

Let now W be the set of all periodic symbolic sequences:

W =
⋃

(p,q)=1

Wp,q,

where (·, ·) refers to the greatest common divisor.
We next define the η-number associated with a periodic symbolic sequence:
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Definition 2.11. Let x = (x1 . . .xq) ∈ {L,R}q be a symbolic sequence, and let
p be the number of symbols R contained in x. We then define the η-number of
x as

η : W −→ Q
x∞ 7−→ p

q
(2.6)

if x ∈Wp,q, (p, q) = 1.

Example 2.12. The η-number of the sequences (R3,L)∞ and (L2,R,L,R)∞

become

η
(
(R3,L)∞

)
=

3

4

and

η
(
(L2,R,L,R)∞

)
=

2

5
.

As it will detailed below (Section 3.1, see Remark 3.4), under certain con-
ditions, the piecewise-smooth map (2.1) becomes a circle map with rotation
number the η-number. Hence, the η-number as defined above is frequently re-
ferred to as rotation number in the context of piecewise-smooth maps, even
when these conditions are not satisfied (see for example [63, 60]).

We now focus on the question of, for a map f of type (2.1) satisfying h.1–
h.3, what are the possible periodic orbits, their symbolic sequences and their
bifurcations in the parameter space given by the offsets, µL × µR.
To this end, we first note that, if µL, µR < 0, as the maps fL and fR are
contracting, then f possesses two attracting coexisting L and R-fixed points
xL < 0 and xR > 0:

fL(xL) = xL
fR(xR) = xR.

The domains of attraction are separated by the boundary x = 0. Indeed, if
both fL and fR are increasing maps, then these domains become (−∞, 0) and
(0,∞), respectively. Note that, although x = 0 is not an invariant point (an
equilibrium), it acts as a separatrix between these domains of attraction.
If one of these two parameters vanishes and becomes positive (for example µL),
the fixed point xL collides with the boundary x = 0 and undergoes a border
collision bifurcation. Depending on how the map f given in Equation (2.1) is
defined at x = 0, at the moment of the bifurcation this fixed point may still exist
or not. Just after this bifurcation, xL no longer exists, and the fixed point xR
becomes the unique global attractor. As will be discussed below, this fixed point
may coexist with a two-periodic orbit. A similar situation occurs when the pa-
rameter µR crosses 0, replacing in the previous argument xL by xR. Hence, the
origin of this parameter space consists of a codimension-two bifurcation point.
But then the question arises: what does exist when both parameters are positive
and both fixed points disappear in border collision bifurcations? The answer to
this question (summarized in Section 2.2 and Section 2.3) depends on the signs
of the slopes of the maps fL and fR for x < 0 and x > 0, respectively. Recalling
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Figure 2.1: Bifurcation curves on the two-dimensional parameter space µL×µR
for a linear increasing-increasing piecewise-smooth map. The periods of the
periodic orbits found along the ccurve γ(λ) are shown in Figure 2.2(a).

that the increasing decreasing and decreasing-cases are conjugate, we will only
distinguish between two cases: increasing-increasing and increasing-decreasing.
These are also typically referred as orientation preserving and non-orientable
cases.
As will be argued in Section 2.4, the decreasing-decreasing case is straightfor-
ward under the assumption of contractiveness.

2.2 Overview of the orientation preserving case: the pe-
riod adding

The bifurcation scenario when both fL and fR are both increasing is shown in
Figures 2.1 and 2.2. As shown in Figure 2.1, there exist an infinite number of
bifurcation curves emerging from the origin of the parameter space µL × µR.
Note that these curves are straight lines due the fact that the chosen map for the
simulations was a linear one. Obviously, similar non-linear curves are obtained
otherwise. Note also that these curves extend to infinity due to the fact that
the chosen maps are globally contracting. If contractiveness was lost, other
bifurcations would appear.

The bifurcation curves shown in Figure 2.1 separate regions of existence of
periodic orbits. The periods of these periodic orbits are given by “successive

10



(a) (b)

Figure 2.2: Bifurcation scenario along the curve, γ(λ), shown in Figure 2.1
and defined in Equation (2.7). (a) periods of the existent periodic orbits. (b)
η-number: ratio between number of R’s and the period.

addition” of the ones of “neighbouring regions”1. We will make this more pre-
cise in Section 3. However, this can be seen in Figure 2.2(a), where we show
the periods of the periodic orbits found along the curve shown in Figure 2.1
parametrized counterclockwise by a parameter λ which will be clarified in Sec-
tion 2.4. As one can also see there, the symbolic sequences (some of them are
labeled) of obtained periodic orbits are given by successive concatenation of the
“neighbouring” ones.

Of relevant interest is the evolution of the η-number (see Definition 2.11)
along the mentioned curve in Figure 2.1. This is shown in Figure 2.2(b), and
follows a Devil’s staircase (a continuous and monotonically increasing function
which is constant locally almost everywhere).

As explained in Section 1, to our knowledge, this bifurcation scenario was
first described by Leonov in the late 1950s ([95, 96, 97, 98]), when studying a
piecewise-linear map similar to (2.1) by means of direct computations. Later on,
this phenomenon was studied in more detail from different perspectives. It was
observed when studying homoclinic bifurcations for flows ([120, 40, 62, 128, 112,
60, 63, 100, 66, 80]) (see Section 7.1.1 for more details), but also in electronic
circuits given by the Van der Pol oscillator ([90, 99]) or circle maps [88, 104].
Later on, it was rediscovered by the non-smooth community and called in [22]
period adding. This is precisely defined in Definition 3.5.

1The term neighbour refers to the concept of Farey neighbours, see Section 3.1
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Figure 2.3: Bifurcation curves on the two-dimensional parameter space µL×µR
for a linear increasing-decreasing piecewise-smooth map. Regions of coexistence
are filled in gray. The periods of the periodic orbits found along the curve γ(λ)
are shown in Figure 2.4(a).

2.3 Overview of the non-orientable case: the period in-
crementing

For the increasing-decreasing case, one finds the bifurcation scenario shown in
Figures 2.3 and 2.4. As one can see in Figure 2.3, as in the previous case,
there exist an infinite number of bifurcation curves emerging from the origin
of the parameter space µL × µR. Also as before, the chosen map to perform
the simulations was linear and globally contracting. Therefore, the observed
bifurcation curves are straight lines extending to infinity. For a non-linear case
these lines would becomes non-linear curves and, if contractiveness was lost for
larger values of the parameters, new bifurcations would be observed.

Unlike in the orientable case, only families of periodic orbits of the form
LnR exist for the non-orientable one. Moreover, there exist regions in the
parameter space (marked in grey in Figures 2.3 and 2.4) where periodic orbits
with symbolic sequences LnR and Ln+1R coexist.

As mentioned in Section 1, this bifurcation scenario was first described by
Leonov [95, 96, 97, 98]. Later on, it was studied due to its relevance in homo-
clinic bifurcations involving non-orientable homoclinic manifolds [80, 66]. It was
rediscovered in [22] when studying a linear piecewise-smooth map and named
period incrementing. Full details proving that the increasing-decreasing case
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(a) (b)

Figure 2.4: Bifurcation scenario along the curve, γ(λ), shown in Figure 2.3. (a)
periods of the existent periodic orbits. Regions where periodic orbits coexist
are filled in gray. (b) η-number: ratio between number of R’s and the period.

leads to the occurrence of the period-incrementing bifurcation scenario were
given in [18].

2.4 Summarizing theorem

The results presented in the previous sections are summarized in the following

Theorem 2.13. Let f be a map as in Equation (2.1) satisfying conditions h.1–
h.3. Let γ be a C1 curve in the parameter space µL × µR (see Figures 2.1
and 2.3)

γ : [0, 1] −→ R2

λ 7−→ (µL(λ), µR(λ))
(2.7)

satisfying

H.1 µL(λ) > 0 and µR(λ) > 0 for λ ∈ (0, 1)

H.2 (µL(λ))
′
> 0 and (µR(λ))

′
< 0 for λ ∈ [0, 1]

H.3 µL(0) = 0, µR(1) = 0

Then, the bifurcation diagram exhibited by the map fλ obtained from Equa-
tion (2.1) after performing the reparametrization given by γ, follows a

i) period adding structure if 0 < f ′R(x) < 1, x ∈ (0,∞)

ii) period incrementing structure if −1 < f ′R(x) < 0, x ∈ (0,∞)
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for λ ∈ [0, 1].

For a description of the bifurcation scenarios announced in i) and ii), the
period adding and period incrementing, see, respectively, Sections 2.2 and 2.3
for an overview, and Sections 3 and 4 for more details and proofs.

We now explain briefly the case when condition h.2 is not satisfied (fL is
decreasing):

Remark 2.14. If condition h.2 is not satisfied and f ′L(x) < 0 in (−∞, 0), then,

iii) if f ′R(x) < 0 for (0,∞), only an LR-periodic orbit can exist for all λ ∈
(0, 1),

iv) if f ′R(x) > 0, for x ∈ (−∞, 0) the bifurcation scenario is equivalent to ii)
but interchanging L and R in the symbolic dynamics.

Clearly, iii) comes from the fact that, under these conditions, fL((−∞, 0)) ⊂
(µL,∞) and fR((0,∞)) ⊂ (−∞,−µR), and hence, due to the contractiveness
of these maps, f must possess an LR-periodic orbit.
The fact that the cases iv) and ii) are conjugate comes from applying the sym-
metries given by the change of variables x←→ −x.

3 Orientation preserving case

3.1 Detailed description

We first provide a detailed description of the period adding bifurcation structure
by stating some results which will be proved in the rest of this section.

The bifurcation structure given by the so-called period adding is strongly
linked with the ordering of the rational numbers given by the Farey tree. In
order to explain how this tree is generated, we first define the Farey neighbours.
Recall that a rational number p/q is irreducible if (p, q) = 1.

Definition 3.1. We define the Farey sequence of order n (n ≥ 1), Fn, as the
succession of rational numbers p/q ∈ [0, 1] in ascending order, starting with 0/1
and ending with 1/1, such that (p, q) = 1 and q ≤ n.

For example, the Farey sequence of order 6 becomes

0

1
,

1

6
,

1

5
,

1

4
,

1

3
,

2

5
,

1

2
,

3

5
,

2

3
,

3

4
,

4

5
,

5

6
,

1

1
.

Note that all rational numbers are contained in Fn for some n > 0. We then
have the following well known result (see [77]).

Theorem 3.2. The following holds:

i) p/q < r/s are Farey neighbours in Fn if, and only if, rq − ps = 1
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Figure 3.5: (a) Farey tree of rational numbers. (b) Farey tree of symbolic
sequences. Both trees are isomorphic by construction but also through dy-
namical properties of periodic orbits of orientation preserving circle maps (see
Section 3.4.)

ii) if p/q < r/s then
p

q
<
p+ r

q + s
<
r

s
.

Moreover, if p/q and r/s are Farey neighbours at Fn then p/q < (p+r)/(q+
s) and (p+ r)/(q + s) < r

s are Farey neighbours at Fq+s.

Definition 3.3. The fraction p+r
q+s given in Theorem 3.2 is called the Farey sum

or mediant of the numbers p
q and r

s .

We now construct the Farey tree of rational numbers (see Figure 3.5(a)).
Starting with the Farey neighbours 0/1 and 1/1, the Farey tree is generated
by obtaining rational numbers by adding their numerators and denominators.
That is, given two Farey neighbours p/q and p′/q′, they generate the child given
by their mediant, (p+ p′)/(q+ q′), and p/q and p′/q′ become the Farey parents
of the rational number (p+ p′)/(q′ + q′). Note that this provides all the Farey
sequences Fn and, hence, all rational numbers are found in the Farey tree and
are uniquely identified with their Farey parents.

Consder a piecewise-smooth map as defined in Equation (2.1), and recall
that we are interested in the simultaneous variation of the parameters µL and
µR parametrized by λ ∈ [0, 1] through the re-parametrization shown in Equa-
tion (2.7). Then we get that, under the conditions i) of Theorem 2.13, when
this parameter is varied from 0 to 1, the periods of these periodic are given by
the denominators of the rational numbers numbers given in the Farey tree (see
Figure 3.5(a)).

15



As noted by some authors [57], other trees, as the Stern-Brocot, can also gen-
erate this sequence of periods. However, the most interesting relation between
the Farey tree and the sequence of periodic orbits given by the period adding
regards their associated symbolic sequences, and not only their periods. To
explain this, we recall that the η-number (Definition 2.11) is given by the ratio
between the number of R′s contained in a symbolic sequence and its length.

Remark 3.4. As we will show in Section 3.4 (Corollary 3.32), under conditions
i) of Theorem 2.13, the map f given in Equation (2.1) can be reduced to a circle
map and the number η of a symbolic sequence of a periodic orbit becomes the
rotation number of the circle map (see Remark 3.27).

Under conditions i) of Theorem 2.13, when λ in Equation (2.7) is varied
from 0 to 1, one gets periodic orbits with symbolic sequences x∞ ∈W , with x =
x(λ) ∈Wp,q. If one then considers the η-number associated with these symbolic
sequences, η(λ), it turns out that it is a continuous and monotonically increasing
function of λ whose image are all rational values between 0 and 1. However,
the set of values of λ for which η(λ) is is not defined (it “becomes irrational”)
forms a Cantor set of zero measure. Hence, η(λ) is a devil’s staircase, as it is
continuous, monotonically increasing and locally constant almost everywhere.
This function is shown in Figure 2.2(b), and is the well known one formed by
the rotation numbers of the periodic orbits of the so-called Arnold circle map

θn+1 = θn + Ω− 1

2π
sin (2πθn)

when Ω is varied from 0 to 1.
Note that , for η = 0 and η = 1, the map possesses a fixed points with symbolic
sequence L and R, respectively. These undergo border collision bifurcations for
λ = 0 and λ = 1, respectively.

Although each periodic orbit for λ ∈ (0, 1) is in one-to-one correspondence
with a rational number in the Farey tree through the η-number, their symbolic
sequences are, in principle, not uniquely identified. For example, assume that for
a certain value λ = λ2/5 there exists a periodic orbit with η = 2/5. Its symbolic
sequence could be given by any of the generating minimal blocks L2RLR or
L3R2, as they have length 5 and contain two R symbols. It turns out that the
symbolic sequence of a periodic orbits with η-number p/q i uniquely determined.
To explain this correspondance between periodic orbits and symbolic sequences
we construct the Farey tree of symbolic sequences as follows. Starting with
the sequences L and R, one concatenates those sequences whose η-numbers are
Farey numbers. By construction, this provides a unique correspondence between
rational numbers and symbolic sequences through their η-number and the Farey
tree. That is, to each rational number P/Q in the Farey tree one associates a
symbolic sequence ∆ given by the concatenation

∆ = αβ,
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where α and β are the (minimal) symbolic sequences of the Farey neighbours
rational numbers p/q and p′/q′, respectively:

• p/q < p′/q′

• p′q − pq′ = 1

• P/Q = (p+ p′)/(q + q′)

As will be discussed in Section 6, this concatenation provides the so-called max-
imin sequences (see Definition 6.1).
We will prove in Section 3.4 (Propositions 3.31 and 3.33) that the following cor-
respondance holds. The symbolic sequence of the periodic orbit with η-number
p/q is the one which corresponds to rational number p/q in the Farey tree of
symblic sequences.

We are now ready to provide a formal description of the period adding
bifurcation structure.

Definition 3.5. We say that fλ, as in Theorem 2.13 i), undergoes a period
adding bifurcation structure if

i) for all values of λ, except for a Cantor set with zero measure, the map fλ
possesses a unique attracting periodic orbit.

ii) the η-number, η ∈ Q, as a function of λ follows a devil’s staircase: it is a
monotonically increasing continuous function not defined in a Cantor set
of zero measure (it is hence locally constant for almost all values of λ)

iii) if fλ∆
possesses a ∆-periodic orbit with η = P/Q, (P,Q) = 1, then there

exist values λα < λ∆ < λβ such that fλα and fλβ possess α and β-periodic
orbits, respectively, whose η-numbers are Farey neighbours and their medi-
ant is P/Q. Moreover, ∆ is the concatenation of α and β: ∆ = αβ

3.2 Summary of the proof

In order to facilitate the lecture of the proof of the result described in detail in
Section 3.1, we provide a schematic summary of the necessary steps.

1) By performing the change of variables given in Equation (3.1) we first show
that a piecewise-defined map f as in (2.1) satisfying i) in Theorem 2.13 is an
orientation preserving circle map (see Definition 3.6). Although this circle
map will be discontinuous, in Section 3.3 we will show how classical results
for continuous circle maps also hold. In particular, we will show:

(a) Given a map as above, its rotation number exists and is unique (Propo-
sition 3.11).

(b) If a map as above has a rational rotation number, then it possesses a
unique and stable periodic orbit (Proposition 3.14 + contractivness).
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(c) When a map as above has a rational rotation number, the unique peri-
odic orbit must be p, q-ordered (it is a twist orbit, see Definition 3.23)
(Proposition. 3.24).

2) In Section 3.4 we provide symbolic properties of the itineraries of periodic
orbits of orientation preserving circle maps. More precisely:

(a) In Proposition 3.31 we show that the symbolic itinerary of a twist pe-
riodic orbit is a p, q-ordered symbolic sequence. This identifies each
periodic orbit of an orientation preserving map with a unique symbolic
itinerary through its rotation number.

(b) In Proposition 3.33 we show that the itineraries of p, q-ordered periodic
orbits are given by concatenation of the itineraries of the periodic orbits
with rotation numbers the Farey parents of p/q. Hence, they are in the
Farey tree of symbolic sequences shown in Figure 3.5(b).

3) In Section 3.4 we also study one-parameter families of orientation preserving
(discontinuous) circle maps. This is equivalent to varying the parameter λ
under the conditions of Theorem 2.13 i). Using the continuity of the rotation
number (Proposition 3.21) and a result of Boyd (Theorem 3.35), we show
that the rotation number (and hence the η-number) follows a devil’s staircase
leading to the adding scenario when λ is varied from 0 to 1.

We emphasize that the previous steps provide (to our knowledge) the shortest
path to prove i) of Theorem 2.13. However, it is not the only one. In Section 6.4
we provide an alternative to cover some of the steps mentioned above. These
involve the concept of maximin sequences and quasi-contractions.

3.3 Reduction to an orientation preserving circle map and
some properties

In this section we first show that, under condition i) of Theorem 2.13, the
piecewise-smooth map (2.1) can be reduced to a class of orientation preserving
(increasing) discontinuous circle maps.
Then, we present results on circle maps which are well known in the continuous
case. However, by making little modifications of the classical proofs we adapt
them to the discontinuous case. We will make this clear in each particular
situation.

Let us observe that, under condition i) of Theorem 2.13, the piecewise-
smooth map (2.1) is increasing on both sides of the discontinuity x = 0. Hence,
all the dynamics are attracted into the interval [fL(0), fR(0)] = [−µR, µL] (see
Figure 3.6). By identifying these two values, and considering the circle as
R/[−µR, µL], the map becomes a circle map which is continuous at x = 0,
but not necessarily at x = −µR ∼ µL (see Figure 3.6(a)). As we are interested
in varying the parameters µR and µL, we perform the change of variables

φ : [−µR, µL] −→ [0, 1]
x 7−→ x+µR

µL+µR
,

(3.1)
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µL

µL

−µR

−µR

(a)

1

1

c

(b)

Figure 3.6: (a) reduction of an increasing-increasing piecewise-smooth map to
an orientation preserving circle map. (b) circle map after the change of variables
given in Equation (3.1).

which is a strictly increasing homeomorphism mapping −µR to 0 and µL to 1.
Of special interest will be the value

c = φ(0) =
µR

µR + µL
,

which separates the behaviour given by φ ◦ fL ◦ φ−1 and φ ◦ fR ◦ φ−1.
Hence, by identifying the circle with the interval [0, 1], S1 = R/Z, we have
reduced the piecewise-smooth map to a class of circle maps, which consists of
increasing (orientation preserving) circle maps reaching exactly once the value
1 (degree 1) and not necessarily continuous at x = 0 ∼ 1. In the following
definition we make precise such class of maps.

Definition 3.6. We say that

f : S1 −→ S1, (3.2)

S1 = R/Z, is an orientation preserving circle map (of degree one) if there exists
a unique c ∈ [0, 1] (where [0, 1] is identified with the circle S1) such that

C.1 f is C0 in (0, c) and (c, 1)

C.2 there exists c ∈ [0, 1] such that f is increasing in [0, c) and (c, 1]

C.3 f(c−) = 1 and f(c+) = 0

C.4 f(0+) ≥ f(1−),
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Figure 3.7: Lift of the of the circle map shown in Figure 3.6(b). In gray we
show the circle map for x ∈ (c, 1).

Due to the existence of c fulfilling C.3, such a circle map is of degree one,
as the image of S1 by f twists at most once around S1. When also considering
condition C.4 we ensure that such an orientation preserving map is invertible.
However, condition C.4 allows this class of maps to be not necessary continuous
at x = 0. Hence, at x = 0 and x = 1 one can choose between the image from
the left or right of x = 0 (or indeed any other value). When convenient, we will
choose both values at x = 0 and x = 1 and deal with a bi-valued function.

Notice that, at this point, we are not requiring contractiveness, and all results
in this section hold also for expansive maps as long as conditions C.1–C.4 are
satisfied.

Definition 3.7. Let f be a map satisfying conditions C.1–C.4. We will say
that F is a lift of f of degree N ≥ 0 if

F (x+ n) = f(x) + nN if 0 ≤ x < c

F (x+ n) = f(x) + nN + 1 if c ≤ x < 1
(3.3)

If N = 1, we will refer to F just as the lift of f .

Remark 3.8. The previous definition of the degree of a circle map differs from
the standard one. When f is a continuous circle map, the degree of its lift F is
the integer number N such that

F (x+ 1) = F (x) +N,

and F is also continuous. In our case, as f is discontinuous at x = 1, the lift
F cannot be continuous and, hence, its degree can be somehow chosen.
Note that if f is a circle map satisfying C.1–C.4 then, if it is continuous at
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x = 0 ∼ 1 and F is its continuous lift, then necessarily N = 1 and F is of
degree one in the classical sense.

From now on, we will restrict to lifts of degree one.

Remark 3.9. Due to condition C.4, the lift of an orientation preserving map is
an increasing map, possibly discontinuous at integer numbers, where it undergoes
a positive gap.

Remark 3.10. In definition 3.7 the value of the lift F at integer numbers, n, is
not uniquely defined. When convenient, we will use the one given by f(1−) +n,
f(0+) + n or both. The latter will lead to a bi-valued lift.

The following result is well known and provides the definition of the rotation
number of an orientation preserving circle map satisfying C.1–C.4. This was
introduced by Poincaré [110] for homeomorphisms of the circle of degree 1 and
later studied and extended to rotation intervals by many authors (see [3] and
references therein). For discontinuous orientation preserving circle maps, this
was proven in [114, 59]. However, if one considers a bi-valued lift at integer
numbers (see Remark 3.10), then the standard proof holds.

Proposition 3.11 ([59] III.1.1-1,[114] Theorem 1). Let f be a discontinuous
orientation preserving map satisfying C.1–C.4, and let F be its lift. Then, for
all x ∈ R, the limit

lim
x→∞

Fn(x)− x
n

(3.4)

exists and is independent of x.

Proof. We give the standard proof a slight modification to overcome the discon-
tinuities at integer numbers.
As F is increasing, we get that, for 0 ≤ x ≤ 1

Fn(0−)

n
≤ Fn(0+)

n
≤ Fn(x)

n
≤ Fn(1−)

n
≤ Fn(1+)

n
.

Noting that we take F bi-valued at integer values, we can write this as

Fn(0)

n
≤ Fn(x)

n
≤ Fn(1)

n
,

where F (0) and F (1) can be each of the lateral values.
Using that F (x + 1) = F (x) + 1 and applying it recursively to Fn(1) we have
that

Fn(0+)

n
≤ Fn(x)

n
≤ Fn(1+)

n
=
Fn(0+) + 1

n
,

which we can write as

Fn(0)

n
≤ Fn(x)

n
≤ Fn(0) + 1

n
,
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where F (1) = F (0) + 1 means F (1±) = F (0±) + 1.
Hence, taking limits we get

lim
n→∞

Fn(x)− x
n

= lim
n→∞

Fn(x)

n
= lim
n→∞

Fn(0)

n
,

and the limit does not depend on x. We next show that, indeed, this limit exists.
We apply Proposition 1 of [114], which states that, if a sequence an satisfies

|am+n − am − an| ≤ A, (3.5)

for all n,m ≥ 1 and some constant A, then there exists some ρ such that

|an − nρ| ≤ A.

The sequence Fn(0) satisfies (3.5) with A = 1. To see this, we use that F (x+
n) = F (x) + n to obtain, for any x ≥ 0,

Fn(x) = Fn(x (mod 1)) + [x] < Fn(1) + x = Fn(0) + x+ 1,

where [·] denotes the integer part. Then, taking x = Fm(0), we get

Fn+m(0) < Fn(0) + Fm(0) + 1,

and (3.5) is satisfied with A = 1. Then, there exists some ρ such that

lim
n→∞

Fn(0)

n
≤ lim
n→∞

1 + nρ

n
= ρ,

and the limit exists.

Note that this proof differs from the one given in [3]. There, it is first
proved that, if f possesses a periodic orbit, then this limit exists and is rational;
then it is shown that it does not depend on x as above. Subsequently, the
definition is extended to all real numbers using monotonicity and the Dedekind
cut construction. In this approach we show the existence of this limit and then
we discuss the dynamics of the map depending on its value.

The previous result permits one to define the rotation number of a circle
map f fulfilling C.1–C.4. Note that, in general, this depends on the lift of F .
However, recall that we have restricted to lifts of degree one.

Definition 3.12 (Rotation number). Given a map f satisfying C.1–C.4 and F
its lift, we define the rotation number of f as

ρ(f) = lim
n→∞

Fn(x)− x
n

,

for any x ∈ R.
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Remark 3.13. The fact that the limit given in Equation (3.4) exists implies
that Fn(x) grows linearly with n:

Fn(x)− x ∼ nρ(f), n >> 1.

Recalling the properties shown in (3.3), the rotation number ρ(f) can be seen
as the average number of times that the lift F crosses an integer number per
iteration.

The next result is also standard for continuous circle maps (Proposition
3.7.11 of [3]), it provides the existence of a periodic orbit if the rotation number
is rational. Below we prove that it also holds for discontinuous circle maps.

Proposition 3.14. Let F be the lift (of degree one regarding Definition 3.7) of
a circle map satisfying C.1–C.4. Then, ρ(F ) = p/q, (p, q) = 1, if and only if
there exists x0 s.t. F q(x0) = x0 + p.

Proposition 3.14, whose proof is given below, is stated assuming that the
map F is bi-valued at integer values (see Remark 3.10). This ensures that one
always finds a periodic orbit if the rotation number is rational. However, if one
considers only one image at integer numbers, given by f(0+) or f(1−), one can
lose the existence of a periodic orbit and get a ω-limit consisting of q points
mimicking a periodic orbit. That is, one recovers a result given in [114], which
we repeat below for completeness.

Proposition 3.15 ([114] Th. 2). Let F be the lift (of degree one regarding
Definition 3.7) of a circle map satisfying C.1–C.4 and p, q ∈ Z with q > 0. If
ρ(F ) = p/q then exactly one of the following holds.

i) There exists x0 ∈ R such that F q(x0) = x0 + p.

ii) For all x ∈ R, F q(x) > x+ p, and there exists x0 ∈ R such that

lim
x→x−0

F q(x) = x0 + p.

iii) For all x ∈ R, F q(x) < x+ p, and there exists x0 ∈ R such that

lim
x→x+

0

F q(x) = x0 + p.

Conversely, if either i), ii) or iii) holds then ρ(F ) = p/q.

Remark 3.16. The situations ii) or iii) occur when x0 = c. That is, when
a periodic orbit bifurcates and the image of x = 0 by the circle map takes the
value on the “wrong” side. More precisely, if f(0) = f(0+) then ii) occurs when
a periodic orbits bifurcates when approaching x = c from the left. Similarly, if
f(0) = f(1−), iii) occurs when a periodic orbit bifurcates by colliding with x = c
from the right.
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For completeness, we will provide a proof of Proposition 3.14 based on [3]
but adapting it to the discontinuous case, as in the proof of Proposition 3.14.
It relies on the following two lemmas.
The first lemma is equivalent to Lemma 2 of [114]. We announce it as in Lemma
3.7.10 of [3] but we adapt its proof to hold also for discontinuous circle maps.

Lemma 3.17. Let F be the lift of a circle map satisfying C.1–C.4, and let
p ∈ Z. Then,

i) If F q(x) − p > x for all x ∈ R, then there exists ε > 0 such that ρ(F ) ≥
p/q + ε.

ii) If F q(x) − p < x for all x ∈ R, then there exists ε > 0 such that ρ(F ) ≤
p/q − ε.

Obviously, the proof provided in [114] also holds. However, by considering
that F is bi-valued at integer numbers, we can proceed as in the proof for the
continuous case [3], which we repeat for completeness.

Proof. We show i); ii) can be proven analogously. Note thatG(x) = F q(x)−p−x
is of degree of zero; i.e. G(x + 1) = G(x). Hence, recalling that F is bi-valued
at its discontinuities and hence F q(x) − p − x > 0 holds for each lateral value,
it follows that there exists some δ > 0 such that, for every x, F q(x)− p−x ≥ δ.
Then, for all k we get

F qk(x)− x =

k−1∑

i=0

(
F q
(
F qi(x)

)
− F qi(x)

)
≥ k(p+ δ).

Hence, as by Proposition 3.11 the rotation number exists and is unique, we have
that

ρ(F ) = lim
k→∞

F qk(x)− x
qk

≥ k(p+ δ)

kq
=
p

q
+
δ

q
,

which proves i) with ε = δ/q.

Note that the proof given in [3] is slightly different, as it does not use the
uniqueness of the rotation number.
The following lemma is trivial for the continuous case.

Lemma 3.18 ([114] Lemma 3). Let

F : R −→ R

be a (not necessary continuous) non-decreasing map fulfilling F (x+ 1) = x+ 1
for all x ∈ R. Assume that F (x1) > x1 and F (x2) < x2 for some x1, x2 ∈ R.
Then there exists some x0 such that F (x0) = x0, and F is continuous on the
left at x0.
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We provide more intuitive proof of this lemma.

Proof. Assume F (x) 6= x for all x and recall that, if F undergoes a discontinuity,
the jump must be positive.
Suppose F (0) > 0. Then the existence of x2 implies that either F crosses the
diagonal or undergoes a negative jump, either of which gives a contradictions.
If F (0) < 0, then the existence of x1 implies that F cannot stay below the
diagonal, unless it skips over it by a positive jump. In this case, as F (1) =
F (0)+1 < 1, arguing as before we conclude that F has to cross the diagonal.

Remark 3.19. The class of maps considered in Lemma 3.18 is not necessary
restricted to lifts of circle maps satisfying C.1–C.4. Note that they may undergo
discontinuities with positive jumps between 0 and 1, whereas the lifts of circle
maps satisfying C.1–C.4 are continuous in (0, 1).

We now prove Proposition 3.14 by, as before, adapting the proof given in [3]
to the discontinuous case.

Proof of Proposition 3.14. Assume that F q − p has a fixed point. Then, we get
that Fnq(x0)− np = x0 for all n > 0, which implies that ρ(F ) = p/q.
Assume that ρ(F ) = p/q and that F q(x)− p does not have a fixed point. Then,
by Lemma 3.18, we get that either F q(x) − p < x or F q(x) − p > x. But
then, by Lemma 3.17, there exists ε > 0 such that either ρ(F ) > p/q + ε or
ρ(F ) < p/q − ε, which is a contradiction.

Note that, besides the fact that we deal with a discontinuous lift, the previous
proof differs from the one given in [3] by the fact that we can use the existence
and uniqueness of the rotation number provided by Proposition 3.11.

Remark 3.20. Proposition 3.14 does not provide the uniqueness nor stability of
periodic orbits. However, if, in addition to C.1–C.4, one adds contractiveness,
i.e. f ′(x) < 1 for x ∈ (0, c) ∪ (c, 1), then one gets that such a periodic orbit is
unique and attracting. Note that f might not be differentiable at x = 0 ∼ 1 and
x = c.

The next result provides the continuity of the rotation number; i.e., if two
lifts of orientation preserving maps are “close” (using the uniform norm), so are
their rotation numbers. Note that, assuming that these maps are bi-valued at
integer values, one can always choose the proper images to properly compare
them. Hence, its proof for the discontinuous case becomes the standard one but
taking into account this fact and Lemmas 3.17 and 3.18.

Proposition 3.21 ([3] Lemma 3.7.12). The function

F 7−→ ρ(F )

considered in the space of lifts of circle maps satisfying C.1–C.4 is continuous
with the norm of uniform convergence.
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Proof. We proceed as in [3] by adapting the proof to the fact that F is bi-valued
in order to to overcome the discontinuities at integer numbers.

Assume ρ(F ) 6= p/q. Then, the function G(x) = F q(x)− p− x is away from
zero. By Lemma 3.18 (applied to G(x) + x), we get that either G(x) < 0 or
G(x) > 0 for all x ∈ R. Then, by Lemma 3.17, we have that either ρ(F ) < p/q
or ρ(F ) > p/q, respectively.
We now note that G(x) has degree 0; that is, G(x+1) = F q(x+1)−p−(x+1) =
F q(x) − p − x = G(x). Hence, we can ensure that, if G̃ is in small enough
neighbourhood of G, then either G̃ < 0 or G̃ > 0, respectively. This implies
that, if F̃ is in a small enough neighbourhood of F , then either ρ(F̃ ) < p/q or
ρ(F̃ ) > p/q, respectively.
Hence, we have shown that, if there exist p1/q1 and p2/q2 such that

p1

q1
< ρ(F ) <

p1

q1
,

and F̃ is sufficiently close to F , then

p1

q1
< ρ(F̃ ) <

p2

q2
,

and hence F 7−→ ρ(F ) is continuous.

The next Lemma shows that the rotation number is increasing as a function
of F .

Lemma 3.22. Let f and g be two circle maps satisfying C.1–C.4, and let F
and G be their lifts, respectively. If F ≥ G then ρ(f) ≥ ρ(g).

Proof. Let x < c and F and G be two lifts of f and g such that F (x + 1) =
F (x) + 1 and G(x + 1) = G(x) + 1. As F and G are increasing functions
undergoing a positive gap at x = k, Fn(x) > Gn(x), even if, for some n, Fn(x)
or Gn(x) reach any of the discontinuities at x = k. Hence,

Fn(x)− x
n

≥ Gn(x)− x
n

.

As the rotation number does not depend on x, we get ρ(f) ≥ ρ(g).

We next study properties of the periodic orbits of orientation preserving
circle maps satisfying C.1–C.4. These will be crucial to show symbolic properties
of periodic orbits in Section 3.4. To this end, we provide the following definitions.

Definition 3.23 (Twist and p, q-ordered lifted cycle). Let f be a circle map
and xi ∈ S1 = R/Z such that

0 < x0 < x1 < · · · < xq−1 < 1 (3.6)

and fq(xi) = xi, 0 ≤ i ≤ q − 1. Consider the projection

Π : R −→ S1 = R/Z
x 7−→ x (mod 1)

(3.7)

26



and the lifted orbit or lifted cycle

S =
{

Π−1(xi)
}
,

which consists of adding Z to the orbit (3.6). Let F be the lift of f . We say
that S is a twist lifted cycle or orbit of F if F restricted to S is increasing.
If S is a twist lifted cycle of f and

lim
n→∞

Fn(x)− x
n

=
p

q

for all x ∈ S, we will say that S is a p, q-ordered lifted cycle of F and x0 <
· · · < xq−1 is a p, q-ordered cycle or periodic orbit of f .

The following result gives us a relation between the spatial and dynamical
ordering of a p, q-ordered lifted cycle.

Proposition 3.24. Let 0 < x0 < · · · < xq−1 be a p, q-ordered cycle of the circle
map f , let F be its lift and S the corresponding lifted cycle. Assume that S is
given by

S = {x0 < · · · < xq−1 < xq < · · · < x2q−1 < · · · }
with xj = xi + n if j = i+ nq, 0 ≤ i ≤ q − 1. Then,

F (xi) = xi+p (3.8)

F q(xi) = xi + p. (3.9)

The proof of this result is as in the continuous case ([3] Lemma 3.7.4) but
taking into account that the lift F is bi-valued at integer numbers. We include
it here for completeness.

Proof. By properly choosing the image of F at integer values, the lift F re-
stricted to the lifted cycle of the periodic orbit is an order preserving bijection.
That is, by iterating the points x0 < · · · < xq−1 one visits all the points of the
lifted cycle exactly once, and the order is preserved (F (xj) < F (xi) iff xj < xi).
Hence, F (xi) = xi+r for all i and some integer r. If not, then one gets that
F (xj) = xj+r1 and F (xi) = xi+r2 . If r1 6= r2, then the number of points of
the lifted orbit in [xj+r1 , xi+r2 ] and in [xj , xi] does not coincide, and hence the
order cannot be preserved.
As the rotation number is ρ(F ) = p/q, we have that necessarily xi + p =
F q(xi) = xi+qr. As xi belongs to a q-periodic cycle, we get xi+qr = xi + r,
which is what we wanted to show.

The next result is also very well known for continuous circle maps. As in
previous results, we provide a standard proof adapted for the discontinuous case.

Proposition 3.25. Let f be a circle map satisfying C.1–C.4 and assume that
ρ(f) ∈ R\Q. Then, if f is contracting (f ′(x) < 1, x ∈ (0, c) ∪ (c, 1)) and
condition C.4 is a strict inequality, the ω-limit set of the circle is a Cantor set.
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g

x− x+

U

c

1

1

Figure 3.8: Inverse of an orientation preserving circle map satisfying C.1–C.4
with a flat part. See Equation 3.10.

Proof. Recall that, if f(0+) > f(1−), then f is invertible but not injective. Let
U = (x−, x+) with x− = f(1−) and x+ = f(0+). We first show that, if ρ(f) is
irrational, then c /∈ fn(U) for all n ≥ 1. As f is invertible in S1\U , we consider
f−1, which is a function with a “hole”, as it is not defined in U . After filling
this hole with the value 1, we obtain the continuous function

g(y) =





f−1(y) if y ∈ [0, x−]

1 if y ∈ [x−, x+]

f−1(y) if y ∈ [x+, 1],

(3.10)

(see Figure 3.8) which has the same rotation number as f with different sign.
Note that

g(U) = 1

g(1) = c.

Hence, if for some n, c ∈ fn(U), then gn(c) ∈ U , gn+1(c) = 1, gn+2(c) = c,
and hence g has a periodic orbit of period n+ 2, which is not compatible with
having irrational rotation number (see Proposition 3.14).
Next we show that ⋂

n≥0

fn(S1) = S1\
⋃

i≥0

f i(U)

is a Cantor set. As long as c /∈ fn(U), at each iteration, fn(S1) = S1\fn−1(U)
consists of subtracting a nonempty interval to the interior of S1\fn−1(U) (see
Figure 3.9). Due to the contraction of f , the length of the subtracted interval
tends to 0. Moreover, by Corollary 3.3 of [131], the total removed amount,
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x+
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1

1

1

1

0

0

0

0

0

f

f

f

f

Figure 3.9: Cantor set generated by iterating U : new “holes” are created as
long as c /∈ fn(U).

∪i≥0f
i(U), is dense. This comes from the fact that, although the map g is not

differentiable, Denjoy theorem holds and, if the rotation number is irrational, g
has no “homtervals”; in particular, U is not a homterval and the sequence gn(U)
is pairwise disjoint. Therefore, by construction, S1\ ∪i≥0 f

i(U) is a Cantor set.
Moreover, also by construction, the images of x− and x+ are dense in this set.
Thus, every point in S1\∪i≥0f

i(U) has a dense orbit and hence this set becomes
the ω-limit of f .

Remark 3.26. If condition C.4 is satisfied by an equality (the map becomes
continuous) and the rotation number is irrational, then the ω-limit of f may
also be a Cantor set or the whole circle. If f is C2, then Denjoy theorem holds
and the latter occurs. However, if it is C1 or C0, f may become a Denjoy
counterexample (see [107]), and it’s ω-limit may be a Cantor set.

To conclude this section, we recover a piecewise-smooth map as defined in
Equation (2.1). As mentioned above, after applying the change of variables
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given in Equation (3.1), the map f̄(x) = φ ◦ f ◦φ−1(x) becomes an orientation-
preserving map satisfying C.1–C.4 with

c = φ(0) =
µR

µR + µL
.

After applying the reparameterization γ given in Equation (2.7), the value

cλ =
µR(λ)

µR(λ) + µL(λ)

becomes an strictly decreasing function of λ such that

lim
λ→0+

cλ = 1

lim
λ→1−

cλ = 0.

Moreover, for λ = 0 and λ = 1, the map f̄ possesses fixed points at x = 1 and
x = 0, respectively.

Given a piecewise-smooth map f satisfying h.1–h.3, we will define its rotation
number as the rotation number of the map f̄ = φ ◦ f ◦ φ−1 obtained after a
reduction to a circle map:

ρ(f) = ρ(f̄).

By abusing notation, we will also refer to the lift of f as the lift of f̄ .

Remark 3.27. Let (x0, . . . , xq−1) be a periodic orbit of a piecewise-smooth
map whose associated circle map satisfies conditions C.1–C.4, and let x =
(x0 . . .xq−1) ∈ {L,R}q be its associated symbolic sequence regarding the sym-
bolic encoding given in (2.3):

xi = a(f i(xi)), 0 ≤ i ≤ q − 1.

Then, recalling Remark 3.13 and the fact that the image of x by the lift of f ,
F (x), crosses an integer number m when x < c+m < F (x), the rotation number
of f , ρ(f), becomes the η number defined in (2.6). That is, it becomes the ratio
of the number of symbols R contained in x to the length of the sequence x, q.

3.4 Symbolic dynamics and families of orientation pre-
serving maps

In this section we will show some dynamical properties of maps satisfying con-
ditions C.1–C.4, focusing specially on periodic orbits, their symbolic itineraries
and their relation with the rotation number. In some of the results, we will ad-
ditionally require the map to be contractive, however, we emphasize that, when
not specified, the results that we present here do not require contractiveness.
The main result in this section is the following Theorem, which is, recalling that
periodic orbits of orientation preserving circle maps satisfying C.1–C.4 are well
ordered, a straightforward consequence of Proposition 3.33.
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Theorem 3.28. The symbolic sequence of the itinerary of a periodic orbit of a
circle map satisfying C.1–C.4 with rotation number P/Q is the one in the Farey
tree of symbolic sequences associated with the rational number P/Q.

At the end of this section (Lemma 3.36) we show that, for a piecewise-smooth
map (2.1) satisfying i) of Theorem 2.13, the η-number defined in Definition 2.11
follows a devil’s staircase. This is a consequence of Theorem 3.35 proved in [34].

To show this, we recall that the set Wp,q consists of the q-periodic symbolic
sequences with p symbols R (see Definition 2.9). Of special interest will be the
well ordered symbolic sequences contained in these sets:

Definition 3.29. Let x ∈ Wp,q be a periodic symbolic sequence. Consider the
(lexicographically) ordered sequence given by the iterates of x by σ

σi0(x) < σi1(x) < σi2(x) < · · · < σiq−1(x). (3.11)

We say that the sequence x is a p, q-ordered (symbolic) sequence if

ij − ij−1 = constant.

In other words, σ acts on the sequence (3.11) as a cyclic permutation: there
exists some k ∈ N, 0 < k < q, such that

ij = ij−1 + k (mod q).

The next example illustrates the previous definition.

Example 3.30. The sequence x = (L2RLR)∞ ∈ W2,5 is 2, 5-ordered, and the
sequence y = (L3R2)∞ ∈W2,5 is not. If we consider the four iterates of x and
y by σ we obtain

σ(x) = (LRLRL)∞ σ(y) = (L2R2L)∞

σ2(x) = (RLRL2)∞ σ2(y) = (LR2L2)∞

σ3(x) = (LRL2R)∞ σ3(y) = (R2L3)∞

σ4(x) = (RL2RL)∞ σ4(y) = (RL3R)∞.

Note that σ5(xi) = xi. When we order the iterates by σ we obtain

x < σ3(x) < σ(x) < σ4(x) < σ2(x)

y < σ(y) < σ2(y) < σ4(y) < σ3(y),

and x is 2, 5-ordered with k = 3 while y is not well ordered.

The following result identifies the symbolic sequences of periodic orbits whose
lifted cycles are twist (see Definition 3.23).

Proposition 3.31 ([59] Proposition III.1.1-2). Under the conditions of Propo-
sition 3.24, if the lifted cycle S is p, q-ordered by F (see Definition 3.23) then the
itinerary If (xi) ∈Wp,q is a p, q-ordered symbolic sequence (see Definition 3.29).
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Proof. Let k be such that

(k − 1)p < q ≤ kp. (3.12)

We first note that, for 0 ≤ i, j ≤ q − 1 we have

If (xi) ≤ If (xj)⇐⇒ i ≤ j.

We then write
kp = q + r, r ≥ 0.

Then, the result comes from the fact that

x0 < xr ≤ xp,

which occurs iff 0 < r ≤ p. Assume that r > p. Then q + r − p > q and hence
(k − 1)p > q, which contradicts (3.12). Letting x = If (x0), this implies

x < σk (q)(x) < σ2k (q)(x) < · · · < σ(N−1)k (q)(x) = σNk (q)(x),

where N is the smallest such that Nk = 0 (mod q).

The next result formalizes what was stated in Remark 3.27: the η-number
associated with the symbolic sequence of a periodic orbit (Definition 2.11) of
a piecewise-smooth map satisfying i) of Theorem 2.13 becomes the rotation
number (Definition 3.12) of the orientation preserving circle map obtained after
the change (3.1).

Corollary 3.32. Let f be an orientation preserving map, and let x belong to a
q-periodic orbit with symbolic sequence If (x) = x∞ ∈ Wp,q. Then, the rotation
number becomes

ρ(f) =
p

q
= η(x).

That is, it is given by the ratio between the number of R symbols contained in
x and the period, q, of the sequence.

Our next step consists of showing that the symbolic sequence associated with
a periodic orbit of an orientation preserving circle map belongs to the Farey tree
of symbolic sequences shown in Figure 3.5(b). More precisely, we show that such
a symbolic sequence is obtained by the concatenation of the symbolic sequences
associated with the periodic orbits of the Farey parents of its rotation number.
As a consequence of that, one obtains Theorem 3.28, announced above.
Note that this result provides an alternative isomorphism between the Farey tree
of rational numbers and the Farey tree of symbolics sequences (Figures 3.5(a)
and 3.5(b), respectively) by means of the dynamical properties of circle maps.

In Section 6.4 we will present an alternative approach using the maximin
properties of these sequences.
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Proposition 3.33. Let f be a circle map satisfying C.1–C.4, and assume it
has a periodic orbit with rotation number P/Q, (P,Q) = 1. Let ∆∞ ∈WP,Q be
its symbolic sequence, and assume that ∆ is minimal:

∆ = min
k≥0

σk(∆).

Let p, q, p′ and q′ natural numbers such that

• P/Q = (p+ p′)/(q + q′)

• (p, q) = (p′, q′) = 1

• p′q − pq′ = 1,

that is, p/q < p′/q′ are the Farey parents of P/Q.
Let α∞ ∈Wp,q and β∞ ∈Wp′,q′ be the symbolic sequences of the periodic orbits
with rotation numbers p/q and p′/q′, respectively. Assume that α and β are
minimal. Then ∆ is the concatenation of α and β:

∆ = αβ.

Proof. Let
0 < z0 < z1 < · · · < zQ−1 < 1

be a periodic orbit with rotation number P/Q. Let us consider the lifted cycle
given by Π−1(zi) given in Equation (3.7),

0 < z0 < z1 < · · · <zQ−1 < 1 < zQ < zQ+1 < · · · < z2Q−1 < 2 < z2Q < · · ·
· · · < zPQ−1 < P < zPQ < · · ·

Consequently the following identity holds:

zj+mQ = zj +m, where j, m ∈ Z. (3.13)

Let F be the lift of f as in Definition 3.7. Due to Proposition 3.24, the points
zi are P,Q-ordered by F :

F (zi) = zi+P

FQ(zi) = zi + P.

We now construct two subsequences, (xi) and (yi), as follows (see Example 3.34).
The former will consist of the lifting of the set

{
z0, f(z0), . . . , fq−1(z0)

}
(the

first q iterates of z0), given by

{znP+iQ | 0 ≤ n ≤ q − 1, i ∈ Z}.

Since p and q are relatively prime, every integer j is uniquely represented as
j = np+ iq. Let (xj)j∈Z, be the sequence defined by

xnp+iq = znP+iQ, 0 ≤ n ≤ q − 1, i ∈ Z. (3.14)
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We first prove that (xj)j∈Z satisfies

0 < x0 < x1 < · · · <xq−1 < 1 < xq < xq+1 < · · · < x2q−1 < 2 < x2q < · · ·
· · · < xpq−1 < p < xpq < · · · (3.15)

To see that, we show that the sequences (zkP )k∈Z and (xkp)k∈Z skip integer
numbers at the same iterates; that is, if

z(k−1)P < i < zkP

(
⇐⇒ (k − 1)P < iQ < kP

)
,

then
x(k−1)p < i < xkp

(
⇐⇒ (k − 1)p < iq < kp

)
.

This comes from the fact that, recalling ii) of Theorem 3.2, p/q and P/Q are
Farey neighbours, and hence they are in the path of the Farey neighbours i/k
and i/(k − 1). Therefore we have

i

k
<
p

q
<
P

Q
<
p′

q′
<

i

k − 1
,

because P/Q is the Farey median of p/q and p′/q′.
Let now l = kP (mod Q) and let t be such that

z(t−1)P ≤ zl < ztP .

Then we must have
x(t−1)p ≤ xl̃ < xtp,

where l̃ = kp (mod q). Otherwise, the sequences ziP and xip could not skip
integer numbers at the same time. This shows that necessary the sequence
(xj)j∈Z must satisfy (3.15). Further, it follows from (3.13) and (3.14) that

xj+qp = xj + p, j ∈ (0, . . . , q − 1}. (3.16)

Moreover, for j = np+ iq, n 6= q − 1, we have

F (xj) = F (znP+iQ) = znP+iQ+P = x(n+1)p+iq = xj+p. (3.17)

Note that, for n = q − 1, Equation (3.17) does not hold, as F (z(q−1)P+iQ) =
zqP+iQ does not belong to the sequence (xi)i∈Z.
Hence, we have that

F (xj) = xj+p, j = np+ iq, n 6= q − 1 (mod q). (3.18)

As the lifted sequence (xj)j∈Z satisfies (3.16) and (3.18), its symbolic sequence,
α ∈Wp,q, is the one associated with a p, q-ordered lifted cycle.

We now obtain another subsequence derived from the last q′ points of the
first Q iterates of the point z0. The first point of these q′ points is

F q(z0) = zqP .
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Note that, as p/q < p′/q′ are Farey neighbours, we get

1 = p′q − pq′ = p′q + pq − pq − pq′ = (p′ + p)q − p(q + q′) = qP − pQ.

Therefore,
qP = 1 + pQ = 1 (mod Q).

This implies that, when projecting the point zqP at the circle R/Z (identified
with [0, 1]), we obtain Π(zqP ) = z1. Therefore, when lifting the projection of
the last q′ points of the first Q iterates of z0, we obtain the sequence given by

ynp′+iq′ = z1+nP+iQ, 0 ≤ n ≤ q′ − 1, i ∈ Z. (3.19)

Arguing as before, this sequence has the form

0 < y0 < y1 < · · · <yq′−1 < 1 < yq′ < yq′+1 < · · · < y2q′−1 < 2 < y2q′ < · · ·
· · · < yp′q′−1 < p′ < yp′q′ < · · · ,

and sastisfies

F i(y0) = yip′ , q ≤ i ≤ q + q′ − 1

yi+q′p′ = yi + p′.

Hence, its symbolic sequence, β ∈Wp′,q′ is the one associated with p′, q′-ordered
lifted cycle.
Note that, α and β are minimal, as they are associated with the iterates of
the lowest positive point of the sequences (xi) and (yi), x0 = z0 and y0 = z1,
respectively.

By construction, the symbolic sequence ∆ ∈WP,Q is the concatenation of α
and β, as we wanted to show.

Example 3.34. Let P/Q = 8/11, and assume that a circle map f satisfy-
ing C.1–C.4 has rotation number P/Q. From Propositions 3.14 and 3.31 we
know that f has an 11-periodic orbit whose lifted cycle is 8, 11-ordered. We wish
to show that, as given by Proposition 3.33, its symbolic sequence is given by the
concatenation of the symbolic sequences associated with p, q and p′, q′-ordered
lifted cycles of periodic orbits with rotation number p/q and p′/q′, respectively,
where p/q < p′/q′ are the Farey parents of 8/11.

In order to find the Farey parents of 8/11 one can construct the Farey tree
and locate them as the unique Farey neighbours of 8/11 at the Farey sequence
F11. However, the proof of Proposition 3.33 gives us a method to find q and q′:
q is the smallest such that Π (F q(z0)) = z1.
In Figure 3.10 we show the 8, 11-ordered lifted cycle, (zi) of the periodic orbit
with rotation number 8/11. Starting at z0, the arrows provide the sequence
obtained when iterating z0 by F . Note that, at each iterate, one adds 8 to the
subindex. We obtain that F 7(z0) = z56, and 56 = 1 (mod 11). Hence, q = 7

35



0 < z0 < z1 < z2 < z3 < z4 < z5 < z6 < z7 < z8 < z9 < z10 < 1

x0 y0 x1 y1 x2 x3 y2 x4 x5 y3 x6

1 < z11 < z12 < z13 < z14 < z15 < z16 < z17 < z18 < z19 < z20 < z21 < 2

x7 y4 x8 y5 x9 x10 y6 x11 x12 y7 x13

2 < z22 < z23 < z24 < z25 < z26 < z27 < z28 < z29 < z30 < z31 < z32 < 3

x14 y8 x15 y9 x16 x17 y10 x18 x19 y11 x20

3 < z33 < z34 < z35 < z36 < z37 < z38 < z39 < z40 < z41 < z42 < z43 < 4

x21 y12 x22 y13 x23 x24 y14 x25 x26 y15 x27

4 < z44 < z45 < z46 < z47 < z48 < z49 < z50 < z51 < z52 < z53 < z54 < 5

x28 y16 x29 y17 x30 x31 y18 x32 x33 y19 x34

5 < z55 < z56 < z57 < z58 < z59 < z60 < z61 < z62 < z63 < z64 < z65 < 6

x35 y20 x27 y21 x30 x31 y22 x32 x33 y23 x34

6 < z66 < z67 < z68 < z69 < z70 < z71 < z72 < z73 < z74 < z75 < z76 < 7

x42 y24 x43 y25 x44 x45 y26 x46 x47 y27 x48

7 < z77 < z78 < z79 < z80 < z81 < z82 < z83 < z84 < z85 < z86 < z87 < 8

x49 y28 x50 y29 x51 x52 y30 x53 x54 y31 x55

8 < z88 < z89 < z90 < z91 < z92 < z93 < z94 < z95 < z96 < z97 < z98 < 9

x56 y32 x57 y33 x58 x59 y34 x60 x61 y35 x62

Figure 3.10: Lifted cycle of a 8 − 11-periodic orbit (zi) split into two subse-
quences, xi and yi, as in the proof of Proposition 3.33 (see Example 3.34 for
text).
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and q′ = 11−7 = 4. By using that 8 = p+p′ and p′q−pq′ = 1, we obtain p = 5
and p′ = 3:

8

11
=

5 + 3

7 + 4
.

We can now construct the sequence xi. We start with x0 = z0 and we add 5 to
the subindex of x at each iteration: x5i = z8i, for 0 ≤ i < 7. This provides the
points x0 < x5 < x10 < · · · < x30. By lifting these points (adding multiples of 7
to their subindex’s), we obtain a lifted cycle defined in Equation (3.14), which
is 5, 3-ordered.

Next we construct the subsequence yi. Following Equation (3.19), we start
with ypq′ = y20 = z1+pQ = z56. By further iterating, we add p′ at the subindex’s
of yi: y20+ip′ = z56+iP , for 0 ≤ i < 4. This leads to the sequence y20 < y23 <
· · · < y29. Finally, by lifting these points, that is, adding multiples of 4 to their
subindexes, we obtain the 3, 4-ordered lifted cycle of a periodic orbit with rotation
number 3/4.

Note that the next iterate of y29 = z80 becomes z88, which satisfies Π(z80) =
z0. Hence, after following the sequence (yi), the lifted cycle (zi) switches back
to the sequence (xi), and the symbolic sequence is repeated.

In the rest of this section we study the rotation number for families of ori-
entation preserving circle maps; that is, under the variation of the parameter
c in condition C.3, which, by means of the change of variables given in Equa-
tion (3.1), is equivalent to the parameter λ of parametrizing the curve in pa-
rameter space mentioned in Theorem 2.13.

Recalling Proposition 3.21 and Lemma 3.22, we already have that, when
varying λ from 0 to 1, the rotation number (and hence the η-number) is contin-
uous and monotonically increases from 0 to 1. In order to show that, moreover,
it is a devil’s staircase, we need to show that, in addition, it is constant for all
values of λ except for a Cantor set of zero measure. This is will come from the
following

Theorem 3.35 ([34], Theorem 1’). Let f be a continuous monotonic non-
decreasing map of the circle of degree one satisfying

i) f is constant on an interval [a, b] and of class C1 outside [a, b]

ii) infy/∈[a,b] (f ′(y)) > 1

Let ft be the map defined by ft(y) = f(y) + t, t ∈ [0, 1]. Let

E = {t | ft has irrational rotation number} .

Then m(E) = 0, where m denotes Lebesgue measure, and furthermore E has
zero Hausdorff dimension.

Generalizations of the previous theorem can be found in [131, 121].
Finally, we show that Theorem 3.35 extends to a piecewise-smooth system

of the form (2.1) satisfying h.1–h.3 and i) of Theorem 2.13 (or an orientation
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Figure 3.11: (a) piecewise-smooth map satisfying C.1–C.4. (b) its inverse.

preserving circle map satisfying C.1–C.4). This will prove that the η-number
follows a devil’s staircase.

Lemma 3.36. Let f be piecewise-smooth map as in Equation (2.1) satisfying
conditions h.1–h.3 and i) of Theorem 2.13, and let f̄λ be the orientation preserv-
ing circle map obtained after applying the change of variables (3.1). Then, the
set of values of λ for which the map f̄λ has irrational rotation number consists
of a Cantor set with zero measure.

Proof. We note that the map f̄λ is invertible. Let φ be as in (3.1) and define

a := f̄(1−) = φ(fR(µL))

b := f̄(0+) = φ(fL(−µR)).

Then, the inverse f̄−1
λ (y) is an increasing expanding map with a “hole” for

y ∈ [a, b] (see Figure 3.11(b)). As the trajectories of any point x ∈ [0, 1] by f̄
do not reach the interval [a, b], we can proceed as the proof of Proposition 3.25
and complete the map f̄−1

λ with a horizontal part equal to 1 for y ∈ [a, b]. This
allows us to consider a map

g(y) =





φ−1 ◦ f−1
R ◦ φ(y) if y ∈ [0, a]

1 if y ∈ [a, b]

φ−1 ◦ f−1
L ◦ φ(y) if y ∈ [b, 1],

which coincides with f̄−1
λ (y) for y /∈ (a, b). Let

γ : [0, 1] −→ R2

λ 7−→ (µL(λ), µR(λ))
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Figure 4.12: Piecewise-smooth map as in Equation (2.1) satisfying ii) of Theo-
rem 2.13 and the sequences defined in Equation (4.2)-(4.3) The gray box repre-
sents the absorbing interval (4.1).

be a parameterization satisfying H.1–H.3 of Theorem 2.13. Then, the interval
[a, b] smoothly varies from [0, φ(fL(−µR(0)))] to [φ(fR(µL(1))), 1] when λ is var-
ied from λ = 0 to λ = 1. Let gλ(y) be g(y) after applying the reparameterization
γ. Then, we have

gλ(y) = g0(y) + λ,

and hence we can apply Theorem 3.35 and get the result.

4 Non-orientable case

The non-orientable (increasing-decreasing) case occurs under conditions ii) of
Theorem 2.13. In this case, the map (2.1) becomes increasing for x < 0 and
decreasing for x > 0.
As mentioned in Section 1 and Section 2.3, this situation was discussed in [80]
Section 3.3 and proven in full detail in [18]. For completeness, we provide in
this section an overview of this proof.

We first observe (see Figure 4.12) that a map f as in Equation (2.1) satisfying
conditions h.1–h.3 and ii) of Theorem 2.13 is a map on the interval

f : [fR(µL), µL] −→ [fR(µL), µL]. (4.1)
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Figure 4.13: Backward and forward iterates of (0, µL]. fR((0, µL]) (dark seg-
ment) is smaller than f−nL ((0, µL]) ∀n. Therefore, at most one aj can be reached
by fR((0, µL]).

We now consider the symbolic itineraries of periodic orbits for a map (4.1)
under the mentioned conditions. Clearly, when the parameters µL and µR
are varied along the parametrization (2.7) satisfying H.1–H.3, the map (4.1)
becomes negative for x ∈ [0, µL]. Hence, periodic orbits cannot have symbolic
itineraries with consecutive R symbols.
In order to show that only possible itineraries for periodic orbits are of the form
LnR, we define the sequences of preimages of x = 0 by fL and fR:

a0 = 0, an = f−1
L (an−1) if n > 0, (4.2)

bn = f−1
R (an) if n ≥ n0. (4.3)

Due to the contractiveness of fR and fL, we have that

m([an+1, an])

m([an, an−1])
> 1, n > 0 (4.4)

m([bn, bn+1])

m([bn−1, bn])
> 1, n > n0,

where m indicates the length of the interval.
Then we have the following

Lemma 4.1. Suppose f is a map of type (2.1) fulfilling conditions h.1–h.3 and
ii) of Theorem 2.13. Then there exists at most one aj (equiv. bj) such that
aj ∈ fr ((0, µL]) (equiv. bj ∈ (0, µL]).

Proof. Recalling that µL = fL(0), one has (see Figure 4.13)

[an+1, an] = f−1
L ([an, an−1])

[
a1, 0] = f−1

L ([0, µL]).

Using the property shown in Equation (4.4) one has

m([0, cm]) < m([an+1, an]) ∀n,
and, since fR is a contracting one obtains

m(fr((0, µL]) < m([an+1, an]) ∀n.
Therefore, at most one an can be located in f((0, µL]).
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The next Lemma tells us what symbolic itineraries are possible.

Lemma 4.2 ([18] Lemma 7). Let f be a piecewise-smooth map as considered
above, and let x0 < · · · < xn, xi ∈ [fR(µL), µL] be a periodic orbit. Then,
If (x0) = (LnR)∞.

0aj a1 cLbjν aj+δ

fLfL

fL

fR

f j−1
L

f j−1
L

f j
L

f j+1
L

Figure 4.14: The interval fR((0, µL]) is split when it returns to the right domain.

The proof of this Lemma is in fact an extension of the arguments presented
in [80] Section 3.3, and was provided in full detail in [18]. We provide it here
for completeness.

Proof. If f has periodic orbit of period n ≥ 2, we necessary have

fR((0, µL]) ∩ [an, an−1] 6= ∅,

which can be given due to one of the next three situations (see Figures 4.13 and
4.14)

S.1 an−1 ∈ fR((0, µL])

S.2 fR((0, µL]) ⊂ (an, an−1)

S.3 an ∈ fR((0, µL])

If S.1 holds, bn−1 ∈ (0, µL] and

fnLfR : [bn−1, µL] −→ [bn−1, µL]

fn−1
L fR : (0, bn−1) −→ (0, bn−1),

are continuous contracting functions which must have a unique (stable) fixed
point. Therefore, two stable periodic orbits of type LnR and Ln−1R coexist.
Note that for n = 2 this proves also the existence of a LR-periodic orbit.
In the second case (S.2), bn−1 /∈ (0, µL] ([0, µL] ⊂ (bn−1, bn)) and

fnLfR : (0, µL] −→ (0, µL]
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is a continuous contracting function which also must have a unique (stable) fixed
point. In this case, there exists a unique periodic orbit of type LnR which is
the unique attractor in (0, µL].
Finally, if S.3 holds, replacing n by n− 1 and arguing as in S.1, one has that a
stable periodic orbit of type LnR coexists with a stable Ln+1R-periodic one.

Remark 4.3. By contrast to all periodic orbits of type LnR with n ≥ 2, the
periodic orbit LR exists not only for µR > 0 but also for µR ≤ 0. In that case,
it coexists with the fixed point R (L0R) (see Figure 2.3).

Remark 4.4. Note that the transitions between cases S.1, S.2 and S.3 are given
by border collision bifurcations where the respective periodic orbits are created
or destroyed when they collide with the boundary x = 0. This defines the border
collision bifurcation curves shown in Figure 2.3.

Remark 4.5. As it is known, invariant objects of piecewise-smooth systems do
not necessarily have to be separated by another invariant object. In this case, the
coexistence of stable periodic objects may also be separated by the discontinuity
(and its preimages).

We focus finally on the bifurcation scenario shown inf Figures 2.3-2.4 when
the parameter λ of the parametrization (2.7) is varied.

Clearly, the successions an and bn are continuous functions of the parame-
ter γ. Hence, the transitions between S.1, S.2 and S.3 described in the proof
of Lemma 4.2. That is, assume that for some γ S.1 holds; then two periodic
orbits of type LnR and Ln−1R coexists. Due to conditions H.1–H.3, when
decreasing γ, µL monotonically decreases to zero, whereas µR increases to-
wards some bounded value. Hence, an−1 monotonically decreases to zero and,
hence, as the m([0, µL]) < m([an, an−1]), there exists some value of γ for which
fR([0, µL]) ⊂ (an, an−1) and S.2 holds. Hence, the Ln−1R-periodic orbit bi-
furcates and only a LnR-periodic orbit exists. Arguing similarly, by further
decreasing γ, S.3 holds, a Ln+1R-periodic orbit bifurcates and coexists with the
LnR-periodic orbit.
As this occurs for all n, this argument proves the bifurcation scenario described
in Section 2.3.

5 Some remarks on piecewise-smooth expand-
ing maps

Frequently, both in applications and theoretical studies, the contracting condi-
tions required in the previous sections become too restrictive and one needs to
deal with discontinuous maps exhibiting expansivenesses. However, such maps
are shown to undergo similar bifurcations as the ones described in Section 2.
Examples are found in the study of homoclinic bifurcations, such as the Lorenz
system ([75, 120, 112, 68, 70, 82]) or in Multiscale dynamics ([99, 41]), but also
in power electronics ([76, 30, 33, 115, 102, 87, 136, 19]), biology [89, 106, 116]
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or economy ([127]), among others. Although the results summarized in Theo-
rem 2.13 cannot be applied when the map lacks of contractivness, many of the
results presented in Sections 3 and 4 are still valid under the assumption of weak
enough expansion. In this section we review possible scenarios led by the loss
of contractiveness, that is, we focus on maps as in Equation (2.1) satisfying

h’.1 fL(0) = fR(0) = 0.

h’.2 0 < (fL(x))′, x ∈ (−∞, 0)

h’.3 0 < |(fR(x))′|, x ∈ (0,∞),

with fL and fR may be expanding in all or part if their domains.
As before, we now distinguish between the orientable ((fR(x))′ > 0) and

non-orientable ((fR(x))′ < 0) cases.

5.1 Orientable case

Let us assume that conditions h’.1–h’.3 hold with (fR(x))′ > 0. We focus on
the case µL, µR > 0. We first note that, as long as

fL(−µR) ≥ fR(µL), (5.1)

the piecewise-smooth map f is still invertible. Hence, as in the contractive case,
it can be reduced to a circle map of type (3.2) satisfying conditions C.1–C.4
by means of the smooth change of variables (3.1). Therefore, all the results in
Section 3 requiring only that the lift of the map is strictly increasing (which
is given by conditions C.1–C.4) also hold as long as Equation (5.1) is fulfilled.
Thats is, recalling that λ parametrizes the curves in Equation (2.7), we get that,
for any λ ∈ [0, 1] such that (5.1) is satisfied, we have that

i) the rotation number (ρ) given in Definition 3.12 is well defined, unique and
increasing as a function of λ,

ii) if ρ = p/q, with p, q co-prime, then f possesses a p, q-ordered periodic orbit
whose symbolic sequence belongs to the Farey tree of symbolic sequences.

Note that ii) is a consequence of Proposition 3.14, which requires only con-
ditions C.1–C.4. However, as noted in Remark 3.20, when the maps fL and
fR exhibit expansiveness, this periodic may be not only repelling but also non
unique. However, even in this case, all existing periodic orbits are p, q-ordered,
as Proposition 3.24 still holds, and therefore they all must have the same sym-
bolic dynamics.
Regarding the dynamics for ρ ∈ R\Q, Proposition 3.25 does not hold if fL or
fR are expanding. The main obstacle is given by the fact that Corollary 3.3
of [131] cannot be applied to show that ω(f) is a Cantor set (see the proof of
Proposition 3.25). As a consequence, one needs additional conditions to state
whether ω(f) is a Cantor set or the whole circle.
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As opposite to the purely contractive case, when fL or fR are expanding,
the rotation number no longer necessary follows a devil’s staircase. Without
the contracting assumption Theorem 3.35 does not hold and hence the set of
values of λ for which the piecewise-smooth map does not possess any periodic
orbit (the rotation number of the associated circle map is irrational) does not
necessary have zero measure. However, ρ(λ) is still a non-decreasing continuous
function.

As stated above, the crucial property that keeps most of the results shown
in Section 3 valid even when the map is expansive is the invertibility condi-
tion (5.1). When this is lost, then the corresponding lift exhibits negative gaps
and is not an increasing map. As a consequence, the rotation number becomes
non-unique. Instead, when needs to deal with rotation intervals, coexistence
of periodic orbits with different rotation numbers and symbolic dynamics and
positive entropy. Although there exist many results in the literature (see for ex-
ample [2, 4, 3, 1, 5, 6]), a precise description of the bifurcation scenarios becomes
difficult under general assumptions might be difficult to state.

5.2 Non-orientable case

Let us now consider a class of maps as in (2.1) satisfying

h”.1 fL(0) = fR(0) = 0.

h”.2 0 < (fL(x))′, x ∈ (−∞, 0)

h”.3 0 > |(fR(x))′|, x ∈ (0,∞),

with fL and fR may be expanding in all or part if their domains.
Unlike in the orientable case, such a map fulfilling conditions h”.1–h”.3 is always
invertible for µL, µR > 0. However, even in the linear case, when the map fL or
fR is expanding, the bifurcation scenario may change significantly (see for ex-
ample [15]). On one hand, provided that the existence and pairwise uniqueness
of periodic orbits for the contracting case relies on Brower’s fixed point Theo-
rem, it may happen that no periodic orbits may exist or several unstable ones
may co-exist. On the other hand, whenever they exist, symbolic sequences asso-
ciated with periodic orbits may be very different. Obviously, provided that, for
µR > 0, fR(x) ≤ 0 if x ≥ 0, no symbolic sequences can contain two consecutive
R’s. Then, symbolic sequences may contain blocks of the form LnRLm, with
n 6= m. Numerical studies have also shown evidence of the existence of chaotic
attractors, whose associated symbolic dynamics are similar ([12, 13, 14]).

However, if fR is expansive but fL is not, it may happen that, for µL > 0
smaller than a certain quantity (which may depend on µR), the number of
iterations performed in the negative domain may be large enough to compensate
the expanding dynamics of fR. This is because the smaller µL > 0 the larger
the number of iterations needed to return to the right domain. Hence, in such
situation, one recovers the period incrementing scenario described in Section 2.3,
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with and attracting periodic orbits of type LnR with n larger than a certain
value. As in the attracting case, there will exist parameter values for which
there exists coexistence of periodic orbits of type LnR and Ln+1R.

6 Maximin itineraries and piecewise-smooth maps
in Rn

6.1 Introduction

Often, due to the complexity of real applications, one-dimensional maps are
not enough and one needs to consider maps in higher dimensions. Examples of
two (or higher)-dimensional piecewise-smooth maps are found as Poincaré (or
stroboscopic) maps in non-autonomous mechanical systems ([37, 109, 44]), but
their are also found in power electronics ([45, 29, 113, 67, 136, 7]), control the-
ory ([46, 133, 135, 51]) or mathematical-neuroscience or biology ([124, 125, 57,
103, 123, 116]). Piecewise-smooth maps in higher dimensions are also obtained
when studying Filippov flows in Rn (n ≥ 3) ([49]); they appear as half-return
Poincaré maps, and become discontinuous close to grazing and Hopf bifurca-
tions ([56, 108, 94, 111, 39, 38]).
As it occurs with homoclinic bifurcations for smooth flows (see Sections 1, 2.2
and 7.1.1 for references), symbolic dynamics of piecewise-smooth discontinuous
maps in Rn may help to understand the number of loops performed by periodic
orbits in different zones of the state space ([108, 38]). There exist some gen-
eral results for piecewise-smooth continuous maps on the plane ([119, 117, 55])
(see [118] for a recent survey). Unfortunately, although some efforts have been
done by exhaustively studying particular systems ([42, 69, 29, 93, 48, 54, 57, 7])
there exists very few literature providing general results for general piecewise-
smooth discontinuous maps.

6.2 Maximin/minimax properties of symbolic sequences

We continue at the symbolic level by defining the maximin/minimax properties
of symbolic sequences in Wp,q.

Definition 6.1. We say that a symbolic sequence x ∈Wp,q is

• maximin if

min
0≤k≤q

(
σk(x)

)
= max

y∈Wp,q

(
min

0≤k≤q

(
σk(y)

))
,

• minimax if

max
0≤k≤q

(
σk(x)

)
= min

y∈Wp,q

(
max

0≤k≤q

(
σk(y)

))
.

As it was proven in [32, 61] using different techniques, the maximin and
minimax properties are equivalent. That is, one has the following
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Theorem 6.2 ([32, 61]). Let x ∈Wp,q. Then, x is maximin if and only if it is
minimax.

Example 6.3. Let η = 2/5. Up to cyclic permutations, there exist only two
periodic sequences in W2,5, which are represented by means of the minimal and
maximal blocks

L3R2 = min
0≤k≤q

(
σ
(
L3R2

))

R2L3 = σ2(L3R2) = max
0≤k≤q

(
σ
(
L3R2

))

and

L2RLR = min
0≤k≤q

(
σ
(
L2RLR

))

RLRL2 = σ2(L2RLR) = max
0≤k≤q

(
σ
(
L2RLR

))
.

Then, as

L2RLR > L3R2

RLRL2 < R2L3,

the sequence L2RLR is minimax and maximin.

The following result tells us that all the sequences shown in the Farey tree
of symbolic sequences (Figure 3.5(b)) (given by consecutive concatenation), are
maximin (minimax).

Proposition 6.4 ([59] Proposition II.2.4-3). Let p/q < p′/q′ be the irreducible
form of two Farey neighbours, and let x∞ ∈Wp,q and y∞ ∈Wp′,q′ two maximin

sequences, with x ∈ {L,R}q and y ∈ {L,R}q
′

minimal blocks. Then, the
sequences given by the concatenation of these two blocks (xy)∞ ∈W(p+p′)/(q+q′)

is maximin.

We provide a sketch of the proof provided in [59].

Proof. One first sees that x and y belong to the same domain of some deflation;
i.e, a map which collapses blocks contained in sequences as follows:

π =

{
Ln+1R −→ R
LnR −→ L.

Then, one proceeds by induction using that π(x) and π(y) are maximin, and
also is π−1(xy). See [59] for more details.

The following result tells us that maximin symbolic sequences are also well
ordered sequenes (see Definition 3.29).
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Theorem 6.5 ([61]). Let x ∈ Wp,q. Then, x is maximin if and only if it is
p, q-ordered.

The previous result was also proven in [32] for the one-dimensional case using
endomorphisms of the circle. Moreover, note that, also for the one-dimensional
case we already have such result by using the Farey tree of symbolic sequences
and Proposition 3.33. However, the previous Theorem was proven using only
symbolic properties.

6.3 Quasi-contractions and piecewise-smooth maps in Rn

In this section we review some results for piecewise-smooth maps in Rn regarding
their symbolic properties.
We consider maps defined in some suitable open set U ⊂ Rn,

f : U −→ U,

of the following form. Let
h : Rn −→ R

some differentiable function. We then consider a switching manifold Σ ⊂ U as

Σ = h−1(0) ∩ U.

which splits U in two subsets

EL = {x ∈ U, |h(x) < 0} and ER = {x ∈ U, |h(x) > 0} .

Then we write such maps as

f : EL ∪ ER −→ U

defined as

f(x) =

{
fL(x) if x ∈ EL
fR(x) if x ∈ ER,

(6.1)

where
fL : Rn −→ Rn and fR : Rn −→ Rn

are two smooth maps.
Note that in Equation (6.1) does not define f in Σ. Similarly as we did for the
one-dimensional case, we will consider that f is bi-valued for x ∈ Σ:

f(Σ) = fL(Σ) ∪ fR(Σ).

Given x ∈ U one can also define its symbolic itinerary by f as in Equation (2.2)
by considering now the encoding

a(x) =

{
R if x ∈ ER
L if x ∈ EL.

(6.2)

47



Note that, if x is the symbolic sequence associated with a periodic orbit of a map
of type (6.1) then it still makes sense to consider its η-number, η(x), as defined
in Equation (2.6). However, we will not provide a definition of the rotation
number for such maps, although the classical definition through the lift for the
one-dimensional case (see Definition 3.12) could be extended by considering f
as a map onto an n-dimensional cylinder (see Section 8 for a discussion).

Below we will assume now that f is a contraction (or just f contracts), which
will mean that there will exist some 0 < k < 1 such that, for any P,Q ∈ U we
have

‖f(P )− f(Q)‖ < k‖P −Q‖. (6.3)

We then recover the result presented by Gambaudo et al. in [63] which states
the possible number of periodic orbits and their possible symbolic properties.

Theorem 6.6 ([63]). Let f be a piecewise-smooth map as defined above satis-
fying

1. fn(Σ) ∩ Σ = ∅ for all n > 0,

2. f contracts.

Then,

i) f admits 0, 1 or 2 periodic orbits

ii) any periodic orbit of f has an itinerary which is maximin

iii) if f has two periodic orbits, then their itineraries belong to Wp,q and Wp′,q′

and p/q and p′/q′ are Farey neighbours.

Before discussing it, we remark that the previous Theorem was indeed stated
for a more general type of piecewise-defined maps called quasi-contractions. For
completeness we provide such definition in its original form:

Definition 6.7 (Quasi-contraction). Let (E0, d0) and (E1, d1) be two metric
spaces and F0 ∈ E0 and F1 ∈ E1 two points. Then, a map

f : E0 ∪ E1 −→ E0 ∪ E1 (6.4)

is a quasi contraction if there exists 0 ≤ k ≤ 1 such that for any (i, j) ∈ {0, 1}2,
∀P,Q ∈ f−1(Ej) ∩ Ei, ∀R ∈ f−1(E1−j) ∩ Ei one has

i) dj (f(P ), f(Q)) ≤ kdi (P,Q)

ii) dj (f(P ), Fj) + d1−j (f(R), F1−j) ≤ kdi(P,R)

Despite the arbitrary dimension of the metric spaces Ei, Theorem 6.6 was
stated keeping in mind the one-dimensional case. This is why the two points
Fi were considered instead of manifolds. When considering E0 = (−∞, 0] and
E1 = [0,∞), then Fi would be chosen to coincide with the boundary: F0 =
F1 = 0 and we recover the type of one-dimensional maps as in Equation (2.1).
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Theorem 6.6 was proved in [60] (Theorem A) for f a quasi-contraction with
constant k satisfying 0 ≤ k ≤ 1/2. The version given in [63] not only extends
to the case of the quasi-contractions with 0 ≤ k ≤ 1, but it also provides more
information; we give here a mutilated version which is enough for our purposes.
It can be easily seen that both proofs also hold when one replaces the points Fi
by closed sets whose all iterates are kept connected. This is why we required
condition 1. in Theorem 6.6 instead of considering general quasi-contractions.
Finally, note that if f is a contraction in terms of (6.3) then it is automatically a
quasi-contraction when choosing E0 = EL, E1 = ER and the switching manifold
Σ instead of the points Fi, and using

d(f(P ),Σ) = min
x∈Σ

d (x, f(P ))

(similarly for f(Q)). Hence, conditions 1. and 2. in Theorem 6.6 replace
the quasi-contracting condition for the particular case of the type of piecewise-
smooth maps that we are considering here.
Note that, obviously, Theorem 6.6 also holds when considering f a quasi-
contraction for some F0 = F1 ∈ Σ. However, this becomes much more resc-
trictive than conditions 1. and 2..

We now analyze Theorem 6.6 keeping an analogy with the results summa-
rized in Section 2 for the one-dimensional case.

We first note that the case in which only a periodic orbits exists is the analo-
gous to the orientation-preserving case for one-dimensional maps. Although this
is not stated in the result itself, this comes from the proof provided in [60, 63].
By Proposition 6.4, such periodic orbit must have a symbolic sequence which
belongs to the Farey tree of symbolic sequences (see Figure 3.5(b)).
As it also occurs for the one-dimensional case, when the map is non-orientable
one finds the possibility of coexistence between two periodic orbits. As before,
this comes from the proof provided in [60, 63]. Let β and ∆ be the symbolic se-
quences of those periodic orbits. From iii) (β)∞ ∈Wp,q and (∆)∞ ∈Wp′,q′ with
p/q and p′/q′ Farey neighbours at some Farey sequence Fn (see Definition 3.1).
Assume that q′ > q, then they are neighbours at the Farey sequence of order
q′ and p/q is a Farey parent of p′/q′. Then, if p/q > p′/q′, by Proposition 3.33
we know that ∆ = αβ, where α is the Farey sequence of the other Farey parent
of p′/q′. Then, by going down through the Farey tree of symbolic sequences we
find two sequences, σ and γ such that β = σnγ and ∆ = σn+1γ, for some n ≥ 0.
Then, by considering the iterates of the maps fL and fR given by the sequences
σ and γ (see the example bellow), the periodic orbits of the original map are
collapsed to periodic orbits of the form Ln+1R and LnR (or LRn+1 and LRn)
for the composite map, which corresponds to the coexistence of periodic orbits
given at the period incrementing structure.

Example 6.8. Assume that we are in the situation described in iii) with two
periodic orbits with symbolic sequences in W3,8 and W2,5 coexisting. From Sec-
tion 3.4 we know that, with the notation from above, these symbolic sequences
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are ∆ =
(
L2R

)2 LR and β = L2RLR. By going down trough the tree, we get

α = σ = L2R and γ = LR. Then, for two properly chosen sets ẼL and ẼR
(see below for more details), the map

f̃(x) =

{
f̃L(x) := f2

L ◦ fR(x) if x ∈ ẼL
f̃R(x) := fL ◦ fR(x) if x ∈ ẼR,

possesses two periodic orbits with symbolic sequences L2R and LR, which cor-
responds to the predicted ones by the period incrementing bifurcation structure.
Note that the sets ẼL and ẼR need to be properly found. This can be done by
noting that the iterates by f̃L or f̃R provide the boundaries of the domains of
attraction between the points of the periodic orbits. See [26] and [25] for explicit
examples.

Finally, the third case for which f does not have any periodic orbit corre-
sponds to quasi-periodic dynamics. In this case f possesses an attracting Cantor
set (see [63]).

Remark 6.9. Theorem 6.6 does not provide information about the bifurcation
structures that may appear when adding parameters to f . As it will be discussed
in Section 8, similar structures to the period adding may appear, although it is
not guaranteed that all periodic orbits in the tree may exist for some parameter.

6.4 Maximin approach for the one-dimensional case

In this section we present an alternative path to prove the period adding struc-
ture for one-dimensional piecewise-smooth maps. More precisely we show that
one can use Theorem 6.6 after Gambaudo et al. to identify sequences in the
Farey tree of symbolic sequences with the itineraries of one-dimensional orienta-
tion preserving circle maps. By using the concept of maximin sequences instead
of p, q-ordered sequences (see Definition 3.29), this approach provides stronger
results than the one presented in Section 3.4, as they give more information
about the symbolic sequences. In particular, given the rotation number, p/q,
the maximin property permits to obtain the proper symbolic itinerary of a pe-
riodic orbit without constructing the whole Farey tree of symbolic sequences up
to level q. Instead, one needs to find in Wp,q which is the symbolic sequence
that verifies the maximin/minimax condition (see Definition 6.1).
However, one of the counterparts to these advantages consists of the require-
ment of contraction, whereas, as remarked in Section 5, many of the results
through circle maps (shown in Sections 3.3 and 3.4) also hold for expansive
maps. Moreover, the proof of Theorem 6.6, specially for 1/2 ≤ k ≤ 1 (see [63]),
is significantly more difficult than the ones of in Section 3.4.

We now specify the alternative path of this alternative proof, which is as
follows. From Proposition 3.14 we get that, under conditions C.1–C.4, if the
rotation number is rational, p/q, then a periodic orbit exists. When adding
the assumption of contraction, Theorem 6.6 holds and, due to uniqueness of
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the rotation number, tells us that a unique periodic orbit must exist; moreover,
its symbolic itinerary is maximin. Then, from Proposition 6.4, we get that its
symbolic sequence belongs to the Farey tree of symbolic sequences. Once we get
that the symbolic itineraries of orientation preserving circle maps belong to the
Farey tree of symbolic sequences, one proceeds as in Section 3.4 to study the
bifurcation structure when the parameters c or λ are varied in order to prove i)
in Theorem 2.13.

7 Applications

In Section 7.1 we present examples for which Theorem 2.13 provides a full de-
scription of the dynamics that one can find.
In the first example (Section 7.1.1), we will focus on the codimension-two
bifurcation given by the simultaneous collision of two periodic orbits of one-
dimensional discontinuous map with the boundary. By applying Theorem 2.13
we generalize in this example the results obtained in [61, 60] by providing a
precise description of the bifurcation scenario.
In the second example (Section 7.1.2) we deal with a system of control theory.
We consider a first order system with a stable equilibrium point. In order to
stabilize this system at another value, we perform a non-smooth control action
based on relays, which is well extended technique in engineering control, and
known as sliding-mode control. Theorem 2.13 holds and describes the dynamics
of this system.
In Section 7.1.3 we consider a generic integrate-and-fire system submitted to
a periodic forcing. Such a system consists of a hybrid model widely used in
neuroscience. We show how Theorem 2.13 can be applied to describe, not only
its dynamics, but relevant biological properties as the firing-rate under param-
eter variation. There exist in the literature other examples in neuron models
from which one derives a piecewise-smooth discontinuous map such that Theo-
rem 2.13 ii) holds; see for example [84, 125].

Section 7.2 is devoted to illustrate the results revisited in Section 6 for higher-
dimensional piecewise-smooth maps.
We first consider a higher-order system controlled with relays (Section 7.2.1).
This represents an extension of the example shown in Section 7.1.2.
In Section 7.2.2 we consider a ZAD-controlled DC-DC boost converter. We show
how symbolic dynamics given by the maximin periodic orbits describe how the
saturation of a Pulse Width Modulation process is distributed along periodic
cycles.

7.1 One-dimensional examples

7.1.1 Codimension-two border collision bifurcations

Our first example consists of a generic dynamical system given by a piecewise-
smooth map for which, under variation of two parameters, two periodic orbits
transversally collide with the boundary. In this two-dimensional parameter
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space, this is given by the crossing of two border collision bifurcation curves,
and is hence a codimension-two bifurcation point. Below we will show that the
map (2.1) is a normal form for such a bifurcation and hence the dynamics are
given by Theorem 2.13.
This bifurcation codimension-two bifurcation was reported as gluing bifurcation
([61, 60]) when studying figure of eight or butterfly homoclinic bifurcations for
three-dimensional flows. Assuming the existence of a strong stable direction
it is possible to reduce the dynamics near a homoclinic bifurcation to a two-
dimensional system. Then, one considers a first-return Poincaré map, which
turns out to be a one-dimensional discontinuous map of the form given in Equa-
tion (2.1) (see [11, 120] for more details). Depending on the orientability of
the stable and unstable manifolds, this map exhibits different configurations
regarding its monotonicity near the discontinuity (see [66, 80]), leading to the
cases i)-iv) of Theorem 3.2 and Remark 2.14.

Later on, in the context of simulations of piecewise-smooth dynamical sys-
tems, this co-dimension two bifurcation was rediscovered and called big bang
bifurcation ([22]) as, depending on the monotonicity properties of the map, it
may involve the emergence of an infinite number of bifurcation curves from the
codimension-two bifurcation point at the parameter space. Such points orga-
nize the dynamics around them and have been highly reported in simulations
of piecewise-smooth maps [20, 21, 23, 24, 17, 27, 28].
Also from the piecewise-smooth perspective, the bifurcation scenarios that ap-
pear around such a codimension-two bifurcation point have been recently re-
considered in [64]. There the authors distinguish between the cases i) and ii) of
Theorem 2.13. For the period adding structure (case i)) the authors use renor-
malization arguments to demonstrate the existence of periodic orbits nested
between regions in the parameter space. However, the proof is not complete,
as it is not shown that this occurs only for regions containing periodic orbits
with Farey neighbours rotation numbers, which is the main result. Regarding
the period incrementing (case ii)), the authors of [64] repeat the proof provided
in [18] and in Section 4.

We now start with the example. We will show that, under non-degeneracy
conditions, after collapsing the colliding periodic orbits to fixed points and per-
forming a reparametrization, such a bifurcation can be reduced to the study of
a map of the form of Equation (2.1) under variation of the parameters µL and
µR.

Assume that we have a dynamical system given by

xn+1 = f(xn), (7.1)

with

f(x) =

{
fL(x; a, b) if x < 0

fR(x; a, b) if x > 0,
(7.2)

where a, b ∈ R are two parameters.
Assume that system (7.1) possesses two periodic orbits (x0, . . . , xn−1) and
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(y0, . . . , ym−1), xi, yi ∈ R, satisfying

f(xi) = xi+1, 0 ≤ i < n− 1

f(xn−1) = x0

and

f(yi) = yi+1, 0 ≤ i < m− 1

f(ym−1) = y0.

Note that the periodic orbits are indexed by dynamical and not spatial order,
which implies that we do not necessarily have xi < xi+1 and yi < yi+1.
Assume that these periodic orbits undergo right and left border collision bi-
furcations at two curves, b = ξx(a) and b = ξy(a) in the parameter space
(a, b), respectively; i.e, there exist unique integers kx ∈ {0, . . . , n− 1} and
ky ∈ {0, . . . ,m− 1} such that, for any a ∈ R,

lim
b→ξx(a)+

xkx = 0−

lim
b→ξy(a)−

yky = 0+.

Assume that these two curves intersect transversally at some point (a∗, b∗). In
order to write the map (7.2) into the form of Equation (2.1) for parameter values
near (a∗, b∗) we first need to consider a higher iterate of f so that these periodic
orbits become fixed points. To this end, let x = (x1, . . . ,xn) ∈ {L,R}n and
y = (y1, . . . ,ym) ∈ {L,R}m be symbolic sequences such that

If (xkx) = x∞

If (yky ) = y∞.

Then, consider the iterates

f̄L = fx1
◦ fx2

◦ · · · ◦ fxn(x)

f̄R = fy1
◦ fy2

◦ · · · ◦ fym(x),

and the map

f̄(x; a, b) =

{
f̄L(x; a, b) if x < 0

f̄R(x; a, b) if x > 0.

Note that one can always find proper shifts of the sequences x and y such that
the domains of f̄L and f̄R become x < 0 and x > 0, respectively. Indeed,
this occurs when the sequences x and y start with the points xkx and yky ,
respectively. See [26] and [25] for explicit examples.
These compositions collapse the periodic orbits of the maps fL and fR to fixed
points of f̄L and f̄R, respectively. There exists then a neighbourhood (a∗, b∗) ∈
U ⊂ R2 which is split in four subsets for which f̄ has two fixed points, a
unique positive fixed point, a unique negative fixed point and no fixed points.
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These fixed points undergo simultaneous border collision bifurcations at (a, b) =
(a∗, b∗) in such a way that the map f̄ becomes continuous at x = 0 for these
parameter values.

We now perform a reparametrization along the curves ξx and ξy. The non-
degeneracy conditions given by their transversal intersection will give us that,
in first order, the new parameters will be equivalent to the offset parameters µL
and µR of the general map given in Equation (2.1).
This reparametrization is given by

φ : R2 −→ R2

(µL, µR) 7−→ (a∗ + µL + µR, ξx(a∗ + µL) + ξy(a∗ + µR)) ,

which maps the axis µL = 0 and µR = 0 to the bifurcation curves (a, ξx(a))
and (a, ξy(a)), respectively. Expanding in powers of x, µL and µR around
(x, µL, µR) = (0, 0, 0) we get

f̄L(x;φ(µL, µR)) = f̄L(x;φ(0, 0))

+DµL,µR f̄L(x;φ(µL, µR))∣∣∣∣ x = 0
µL = 0
µR = 0

·
(
µL
µR

)

+O(µLx, µRx, , µLµR, x
2, µ2
L, µ

2
R)

DµL,µR

(
f̄L(x;φ(µL, µR))

)∣∣∣∣ x = 0
µL = 0
µR = 0

=DµL,µR (f(0;φ(µL, µR)))∣∣∣ µL = 0
µR = 0

=

(
∂

∂µL
f̄L(0;φ(µL, µR)),

∂

∂µR
f̄L(0;φ(µL, µR))

)

∣∣∣ µL = 0
µR = 0

∂

∂µL
f̄(0;φ(µL, µR))∣∣∣ µL = 0

µR = 0

=
∂

∂µL
f̄L(0;φ(µL, 0))µL=0 · µL

+O(µ2
L, µ

2
R, µLµR)

∂

∂µR
f̄(0;φ(µL, µR))∣∣∣ µL = 0

µR = 0

=


 ∂

∂µR
f̄L(0;φ(0, µR))︸ ︷︷ ︸

=0




|µR=0

· µR

+O(µ2
L, µ

2
R, µLµR).

Proceeding similarly for f̄R we get that there exist some constants δL, δR ∈ R
such that the map f̄ can be written, close to (x, µL, µR) = (0, 0, 0), as

f̄(x;µL, µR) =

{
δLµL + f̄L(x; a∗, b∗) + h.o.t.

δRµR + f̄R(x; a∗, b∗) + h.o.t.
(7.3)
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where h.o.t. = O(µLx, µRx, µLµR, µ2
L, µ

2
R). Hence, taking δLµL and δRµR as

new parameters, the first order terms of the map f̄ given in Equation (7.3) are
of the form as in map (2.1) and satisfy condition h.1.

Finally, if the two periodic orbits (x0, . . . , xn−1) and (y0, . . . , ym−1) are
attracting, the maps f̄L and f̄R become contracting near x = 0. This im-
plies that conditions H.1–H.3 are satisfied and Theorem 2.13 can be applied
to system (7.3) for δLµLL and δRµR small. Hence, depending on the sign
of (f̄L)′(0−; a∗, b∗) and (f̄R)′(0+; a∗, b∗) we will get situations i)-iv) of Theo-
rem 2.13 and Remark 2.14.
The periodic orbits of original map f given in Equation (7.2) are obained from
the ones of f̄ given by Theorem 2.13 by replacing each point xi by

xi −→ (xi, fx1
(xi), fx2

◦ fx1
(xi), . . . , fxn ◦ · · · ◦ fx1

(xi)) if xi < 0

xi −→ (xi, fy1
(xi), fy2

◦ fy1
(xi), . . . , fym ◦ · · · ◦ fy1

(xi)) if xi > 0.

The corresponding symbolic for each periodic orbit of the map f sequence will
be obtained by replacing

L −→ x

R −→ y.

7.1.2 First order sliding-mode controlled system with relays

In our next example we consider a first order one-dimensional system2,

ẏ = f(y), (7.4)

such that f is monotonically decreasing and has a simple zero at the origin,
f(0) = 0, which is a stable equilibrium point of system (7.4). We generalize the
results presented in [50] for a linear system and in [51] for second order linear
system.
We wish to stabilize system (7.4) at new equilibrium point y∗ by performing a
control action u(t, y):

ẏ = f(y) + u(t, y). (7.5)

Obviously, as f is monotonically decreasing, one can always choose u constant
(open loop control) such that f(y∗) + u = 0. However, if u is chosen to depend
on the current value of the system, y, (closed loop control) then such control
action will be robust to small perturbations and inaccuracies on the modeling.
The type of control that we will consider is based on sliding-mode. This consists
on performing some action when y > y∗ and another one whenever otherwise
so that solutions are “pushed” towards y∗. In a hardware setting this is imple-
mented by means of relays. The term sliding comes from to the generalization
to higher dimensions, y ∈ Rn. In this case, one defines a surface σ(y) = 0 and
the desired behaviour consists of sliding motion along this surface. To achieve
this, one acts similarly depending on whether σ(y) > 0 or σ(y) < 0.

2In this section we abuse notation and refer with f to a field rather than a map.
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Figure 7.15: Schematic representation of the control strategy based on sliding
and relays.

In addition, we will also assume that u depends on t, as we will perform a
periodic sampling in order to discretize the system and use a digital control.

All together, we will show that the dynamics of such system are given by a
piecewise-smooth map of the form (2.1) satisfying h.1–h.3. Hence, Theorem 2.13
can be applied to accurately describe the dynamics of system (7.5).

We now describe how the control action u is defined and how we derive the
piecewise-smooth map.
The control is schematically illustrated in Figure 7.15. As one can see, this is
a closed loop system, whose input is the desired new equilibrium y∗. The error
y − y∗ becomes the input of a controller represented by the module Gc. In this
work we will assume a proportional control only. Indeed, it will not be a loss of
generality if we set its gain equal to 1 (it does not perform any action), provided
that the next module, the relay, will also have some tunable gain.
The output of the controller is pushed to a relay of gain k. This means that,
depending on the sign of its input, the relay will set its output to k or −k
depending on whether y − y∗ > 0 or y − y∗, respectively.
The parameter T is the sampling period, which digitalizes the system. At every
time T the switch closes and provides a new sample to the ZOH (Zero Order
Holder) block. This block holds the received value until it is changed at the next
sampling. The input of the module f(y) becomes hence a piecewise-constant
function:

u(t) =

{
− k if y(nT )− y∗ < 0

k if y(nT )− y∗ > 0,
(7.6)

for t ∈ [nT, (n+ 1)T ).
In order to obtain sliding motion we require f(y∗) + k < 0 and f(y∗) − k > 0;
that is, we require the field (7.5) to point towards y∗. This condition can be
generalized to higher dimensions in terms of the so-called equivalent control and
Lie derivatives (see [129] for details). In our case, this implies that necessary
k < 0, although note that this is not a sufficient condition.
The fact that the variable y is periodically sampled suggests that the dynamics
of system (7.5) with u given by Equation (7.6) can be better represented by a
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map
yn+1 = P (yn),

where yk = y(nT ) is the value of y at the nth sample, and P is the stroboscopic
(time-T return map) of system (7.5),(7.6). It becomes the piecewise-smooth
map

P (y) =

{
PL(y) := ϕ(T ; y;−k) if y < y∗

PR(y) := ϕ(T ; y; k) if y > y∗,

where ϕ(t; y; k), satisfying ϕ(0; y; k) = y, is the flow associated with the system
ẏ = f(y) +k. Note that P (y) is a smooth map as regular as the flow ϕ if y > y∗

or y < y∗, and it is discontinuous at y = y∗ if k 6= 0.
Due to the monotonicity of f the maps PL and PR are contracting for y ∈ R.
Moreover, they are both increasing (they preserve orientation), as they are given
by integration of an autonomous differential equation. Finally, if k < 0 is such
that the sliding condition is satisfied, we get that PL(y∗) > y∗ and PR(y∗) < y∗,
and P undergoes a negative gap at y = y∗. Due to the monotonicity of f , this
will occur for any k < 0 such that |k| is large enough. Let us now fix k < 0
and we study the dynamics of the system under variation of the parameter y∗,
the desired output. If |k| is large enough such that the sliding condition is
satisfied, then the attracting fixed points yL and yR of PL and PR, respectively,
are virtual:

yR < y∗ < yL.

Therefore, when y∗ is varied, these fixed points may undergo border collision
bifurcations when

yR(kR) = y∗

yL(kL) = y∗.

After applying the change of variables z 7−→ y − y∗, the one-parameter family
of maps P̃y∗(z) := P (z + y∗) − y∗ is in the class of maps given by applying
the reparametrization (2.7) to the piecewise-smooth map (2.1) satisfying i) of
Theorem 2.13. Hence, when varying y∗ from yR to yL, one observes periodic
orbits following the period adding structure.
As this occurs for any k < 0, if y∗ is close enough to the equilibrium point
of system (7.4), y = 0, the origin of the parameter space (y∗, k) represents a
co-dimension two bifurcation point. This is shown in Figure 7.16 for the linear
system

f(y) = ay

with a < 0. The bifurcation curves shown in Figure 7.16(a) are straight lines
due to the linearity of the system.

In the parameter region where one finds the period adding structure is the
one for which the system performs the proper tracking. Its asymptotic dynamics
consists of periodic orbits bouncing around the desired equilibrium point and
whose amplitude can be made arbitrarily small by choosing T small enough. For
any chosen y∗, there exists a maximal value of k for which the systems performs

57



0

0

0

0

−2−2
−1

−1

−1

−1

1

1

1

1

kk

y∗y∗

yRyRyLyL

yR, yLyR, yL

λ

yR=y∗yR=y∗ yL=y∗yL=y∗

(a)

 15

0
4.4 4.8 5.2

20

5

10

p

λ
(b)

Figure 7.16: (a) Co-dimension two bifurcation point of the adding type for a
the system f(y) = −0.2y and T = 0.1. The fixed points yi are labeled in
the regions where they are feasible, and, as dashed lines, the curves where they
undergo border collision bifurcation. In (b) we show the periods p of the periodic
orbits found along the pointed curve in (a), which is parametrized by the angle
λ.

tracking. However, although for larger values of k the system oscillates between
the desired valued y∗, not only the amplitude of the periodic motion grows, but
also its symbolic dynamics, which can be modified by properly tunning k such
that a certain behaviour is achieved (or avoided). For example, one may wish
to minimize the time for which the system’s output exceeds y∗, and hence one
may choose symbolic sequences with low rotation number.

7.1.3 Hybrid systems in biology

In this example we consider a generalization of an integrate-and-fire system,
widely used neuron model. It consists of a hybrid system given by3

ẋ = f(x), (7.7)

f ∈ C∞(R), submitted to the reset condition

x = θ −→ x = 0; (7.8)

that is, whenever the variable x reaches a certain threshold θ, it is reset to a
certain value, which we assume to be x = 0. This emulates spike of a neuron
(action potential).

3As in Section 7.1.2, in this section we abuse notation and refer with f to a field rather
than a map.
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Typically, the dynamics of system (7.7)-(7.8) are studied by means of the so-
called firing map ([89]), which is a Poincaré map onto the threshold x = θ.
However, when system (7.7) is periodically forced, this map is not optimal for
obtaining general results, as one has to explicitly compute the time when spikes
occur.
In this example we present the results reported in [74], where it was shown that,
when a periodic forcing is considered, it is more convenient to study the system
by means of the stroboscopic map (time-T return map, being T the period of
the forcing).
Following [74], in this example we periodically force system (7.7) by means of a
square wave function, which models a pulsatile stimulus of a neuron. That is,
we consider the system

ẋ = f(x) + I(t), x ∈ R (7.9)

with f(x) ∈ C∞(R) and I(t) the T -periodic function

I(t) =

{
A if t ∈ (nT, nT + dT ]

0 if t ∈ (nT + dT, (n+ 1)T ],
(7.10)

where A > 0 and 0 ≤ d ≤ 1 is the so-called duty cycle. We are interested in
the bifurcation structure in the parameter space given by the amplitude of the
pulse, A, and its duty cycle, d. We refer to [73] for the study of the bifurcation
structures in this parameter space under frequency variation of the input, 1/T .

Let us assume that system (7.7) satisfies

A.1) it possesses an attracting equilibrium point

0 < x̄ < θ,

A.2) f(x) is a monotonic decreasing function in [0, θ]:

f ′(x) < 0, x ∈ [0, θ].

Note that, conditions A.1–A.2 guarantee that spikes can only occur when the
pulse is active (I = A) with A large enough; otherwise, when the pulse is off,
trajectories are attracted by the equilibrium point x̄.

As mentioned above, by contrast to typical approaches by means of the firing
map, we use the stroboscopic map:

s : [0, θ) −→ [0, θ)
x0 7−→ φ(T ;x0),

(7.11)

where φ(t;x0) is the solution of system (7.8)-(7.10) with initial condition φ(0;x0) =
x0. Note that the flow φ is well defined, although it is discontinuous when spikes
occur. The stroboscopic map s is a piecewise-smooth map. To see this, we define
the sets

Sn =
{
x0 ∈ [0, θ) s.t. φ(t;x0) reaches the threshold {x = θ}

n times for 0 ≤ t ≤ T
}
, n ≥ 0.

(7.12)
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When restricted to Sn, the map s becomes a concatenation of maps consisting of
integrating the system ẋ = f(x) +A and performing resets, for t ∈ [0, dT ], and
then integrating the system ẋ = f(x) for t ∈ (dT, T ]. Recall that, as mentioned
above, no resets can occur for t ∈ (dT, T ). Hence, s is smooth in the interior
of Sn, as it is given by a certain composition of smooth maps; however, s is
discontinuous at the boundaries of Sn. This comes from the following fact. Let
us define Σn ∈ Sn as the initial condition that leads to a trajectory exhibiting
its nth spike precisely when the pulse is deactivated:

φ(dT ; Σn) = θ.

Note that, as the flow φ(t;x0) of system (7.8)-(7.10) is well defined if it exists,
such initial condition is unique and can only exist for certain n. Notice also
that, if there exists Σn ∈ (0, θ), then points above Σn exhibit n spikes, whereas
points below exhibit n− 1 spikes (see Figure 7.17).
As a consequence, the map s undergoes at most one discontinuity, at x = Σn,
and points to its left and right exhibit n − 1 and n spikes, respectively, for
t ∈ [0, dT ]. As shown in [74], for any n the discontinuity Σn satisfies

dΣn
dA

< 0, (7.13)

and hence it decreases montonically with A. By increasing this parameter, the
discontinuity Σn collides with x = 0, disappears and a new discontinuity, Σn+1,
appears at x = θ. At this moment, the system changes from exhibiting n − 1
and n spikes to exhibiting n and n+ 1 (see [74] for more details).

If we compute the lateral images of s at these values are given by

s(Σ−n ) = ϕ(T − dT ; θ; 0)

s(Σ+
n ) = ϕ(T − dT ; 0; 0),

where ϕ(t;x0;A) is the flow associated with the system ẋ = f(x)+A, with initial
condition ϕ(0;x0;A) = x0. Note that s(Σ−n ) > s(Σ+

n ) and hence s undergoes a
negative gap at x = Σn (see Figure 7.17). Clearly, as the reset action and the
integration of the flow provide orientation preserving maps, s is an increasing
map.
The stroboscopic map s is always contracting in [0,Σn). However, it is contrac-
tive in [Σn, θ) only if n is large enough ([74] Lemma 3.4).

One can see ([74]) that, for any n ≥ 0 and d ∈ (0, 1), there exists a range of
values of A, (ARn , A

L
n), for which s possesses a unique fixed point, x̄n ∈ Sn ⊂

(0, θ). These fixed points undergo border collision bifurcations at A = ARn and
A = ALn when colliding with the boundaries Σn and Σn−1, respectively:

A −→ ALn(d) =⇒ x̄n −→ (Σn)
−
, n ≥ 0

A −→ ARn (d) =⇒ x̄n −→ (Σn−1)
+
, n ≥ 1,

(see Figure 7.18 for n = 2).
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Figure 7.17: In (a) the trajectories of systems (7.8)-(7.10). Dashed line: tra-
jectory with Σ3 as initial condition. Thick line: trajectory with x3 > Σ3 as
initial condition, which spikes 3 times. Normal line: trajectory with x2 < Σ3

as initial condition, which spikes 2 times. In (b) the stroboscopic map, with a
discontinuity at x = Σ3.

As given in Equation (7.13), Σn monotonically decreases with A. Hence, for
any n ≥ 0, one can apply a reparametrization such that s can be written as in
Equation (2.1) and A becomes equivalent to the parameter λ in Equation (2.7).
Therefore, if n is large enough such that s is contracting, conditions H.1–H.3
and i) of Theorem 2.13 are satisfied, and s exhibits a period adding bifurcation
structure under variation of A ∈ [ALn , A

R
n+1] (see [74] Proposition 3.4). As this

occurs for any d ∈ (0, 1), the parameter space (d, 1/A) possesses an infinite
number of period adding structures. These are shown Figure 7.19 for a linear
system for f(x). The black regions shown in Figure 7.19(a) correspond to fixed
points; for example, for parameter values at points B, C, D and E there exist
the fixed points x̄0 ∈ S0, x̄1 ∈ S1, x̄2 ∈ S2 and x̄3 ∈ S3, respectively. As one
can see from the periods of the periodic orbits shown in Figure 7.19(b), there
exist period adding structures nested between the regions of existence of fixed
points, as predicted by Theorem 2.13. Note however that the adding structure
between B and C (involving the discontinuity Σ1) is not complete. This is due
to the fact that n = 1 is not large enough to guarantee the contractiveness of s
at the interval [Σ1, θ). As the map s (after proper reparametrization and change
of variables) satisfies conditions C.1–C.4, Proposition 3.14 holds to provide the
existence of a periodic orbit. However, due to the expansiveness, periodic orbits
may be unstable and not unique, and hence they are not easy to detect by direct
simulation.

One of the most interesting properties that one can derive from the period
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Figure 7.18: (a) Fixed point x̄2 colliding with the boundary Σ2 for A = AR2 (b)
T -periodic orbit for A = AR2 . (c) fixed point x̄2 colliding with the boundary Σ3

for A = AL3 . (d) T -periodic orbit for A = AL3 . Note that the periodic orbit in
(d) should exhibit a reset at t = dT ; this is why it is plot in gray color.
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(a) (b)

Figure 7.19: (a) Bifurcation scenario in the (d, 1/A) parameter space for the
map s with f(x) = −0.5x + 0.2, θ = 1 and T = 1.9. The colors refer to the
periods of the periodic orbits found by simulating the system. (b) period of the
periodic orbits found along the the line shown in (a).

adding structures comes from the symbolic dynamics and the rotation numbers
associated with these periodic orbits. Specifically, consider parameter values
such that Σn ∈ (0, θ) and suppose that the stroboscopioc map has a periodic
orbit. As explained above, on each iteration of the stroboscopioc map the flow
can perform n − 1 or n spikes. We assign a symbolic sequence to this periodic
orbit by letting its kth symbol to be L if this number is n− 1 and R if it is n.
Hence, when divided by the period of the periodic orbit, this becomes the so-
called firing number, which is the average number of spikes per iteration of the
stroboscopic map. Therefore, after recalling Definition 2.11 and Corollary 3.32,
it is easy to see that the rotation number (ρ) and the firing number (η) satisfy
the relation

η = n+ ρ,

where n is such that the periodic orbit steps around the discontinuity Σn+1,
n ≥ 0. Therefore, by Theorem 2.13, under parameter variation, the firing
number follows a devil’s staircase growing from 0 to infinity (see Figure 7.20).
When divided by T (period of the periodic forcing I(t)), the firing number
becomes the so-called firing rate, which is the asymptotic average number of
spikes per unit time. Hence, it also follows a devil’s staircase when varying
parameters A and d along lines as the one shown in Figure 7.19(a). However, as
most of the bifurcation structures shown in Figure 7.19(a) do not qualitatively
depend on T , when this parameter is varied the firing rate follows a devil’s
staircase with pieces of hyperbolas as steps. This is shown in Figure 7.20(b),
and more details on this frequency analysis can be found in [73].
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(a) (b)

Figure 7.20: (a) Firing number along the line shown in Figure 7.19(a), for the
same system. (b) Firing rate under variation of T .

7.2 Examples in higher dimensions

7.2.1 Higher order sliding-mode controlled system with relays

In this example we recover the results presented in [51], which extend the ex-
ample shown in Section 7.1.2 to higher order linear systems.
Assume that system (7.4) is a linear system of order n with an equilibrium
point at the origin. In this case, due to the linearity, the block representing the
open-loop system in Figure 7.15 can be replaced by its Laplace transform

Gs(s) =
b

U(s)
,

where U(s) is a polynomial of the form

U(s) = sn + an−1s
n−1 + · · ·+ a0, (7.14)

which we assume to have real negative roots only.
The system can be written in terms of a differential equation as

yn) + an−1y
n−1) + · · ·+ a0y = bu(t), (7.15)

with y(t), ai, b ∈ R, yi) = diy/dti and u(t) ∈ R is the input of the system.
We wish to design a control such that the output of the system, y(t) ∈ R, is
stabilized around a new equilibrium point y∗; that is, y(t) ' y∗ and yi) ' 0 for
1 ≤ i ≤ n. To achieve this, we consider a two-step control. A first action is
taken by a classic controller given by the block Gc(s), which we assume to be
of the form

Gc(s) = 1 + c1s+ . . .+ cn−1s
n−1.
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The second part will be given by a relay of gain k. Then, the desired motion
becomes

y − y∗ + c1y
1) + . . .+ cn−1y

n−1) = 0.

Equivalently, system (7.15) can be written as a first order n-dimensional system
as

˙̄y = Aȳ +Bu, (7.16)

where
ȳ = (y, y1), . . . , yn−1)) ∈ Rn,

and A and B become

A =




0 1 0 . . . 0
0 0 1 0
...

...
. . .

0 0 . . . 0 1 0
−a0 −a1 . . . −an−2 −an−1



, B =




0
...
0
b


 ,

and we wish to stabilize the system around the point

ȳ =




y∗

0
...
0




After the T -periodic sampling, the input u becomes constant at the intervals
t ∈ [iT, (i+ 1)T ):

u =

{
− k if σ(ȳ) < 0

k if σ(ȳ) > 0
(7.17)

where
σ(ȳ) = y − y∗ + c1y

1) + . . .+ cn−1y
n−1). (7.18)

We wish to stabilize the system close to the switching surface

σ(ȳ) = 0.

The fact that the polynomial U(s) possesses real negative roots only ensures
us that, for k = 0, system (7.16) possesses an attracting node at the origin.
In order to find proper values of k such that there exists dynamics satisfying
σ(ȳ(t)) = 0, we impose sliding motion on the surface given by σ = 0, which
occurs when the vector fields F± = Aȳ ± Bk, obtained by replacing u = ±k,
point both to the surface σ. Since F± are smooth everywhere, this can be
checked through

(LF+σ) (LF−σ) < 0. (7.19)

Let us define ueq = − (∇σ)Aȳ
cn−1b

. Then, the previous inequality meets on the subset

of σ defined by
− |k| < ueq < |k| (7.20)
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(see [129] for details). In turn, this result can be read as for k properly selected
(both in sign and in absolute value), there is sliding motion on σ.

After the discretization performed by the T -periodic sampling, the system
is better understood by the time-T return (stroboscopic) map

P (y) =

{
PL(ȳ) := ρȳ + µL if σ(ȳ) < 0

PR(ȳ) := ρȳ + µR if σ(ȳ) > 0,
(7.21)

where ρ, µL and µR are the matrices

ρ = eAT , µR = k(ρ− Id)(A−1B), µL = −k(ρ− Id)(A−1B).

The maps PL and PR are the time-T return maps (stroboscopic) maps associ-
ated with the fields F+ and F−, respectively.
Using that system (7.16) is linear and that, for k = 0, it possesses an attracting
node, the matrix ρ possesses real positive eigenvalues with modulus less than 1
only.
Each branch of the map (7.21), Pr and PL, has a fixed point

ȳR = −(ρ− Id)−1µR, ȳL = −(ρ− Id)−1µL, (7.22)

which may be feasible or virtual depending on whether they belong to the do-
main of their respective map or not. When feasible, these fixed points become
attracting nodes, and they undergo border collision bifurcations when they col-
lide with boundary σ(ȳ) = 0.

Regarding the possible dynamics, we distinguish between three different sit-
uations.
If both fixed points are feasible (σ(ȳR) > 0 and σ(ȳL) < 0) they also become at-
tracting fixed points of the map (7.21). Their domains of attraction are formed
by the values of ȳ ∈ Rn such that σ(ȳ) > 0 and σ(ȳ) < 0, respectively.
If only one of both fixed points is feasible (σ(ȳR) < 0 and σ(ȳL) < 0 or vice-
versa), then it becomes the unique fixed point of the map (7.21). As it is
attracting, all trajectories tend towards it, and now its domain of attraction
becomes Rn.
Note that, in these two previous cases, the control specification is not fulfilled
as σ(ȳ) = 0 is not flow invariant by the vector fields F±.

The third situation occurs when both fixed points are virtual (σ(ȳR) < 0
and σ(ȳL) > 0). This occurs when the sliding condition (7.19) is fulfilled,
guaranteeing that the original time-continuous system possesses sliding motion
on σ(ȳ) = 0. Provided that the fixed points are attracting, the map (7.21)
satisfies condition 2. of Theorem 6.6. Letting

Σ = {ȳ ∈ Rn, |σ(ȳ) = 0} ∩ U,

condition 1. is also satisfied by taking the set U small enough but containing
both virtual fixed points. As a consequence and noting that both PL and PR
preserve orientation as they are obtained from the integration of a flow, the map
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Figure 7.21: Bifurcation scenario in the (y∗, k) parameter space for the planar
case, n = 2. The rest of parameters are fixed to a0 = −2, a1 = −5, b = 1,
c1 = 1.5 and T = 0.1. In (a) we show the border collision bifurcation curves
separating existence regions of periodic orbits. In (b) the periods of the periodic
orbits found along the pointed curve in (a) parametrized by λ.

P admits 0 or 1 periodic orbit. When it exists, such periodic orbit must have a
symbolic itinerary contained in the Farey tree of symbolic sequences shown in
Figure 3.5(b).

As noted in Remark 6.9, the results given in Section 6 do not provide in-
formation about bifurcation structures. In Figure 7.21 we show the bifurcation
structure obtained for the planar case when the parameters k and y∗ are varied.
As one can see in Figure 7.21(b), the obtained structure resembles the period
adding described in Section 2.2 for the one-dimensional case, although it is not
known whether for the planar case the gluing of orbits is also fractal. A simi-
lar physical interpretation of the bifurcation structure as in the first-order case
(Section 7.1.2) holds also also in this case.

7.2.2 ZAD-controlled DC-DC boost converter

In this applied example we recover the results shown in [7] and state them
in terms of the quasi-contractions of Section 6. We consider a DC-DC boost
converter, which is aimed to convert a given constant DC voltage, vi, into a
desired lower one, vo, also DC. Its circuit is schematically shown in Figure 7.22.
To achieve this conversion in a robust way (to guarantee a certain stability of vo
under possible fluctuations of vi), the transistor shown in Figure 7.22 needs to be
properly controlled. There exist different approaches to design such a control; in
this example we consider the so-called Zero Average Dynamics (ZAD) strategy,
which is well extended in the community ([52, 8, 9, 10, 53, 16, 7]).
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Figure 7.22: Schematic representation of a ZAD-controlled boost converter.

Letting v be the voltage at the capacitor, i the current through the solenoid,
calling

x =
v

vi
y =

√
L

C

i

vi

and rescaling time by a factor of
√
LC, the non-dimensional equations that

model the system become

ẋ = −γx+ y(1− u)

ẏ = −x(1− u) + 1,
(7.23)

with γ =
√

L
R2C . The function u takes the values 0 or 1 depending on whether

the transistor is opened or closed, respectively. It is given by the output of a
Pulse Width Modulation (PWM) process, and can be written as

u(t) =





1 if kT ≤ t < kT + 1/2Tdk

0 if kT + 1/2Tdk ≤ t < (k + 1)T − 1/2Tdk

1 if (k + 1)T − 1/2Tdk ≤ t < (k + 1)T

,

where dk ∈ [0, 1] is the so-called duty cycle. It is computed at each sampling
moment, tk = kT , and is kept constant until the next sampling period, tk+1.
Note that, if dk = 1 or dk = 0, then u becomes constant in the time interval
[kT, (k + 1)T ), equal to 1 or 0, respectively.
The ZAD strategy consists of computing the value of the duty cycle at each
T -time interval, dk, by imposing

∫ (k+1)T

kT

s(t)dt = 0,∀k ∈ Z, (7.24)

where s(t) is the error surface

s(x(t), y(t)) = k1 (x(t)− xref ) + k2 (y(t)− yref ) ,
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with
xref =

vref
vi

, yref = (xref )
2
γ.

and k1 and k2 two control constants.
Equation (7.24) becomes transcendental in dk. However, if the solution of sys-
tem (7.23) is approximated by piecewise-linear functions, the duty cycle can be
approximated by the closed expression

dk =
2s0 + T ṡ2

ṡ2 − ṡ1
, (7.25)

where

ṡ1 = −γk1x(kT ) + k2

ṡ2 = k1 (−γx(kT ) + y(kT )) + k2 (1− x(kT ))

s0 = k1 (x(kT )− xref ) + k2 (y(kT )− yref ) ,

(see [7] for more details). Provided that the duty cycle must be in the interval
[0, 1], it is set to 1 or 0 depending on whether the result of expression (7.25) is
greater than 1 or less than 0, respectively. That is, one imposes the saturation
condition

dk =





1 if
2s0 + T ṡ2

ṡ2 − ṡ2
≥ 1

0 if
2s0 + T ṡ2

ṡ2 − ṡ2
≤ 0.

(7.26)

Let us now consider the time-T return (stroboscopic) map of system (7.23).
It becomes the composition of three stroboscopic maps consisting of flowing
system (7.23) for the time intervals [kT, kT +1/2Tdk), [kT +1/2Tdk, (k+1)T −
1/2Tdk) and [(k + 1)T − 1/2Tdk, (k + 1)T ) setting u = 1, u = 0 and u = 1,
respectively (see [7] for more details). As these three maps are smooth maps,
their composition is also a smooth map, as long as dk given by Equation (7.25)
lies in the interval (0, 1). However, due to the saturation condition (7.26), the
stroboscopic map becomes indeed a piecewise-defined map, with two switching
manifolds,

Σ1 = {(x, y), | dk(x, y) = 1}
Σ0 = {(x, y), | dk(x, y) = 0} .

Hence, the stroboscopic map is indeed defined in three different partitions.
In Figures 7.23 and 7.24 we show the numerical results obtained by direct sim-
ulation of the stroboscopic map, by fixing the initial conditions to (x0, y0) =
(2.5, (2.5)2γ) and varying the parameters k1 and k2. In Figure 7.23 we show
the bifurcation curves in the parameter space (k1, k2). Due to the linearity of
the system, these becomes straight lines. In Figure 7.24 we show the results
obtained along the curve labeled in Figure 7.23 and parametrized by the angle
λ. As shown in Figure 7.24(a), for λ ∈ (0, 0.27), λ ∈ (0.95, 1.2) and λ ∈ (2.5, 3)
(approximately), the stroboscopic map possesses a fixed point. For the first and
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Figure 7.24: Bifurcation scenario found around the curved labeled in Figure 7.23
and parametrized by λ, for parameter values γ = 0.35, xref = 2.5, T = 0.18.
In (a) we show the periods of the periodic orbits found when varying λ. In (b)
we show the bifurcation diagram corresponding to x.
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third intervals, the duty cycle associated with the fixed points is saturated to
0, whereas for the second one the duty cycle lies in the interval (0, 1). As one
can see in Figure 7.24(a), there exist a period adding-like structure between the
first two intervals. The periodic orbits that one finds there possess points in
the partitions where the duty cycles are saturated to 1 and to 0. As a conse-
quence, associated to each periodic orbit, there exists a sequence of 0’s and 1’s,
which are distributed such that such sequences are maximin (see Definition 6.1),
or, equivalently, they belong to the Farey tree of symbolic sequences shown in
Figure 3.5(b). For example, for the two found 5-periodic orbits one gets the se-
quences of duty cycles (0, 0, 0, 0, 1) and (0, 0, 1, 0, 1), which are maximin. Note
that, when dk is saturated to 1, the transistor remains closed for a whole sam-
pling period and more energy is drained from the source. Therefore, if periodic
orbits with high rotation number are not desired, as they possess.
Although a more accurate study of the properties of the stroboscopic map is
needed, provided that the map contracts, there is evidence that the stroboscopic
map is a quasi-contraction, at least for those values of λ corresponding to the
period adding-like structure.

Finally, note that for values of λ in (1.2, 2.5), trajectories with the used
initial condition converge towards a chaotic attractor or are aperiodic.

8 Conclusions and future directions

In the recent years, piecewise-smooth maps, both in R and in Rn, have been
widely investigated and very interesting bifurcation phenomena (border colli-
sions, big bangs, period adding, period incrementing,...) have been reported
by many authors. This included both works by a more applied community,
like in power electronics ([7, 8, 9, 10, 19, 30, 43, 76, 87, 115]), control the-
ory ([46, 50, 51, 102, 135, 133, 134, 136]), biology ([57, 106]), neuroscience ([73,
74, 84, 88, 89, 103, 122, 123, 124, 125]) or economy ([126]) but also researchers
from a more theoretical and/or computational perspective in non-smooth sys-
tems ([12, 13, 14, 15, 17, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 32, 48, 64, 65,
79, 93, 101, 108, 113, 126, 127]). It is well known that some of these bifurcations
resemble phenomena observed and highly studied in other contexts, specially in
theory for circle maps in the 80’s and early 90’s ([1, 2, 3, 4, 5, 6, 11, 32, 34, 40,
59, 60, 61, 63, 66, 86, 100, 104, 114, 121, 131, 132]) and homoclinic bifurcations
([62, 80, 81, 82, 112, 120, 128].

In this survey article we have considered a general setting for piecewise-
smooth contracting maps with a discontinuity at the origin and exhibiting a
co-dimension two border collision bifurcation. It is well known that, depending
on the sign of the slopes of the map near the discontinuity, one finds mainly two
different bifurcation scenarios: the period adding (for the increasing-increasing
case) and the period incrementing (when the slopes have different sign). In
this survey article we have revisited the latter and shown a path through the
literature providing a rigorous proof for the former. Moreover, we have discussed
up to which extend these results can be applied to piecewise-smooth expanding
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maps and to higher dimensions. Finally, we have shown how they can be used
to provide a rigorous basis in applied examples.

8.1 Period adding for contracting one-dimensional piecewise-
smooth maps

The main contribution of this review article consists of revisiting the literature
to provide sufficient conditions for the occurrence of this bifurcation scenario
(described in Section 2.2). It occurs when the map preserves orientation near the
discontinuity at the origin (is of the increasing-increasing type), and the proof in
summarized in Section 3.2. The key step is to link such type of maps with maps
onto the circle. Although the resulting circle map is also discontinuous, the fact
that the map is contracting guarantees that its lift is a strictly increasing map,
which is a sufficient condition for the main properties of the rotation number
of a map to hold: existence, uniqueness and continuity and monotonicity with
respect to parameters. By using the concept of “well ordered” cycles, periodic
orbits are linked with the symbolic sequences given in the Farey tree of symbolic
sequences. When parameters are varied, theory for expanding circle maps is
applied to its inverse to show that the rotation number follows a devil’s staircase
and, when the rotation number is irrational (which occurs in a Cantor set of
zero measure), the omega limit of the map becomes rather the whole circle or
a Cantor set. The latter occurs when the obtained circle map is discontinuous,
the former may occur otherwise.

8.2 Period incrementing for one-dimensional piecewise-
smooth maps

The period incrementing scenario occurs when the piecewise-smooth map has
different monotonicity at both sides of the discontinuity at the origin. We
recover results in the literature that provide sufficient conditions for the con-
tracting case. The bifurcation scenario leads to the existence of stable periodic
orbits of the type LnR or LRn, depending on whether the map is increasing-
decreasing or decreasing-increasing, respectively. Moreover, such a periodic or-
bit may coexist with another periodic orbit of the type Ln+1R (or LRn+1). In
this case, both existing periodic orbits are stable and their domains of attraction
are separated by the origin (the discontinuity).

8.3 Period adding and incrementing bifurcations in piecewise-
smooth expanding maps

Most of the results regarding the orientable case (increasing-increasing) shown
in this review rely on the fact that the lift of the corresponding circle map
is a monotonically increasing map, and indeed do not require the map to be
contracting. A necessary condition becomes then the reversibility of the map,
which is guaranteed when it contracts near the discontinuity. However, such
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reversibility condition also holds when the map is not too expanding. In partic-
ular, if this holds, the map possesses the same type of periodic orbits as in the
contracting case, although these may be not unique nor stable. As opposite to
the contracting case, the set of parameters for which one finds dynamics asso-
ciated with irrational rotation numbers becomes of non-zero measure.
When the map becomes enough expanding so that the reversibility condition no
longer holds, one loses the uniqueness of the rotation number and needs to deal
with rotation intervals instead. Although there is large theory and literature on
this ([1, 2, 4, 5, 68, 70, 132]), more work is needed in order to provide general
sufficient conditions leading to precise and concrete description of the possible
bifurcation scenarios.

The results for the non-orientable case (period incrementing bifurcation) are
based on topological arguments for maps on the interval. The type of periodic
orbits perform a number of steps (re-injection number) on the domain of the
increasing branch and only one in the decreasing one. The smaller the gap at
the origin of the increasing branch is compared to the gap of the decreasing one,
the larger the re-injection number is. Therefore, when the decreasing branch is
expanding, some of the techniques can also be used when this re-injection num-
ber is large enough to compensate the expansiveness of the decreasing branch.
This results on the existence of the same type of bifurcations for periodic orbits
of large enough length (re-injection number). Although the same type of period
orbits with shorter period may also exist even when the decreasing branch is
expanding, they may be unstable and coexist with more than one periodic orbit
of the type LnR.
In the case where both branches of the map are expanding, the map may posses
positive topological entropy and may hence be chaotic, even when the lift is
continuous ([105, 92, 91]).

8.4 Maps in higher dimensions

The jump from dimension one to dimension two represents a really challenging
problem when it comes to provide general conditions for the occurrence of con-
crete type of bifurcations. This is magnified when they are piecewise-smooth
discontinuous maps. However, as we have shown in this review article (see Sec-
tion 6) some results already existent in the literature might significantly help
in order to achieve such a goal. Of special interest is the concept of quasi-
contractions stated in the 80’s by Gambaudo et al. [59, 60, 63]. Although such
results provide very precise description of the type of symbolic sequences associ-
ated with periodic orbits for such maps, those results heavily rely on contraction
conditions. Numerical evidences (see references in Section 6.1) show that one
may find similar symbolic properties under more relaxed conditions, as it occurs
for the one-dimensional case.
Unfortunately, the rotation theory shown in Sections 3.3 and 3.4 cannot be ex-
ported straightforwardly for maps in higher dimensions. However, similarly as
for the one-dimensional case, one may convert such maps into discontinuous
maps onto higher-dimensional cylinders by identifying the images of the switch-
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ing manifolds from both sides in order to introduce a rotating behaviour. Under
more restrictive conditions as for the one-dimensional case, proceeding similarly
as in [36] for a particular example, this would allow one to define the lift of a
map, its rotation number and obtain some theoretical results based on rotation
theory.
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