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Abstract—Wireless sensor networks are employed in many
applications such as health care, environmental sensing, and
industrial monitoring. An important research issue is the design
of efficient Medium Access Control (MAC) protocols, which have
an essential role for the reliability, the latency, the throughput
and the energy efficiency of communication, especially as com-
munication is typically one of the most energy consuming tasks.
Therefore, analytical models providing a clear understanding
of the fundamental limitations of the different MAC schemes,
as well as convenient way to investigate their performance and
optimize their parameters, are required. In this work, we propose
a generic framework for modeling MAC protocols, which focuses
on energy consumption, latency and reliability. The framework is
based on absorbing Markov chains, and can be used to compare
different schemes and evaluate new approaches. The different
steps required to model a specific MAC using the proposed frame-
work are illustrated through a study case. Moreover, to exemplify
how the proposed framework can be used to evaluate new MAC
paradigms, evaluation of the novel pure-asynchronous approach,
enabled by emerging ultra-low power wake-up receivers, is done
using the proposed framework. Experimental measurements on
real hardware were performed to set framework parameters with
accurate energy consumption and latency values, to validate the
framework, and to support our results.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) have enabled a large
number of applications ranging from body area health moni-
toring to wide-range environmental surveillance. The task of
a WSN is to measure one or more environmental variables
through sensors, to eventually pre-process this information,
and to transmit the so obtained data to a sink, i.e. a device
responsible of gathering the data generated by the sensor
nodes. Typical WSNs usually have limited resources such
as memory, computation capability and available energy. A
central task in WSNs is wireless communication, and it has
been shown in various design cases that communication is the
most power hungry task [1].

Great efforts are made to design network protocols that
fulfill the requirements of WSNs, especially regarding the
Medium Access Control (MAC) layer [2]. The aim of the
MAC layer is to provide mechanisms to allow several wireless
nodes to share the wireless channel medium and access the
network. The MAC layer fundamental tasks are to avoid
collisions and to provide fair medium allocation among the
nodes. Moreover, as the MAC layer controls the transceiver,
it plays an important role in the energy efficiency of com-
munication. Because WSNs have many different applications
with different requirements, and as the choice of an appropriate

protocol strongly depends on the application requirements, the
amount of proposed MAC protocols is large and multiple MAC
protocols categories were defined over the last decade [2].
As a consequence, it is difficult to choose and tune the most
appropriate MAC protocol given a specific application context
or to compare new MAC schemes to state-of-the-art, especially
because of the lack of generic analytical models. Indeed, an-
alytical models are required to investigate the performance of
different schemes, to characterize their fundamental limitations
and to optimize their parameters.

In this paper, a generic framework for modeling MAC
protocols is presented. The proposed framework is based on
Absorbing Markov Chains (AMCs) [3] and focuses on energy
consumption, latency and reliability. Markov Chains (MCs)
have already proved to be useful for modeling communications
protocols, especially to study specific MAC protocols [4] and
cross-layer designs [5]. The purpose of this generic framework
is to permit the modeling of a wide range of MAC layer
schemes to explore their parameter space and to compare
them. To illustrate how to apply the proposed framework
to model a specific MAC protocol, the state-of-the-art PW-
MAC [6] protocol, which is an improvement of RI-MAC [7],
is modeled using the proposed framework, and the different
modeling steps are explained. PW-MAC focuses on low energy
consumption for both the receiver and the sender. Moreover,
experimental measurements using real hardware were per-
formed to set the model parameters using realistic and accurate
energy consumption and latencies values and to validate the
framework.

The generic framework proposed in this work can also be
used to evaluate new paradigms. To exemplify this, we use
the proposed framework to evaluate the pure-asynchronous
approach enabled by emerging Ultra Low Power (ULP) Wake-
up Receivers (WuRx). ULP WuRx constitute an emerging
technology that allows continuous channel monitoring while
consuming orders of magnitude less power than traditional
transceivers [8]. These devices wake up the node microcon-
troller (MCU) or other sleeping subsystems using interrupts
when a specific signal, called Wake-up Command (WuC), is
detected. ULP WuRx can significantly increase the energy
efficiency of communications and reduce the latency [9]–[13].
The framework proposed in this work is used to evaluate
the benefits enabled by these new schemes, by modeling two
simple MAC protocols that leverage ULP WuRx: TI-WuR and
RI-WuR, both from [9]. These schemes are compared to PW-
MAC, X-MAC [14], a popular transmitter-initiated protocol,
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and to the IEEE 802.15.4 standard in its beaconless mode,
which is based on the well-known Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) scheme. Ex-
perimental measurements were realized to support our results.

The principal contributions of this work are:
• A new generic framework for modeling MAC protocols

based on AMCs.
• A detailed modeling of the PW-MAC protocol to illustrate

the different steps required to model a MAC protocol
using the proposed framework. The model parameters
were set using experimental measurements to get realistic
and accurate energy consumption and latencies values.

• Analytical and experimental evaluation of two emerging
pure-asynchronous approaches by comparing them to
three traditional MAC schemes.

• Experimental measurements realized to validate the ac-
curacy of the proposed framework.

The rest of this paper is organized as follows. Section II
exposes the related work. In Section III, the generic framework
is presented. Section IV exposes the modeling of PW-MAC
using the generic framework and the experimental validation
of the model. In Section V, an analytical and experimen-
tal comparison between two MAC schemes leveraging ULP
WuRx (TI-WuR and RI-WuR) and three traditional MAC
schemes (PW-MAC, X-MAC, and CSMA/CA) is presented.
Finally, Section VI concludes this paper.

II. RELATED WORK

The most widespread communication scheme for WSNs is
the standard IEEE 802.15.4, which defines both a physical
layer and a MAC protocol. Consequently, many dedicated
models were proposed for characterizing and evaluating this
scheme [15]–[19]. In [15], the authors evaluated the energy
efficiency of the IEEE 802.15.4 MAC layer in dense networks,
and concluded that this standard can be used to support com-
munication in dense data-gathering networks. Ramachandran
et al. [16] evaluated the throughput and energy consumption of
the contention access period of the IEEE 802.15.4 MAC layer
by modeling it as a non-persistent CSMA with backoff, and
showed that shutting down the radio between transmissions
improves the energy efficiency of the MAC layer in some
applications. In [17], the IEEE 802.15.4 MAC protocol was
modeled using MCs, assuming perfect channel conditions, to
capture the performance of the scheme in terms of throughput
and energy consumption, and in the case of saturated and
unsaturated networks. Similarly, Park et al. [18] modeled the
reliability, delay and energy consumption of the IEEE 802.15.4
MAC layer using MCs, and showed that the performance met-
rics mainly depend on MAC parameters and on the collision
probability. More recently, Vilajosana et al. [19] proposed
an energy consumption model for the time-slotted channel
hopping scheme, which is at the heart of the IEEE 802.15.4e-
2012 amendment of the IEEE 802.15.4-2011 standard. Exper-
imental validation on real devices was done, and the model
was applied to different network scenarios, to understand the
potential effects of several network optimizations.

These previous works focus on modeling the IEEE 802.15.4
standard, and therefore do not aim to provide generic analytical

frameworks. To the best of our knowledge, only a few generic
models were proposed in the literature. Vuran et al. [20]
proposed a theoretical framework to exploit spatial correlation
of observed events between sensor nodes on the MAC layer
to reduce unnecessary data transmissions. In [21], the authors
analyzed the duty-cycle, energy efficiency and latency of
a handful of MAC protocols in the context of low data-
rate WSNs regarding various network parameters such as the
network density and the transceiver. If the proposed traffic and
radio models are generic, the latency and energy models are
specific to each MAC, making the proposed approach hard
to extend to new protocols. Asudeh et al. [22] proposed a
selection framework to choose the appropriate protocol that
satisfies the requirements for a given context defined by a set
of input parameters. Three categories of protocols (preamble
sampling, common active period and scheduled) are defined
and it is assumed that protocols in the same category have
similar performance characteristics. The authors defined a
combined performance function that relates different metrics
(delay, energy consumption. . . ) into a single scalar measure by
scaling appropriately each metric. The aim of this performance
function is to quantify the performance of each protocol to
choose the most appropriate one regarding particular context
and application requirements. However, the purpose of our
work is not to provide a selection algorithm, but an analytical
framework to evaluate different MAC schemes.

The generic framework proposed in this paper can be used
to model a wide range of MAC protocols and focuses on
energy consumption, latency and reliability. It is based on
AMCs, and using experimental measurements, we have proved
that the model provides accurate estimations in the context of
low throughput applications, typical for WSNs [23].

III. GENERIC FRAMEWORK FOR MODELING MAC
PROTOCOLS

The proposed analytical framework for modeling the energy
consumption, the latency and the reliability of MAC protocols
is introduced in this section. For a given protocol, a MC
describing the functioning of the protocol is established. The
typical modeling of a MAC protocol by a MC is illustrated by
Fig. 1a. The “standby state” (STDBY) is defined as the state of
the MAC when it is neither receiving nor transmitting a packet.
The reception of a packet is usually preceded by a step such as
the periodic check for incoming packets in preamble sampling
protocols, or the asynchronous reception of a WuC when using
WuRx. This step is called a receive wake-up and can lead to
the reception of a packet. It corresponds to the R-WUP state
in Fig. 1a. We call transmission process the procedure defined
by the protocol to transmit a packet, and reception process the
procedure defined by the protocol to receive a packet. Each of
these processes consists of one or more basic steps, e.g. the
transmission of a beacon, the transmission of a data frame,
the reception of an acknowledgment (ACK). Some steps can
possibly succeed or fail, e.g. the reception of an ACK may fail
because of interference. When transmitting a packet, more than
one attempt are typically allowed, and the number of allowed
attempts is denoted by N ∈ N∗. The failing of an attempt leads
either to the starting of a new attempt, or to the failing of the
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Reception process
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(a) Markov chain of the entire protocol.

Attempt 1 Attempt 2 Attempt

Success

Fail

(b) AMC of the transmission process.

Success

Fail

(c) AMC of the re-
ception process.

Fig. 1: Markov chain models. States names of the transmission and reception processes are not indicated for clarity reason, as they are
specific to each protocol.

transmission process if it was the last authorized attempt. The
success of an attempt leads to the success of the transmission
process.

In the proposed approach, the transmission and reception
processes are individually modeled by two AMCs. These
AMCs are constructed by extracting for each process the
corresponding sub-MC of the MC modeling the entire pro-
tocol, and by defining two absorbing states, i.e. states which
are impossible to leave, denoted “Success” and “Fail” and
representing the two possible outcomes of the process. The
AMC is termed to be “absorbed” by an absorbing state when
it steps into an absorbing state. A success of the process leads
to the absorption of the chain by the “Success” state and a
failure of the process leads to the absorption of the chain by the
“Fail” state. The modeling of the transmission and reception
processes by AMCs are illustrated by Fig. 1b and Fig. 1c
respectively. Three typologies of states are defined to build
an AMC: protocol states, transition states and final states.
Protocol states are defined by the protocol itself, and represent
the steps that constitute the processes. However, to correctly
evaluate the energy consumption and latency incurred by the
protocol, transition states, which do not affect the behavior
of the protocol, are needed to model the energy and latency
cost of state transitions. The final states are the “Success” and
“Fail” states that represent the possible outcomes of a packet
transmission or reception process. All the states except the
final ones are transient, i.e. can be left. Typically, transitions
depend on the history of the traversed states. As MCs are
memoryless, i.e. the probabilities of transition depend only on
the current state, the state space can be augmented to ensure
that the current state determines the transition probabilities.
In the rest of this paper, mathematical objects (AMC, matrix,
vector or scalar) associated to the packet transmission process
are denoted with a “t” subscript, while mathematical objects
associated to the packet reception process are denoted with a
“r” subscript. When referring indifferently to both processes,
the “b” subscript is used. The Table I gives the definition of
the important symbols.

Let Cb be an AMC modeling a packet transmission or
reception process, and Pb be its associated transition matrix

defined by:

Pb =

¨

˚

˚

˚

˚

˚

˝

e1 · · · eMb
s f

e1 p1,1 · · · p1,Mb
p1,s p1,f

...
...

...
...

...
...

eMb
pMb,1 · · · pMb,Mb

pMb,s pMb,f

s 0 · · · 0 1 0
f 0 · · · 0 0 1

˛

‹

‹

‹

‹

‹

‚

, (1)

where Mb is the number of transient states ei, i ∈
{1, . . . ,Mb}, s is the final “Success” state, f is the final
“Fail” state, pi,j ∈ [0, 1] is the transition probability from the
transient state ei to the transient state ej , pi,s is the transition
probability from the transient state ei to the final state s and
pi,f is the transition probability from the transient state ei to
the final state f . As s and f are absorbing states, the transition
probabilities ps,s and pf,f take the value 1.

Cb AMC modeling a packet transmission/reception process

Pb Transition matrix

Nb Fundamental matrix

nb Vector corresponding to the initial state row of Nb

Bb Absorption probability matrix

bb,s Probability of a successful transmission/reception

eb Energy cost vector

seb Average energy cost of a packet transmission/reception

sa Average number of transmission attempts

N|a,t Conditional fundamental matrix

n|s,t Vector corresponding to the initial state row of N|a,t

lb Latency cost vector
slt Expected latency of a packet transmission
ĚPC Average power consumption of the node

λr Average packet reception rate

λg Average packet generation rate

λw Receive wake-up rate

ew Energy cost of a receive wake-up operation

lw Duration of a receive wake-up operation

PSBY Power consumption of the node in STDBY mode

TABLE I: Table of symbols.
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Applying classical AMC results, Pb can be written without
loss of generality as follows [3]:

Pb =

¨

˝

Qb Rb

02×Mb
I2

˛

‚, (2)

where Qb is a Mb−by−Mb matrix, Rb is a Mb−by−2
matrix, I2 is the identity matrix of size 2 and 02×Mb

is the
2−by−Mb null matrix. The fundamental matrix of Cb is [3]:

Nb = (IMb
−Qb)

−1. (3)

The ij−entry of Nb, denoted by ni,j , is the expected number
of times the chain was in the transient state ej if it started
in the transient state ei before being absorbed. It is assumed
without loss of generality that the initial state of Cb is ei0 with
i0 ∈ {1, . . . ,Mb}, i.e. ei0 is the initial state of the transmission
or reception process. Thus, only the ith0 row of the Nb matrix
is considered, and the vector of size Mb corresponding to this
row is denoted by nb.

A. Probability of a successful packet transmission or reception

To evaluate the reliability of a protocol, the probability that
a packet transmission or reception succeed, i.e. that Cb is
absorbed by the final state s, is considered. The absorption
probability matrix denoted by Bb is a Mb−by−2 matrix in
which the ij−entry, denoted by bi,j , is the probability that the
matrix will be absorbed by the jth absorbing state, which is
either s or f , if it starts in the ith transient state ei, and can
be computed as follows [3]:

Bb = NbRb. (4)

As the initial state is ei0 , only the ith0 row is considered and
the vector of size 2 corresponding to this row is denoted by
bb. We denote by bb,s the entry of this vector corresponding to
the probability that the chain Cb is absorbed by the final state
s, i.e. that the process successfully terminates. bb,s is given
by:

bb,s =

Mb∑
j=1

ni0,jpj,s. (5)

B. Energy cost of a packet transmission/reception process

Let eb be the energy costs vector, i.e. the vector of size
Mb in which the ith entry is the energy cost incurred by the
MAC protocol when traversing the transient state ei. Hence,
the average energy cost of a packet transmission or reception
modeled by Cb is the scalar product of nb and eb:

seb = nb · eb. (6)

In (6), nb is related to the protocol functioning, while eb is
related to application and hardware specifics, i.e. transmission
or reception time of frames and transceiver power consump-
tion.

C. Average number of transmission attempts

Let c be the vector of size Mt in which the ith entry takes
the value 1 if ei corresponds to the initial state of an attempt
in the AMC modeling the transmission process, 0 otherwise.
Then, the expected number of transmission attempts denoted
by sa, without considering the outcome of the transmission
process, is given by:

sa = nt · c. (7)

D. Latency of a packet transmission process

We define the latency costs vector denoted by lb as the
vector of size Mb in which the ith entry is the latency
incurred by the MAC protocol when traversing the transient
state ei. The same reasoning as in (6) can not be applied
for computing the packet transmission latency, as the scalar
product of nt and lt gives the average duration of a packet
transmission process without regard to its outcome. However,
when the latency is evaluated, we are interested in the packet
transmission duration when the transmission process succeeds.
Therefore, the conditional fundamental matrix denoted by
N|a,t is introduced as the matrix in which the ij−entry,
denoted by n|a,i,j , is the expected number of times the chain
was in the transient state ej if it started in the transient state
ei and knowing that the chain was absorbed by the state
a ∈ {s, f}. Moreover, it can be demonstrated that:

n|a,i,j =
bj,a
bi,a

ni,j . (8)

Proof: Let X(m)
i,j be the random variable that takes the

value 1 if the chain is at the transient state ej at the step m
if it started at the transient state ei, and 0 otherwise. Then:

Pr
´

X
(m)
i,j = 1

¯

= q
(m)
i,j , (9)

where q
(m)
i,j is the ij−entry of the matrix Qt raised to the

power m denoted by Qm
t . Let Ai be the random variable

corresponding to the state, which will absorb the chain if it
started at the transient state ei. According to Bayes’ theorem:

Pr
´

X
(m)
i,j = 1|Ai = a

¯

=
Pr

´

Ai = a|X(m)
i,j = 1

¯

Pr
´

X
(m)
i,j = 1

¯

Pr pAi = aq
. (10)

Because of the Markov property:

Pr
´

Ai = a|X(m)
i,j = 1

¯

= Pr pAj = aq , (11)

hence, we have:

Pr
´

X
(m)
i,j = 1|Ai = a

¯

=
Pr pAj = aq

Pr pAi = aq
Pr

´

X
(m)
i,j = 1

¯

=
bj,a
bi,a

q
(m)
i,j , (12)

using the notation of the absorption probabilities matrix Bb.
The expected number of times the chain was in the transient
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state ej in the first m steps given that it started in the transient
state ei and that it was absorbed by the state a is:

E
´

X
(0)
i,j + · · ·+X

(m)
i,j |Ai = a

¯

=
bj,a
bi,a

´

q
(0)
i,j + · · ·+ q

(m)
i,j

¯

, (13)

because of the linearity of the expectancy. Hence, when m
goes to infinity:

n|a,i,j = lim
m→+∞

E
´

X
(0)
i,j + · · ·+X

(m)
i,j |Ai = a

¯

= lim
m→+∞

bj,a
bi,a

´

q
(0)
i,j + · · ·+ q

(m)
i,j

¯

=
bj,a
bi,a

ni,j . (14)

where the last equality holds because [3]:

N =

∞∑
k=0

Qb
k, (15)

where Qb
0 = IMb

.
The conditional fundamental matrix N|s,t is such that the

ij−entry is the expected number of times the chain was in the
transient state ej if it started in the transient state ei knowing
that the packet transmission succeeds. As the initial state is
assumed to be ei0 , only the vector corresponding to the ith0
row and denoted by n|s,t is considered. Hence, the expected
latency incurred by the transmission of a packet is:

slt = n|s,t · lt, (16)

where lt is the latency cost vector of the transmission process.

E. Average power consumption

Knowing the expected energy costs of a packet transmission
and a packet reception, respectively denoted by set and ser and
computed using (6), the average power consumption, denoted
by ĎPC , incurred by communications can be computed as
follows:

ĎPC = saλr ser + (λg + bt,sλr) set + λwew +
´

1− saλr (nr · lr)

− (λg + bt,sλr) (nt · lt)− λwlw
¯

PSBY ,

(17)

assuming that a node forwards all packets that are successfully
received. In (17), λr and λg are respectively the average
packet reception and local packet generation rate. bt,s is
the probability that a packet transmission succeeds and is
computed given by (5). λw is the receive wake-up rate, and
ew and lw are respectively the energy cost and the duration of
a single receive wake-up operation. The scalar products nr · lr
and nt · lt correspond to the duration of a packet reception
and packet transmission process respectively, without regard
to the outcome of the processes. Finally, PSBY corresponds
to the power consumption of the node when the MAC is in
the STDBY state.

In (17), the first term corresponds to the power consumption
due to packets reception, and the second term to the power
consumption incurred by packets transmission. The third term

accounts for the power consumption due to the receive wake-
up operation (periodic listening to the channel or beacon
transmission, WuCs reception. . . ), and the final term accounts
for the power consumption of the node in sleep state.

F. Constructing the AMCs transition matrices

The construction of the AMCs requires the calculation of
the transition probabilities, which depend both on the protocol
functioning and on the frame failure probabilities, i.e. the prob-
ability of frame transmission and reception failures. In order
to compute the frame failure probabilities, analytical models
which focus on the wireless channel and interferences [24]
can be used. Combining the framework proposed in this work
with such models allows the evaluation of the MAC protocols
regarding the scalability and channel quality. In the rest of
the paper, the frame failure probability is denoted by pf ,
which can take different values for different frames. Hence,
when constructing an AMC modeling a packet transmission
or reception process, the states corresponding to a frame
transmission or reception lead to a failure with a probability
pf , and to a success with a probability 1− pf .

IV. CASE STUDY: MODELING PW-MAC USING THE
PROPOSED FRAMEWORK

In this section, PW-MAC [6], a receiver-initiated protocol
that focuses on low energy consumption for both the sender
and the receiver, is modeled using the proposed framework.
PW-MAC was proposed by the same authors that introduced
RI-MAC [7], to reduce the power consumption of the lat-
ter. Through this case study, the different stages required
to apply the proposed framework to a particular MAC are
illustrated. First, the AMCs modeling the transmission and
reception processes are established. Then, the energy and
latency cost vectors are set. Two different approaches are
presented to set the energy and latency cost vectors. The first
one relies solely on analytical estimations, while the second
combines analytical estimations with measurements obtained
by microbenchmarks to obtain accurate values of the energy
and latency overhead incurred by the software and hardware.
By comparing the accuracy of the model achieved by each
approach, the benefits enabled by the second approach are
shown.

A. Building the AMCs

The first step for modeling a particular MAC protocol using
the proposed framework is to build the two AMCs describing
the packet transmission and the packet reception processes.
PW-MAC is based on the duty-cycling approach, in which
the node keeps its transceiver in sleep state most of the time,
and regularly switches it on to check for incoming packet.
The proportion of time during which the node is active is
called the duty-cycle. Because PW-MAC is a receiver-initiated
protocol, each node regularly sends beacon indicating that it
is ready to receive. After each beacon sending, it listens to the
channel for incoming data packet. If no packet is detected on
the channel, the node goes back to sleep. The time interval
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Fail
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S-TD 2
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S-RA 2
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F-TD
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(a) AMC modeling the transmission process of PW-MAC.

RD

TA

S-RD

F-RD

S-TA

F-TA

Success

Fail

(b) AMC modeling the re-
ception process of PW-
MAC.

Fig. 3: AMCs modeling the transmission and reception processes of PW-MAC.

DATA (TD)
Sender

Receiver

t

t

Frame

transmission

Frame

reception

B (TB) ACK (TA)

B (RB) ACK (RA)

DATA (RD)

Sender starts listening

Fig. 2: Packet transmission using PW-MAC. For each frame trans-
mission or reception, the corresponding state name is indicated in
brackets.

between two beacon sendings is computed using a pseudo-
random generator, avoiding nearby nodes to wake up at the
same time repeatedly. A node learns the wake-up schedule of
its forwarders, and when it needs to send a packet, it wakes
up just before the receiving node sends a scheduled beacon.
After receiving the beacon from the forwarder, it sends the data
frame, and then listens to the ACK frame. PW-MAC operation
is shown by Fig. 2. In this figure, the protocol state names
associated to each frame sending or receiving are indicated in
brackets.

1) Packet transmission process AMC: The transmission
process of PW-MAC is modeled by the AMC shown by
Fig. 3a. Each protocol state corresponds to the sending or
receiving of a frame. When a node needs to transmit a
packet, it first listens to the channel until it receives a beacon.
Therefore, the protocol states corresponding to this operation,
named RB i where i ∈ {1, . . . , N} is the attempt number,
only has one outcome as opposite to the other protocol states
TD i and RA i, which possibly finish by a success or a failure.
Transition states were added to take into account the energy
and latency costs incurred by each possible outcome (success
or failure) of the TD i and RA i protocol states. For example,
if the TD i state fails, i.e. the transmission of the data frame
fails at the ith attempt, then the node will still listen for an
ACK, which will incur energy consumption and latency. These
energy and latency costs are accounted by the F-TD i transition
state. As there are Mt = 7 transient states, the associated
transition matrix is the (7N + 2)−by−(7N + 2) matrix is

defined by:

Pt =

Qt Rt
¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

A B 07×7 · · · C

07×7
. . . . . .

...
...

. . . A B C

07×7 · · · 07×7 A D

02×7 · · · · · · 02×7 I2

,

where A is the 7−by−7 matrix corresponding the to the intra-
attempt transitions:

A =

¨

˚

˚

˚

˚

˚

˚

˚

˝

RB i TD i RA i S-TD i F-TD i S-RA i F-RA i

RB i 0 1 0 0 0 0 0
TD i 0 0 0 1− pf pf 0 0
RA i 0 0 0 0 0 1− pf pf
S-TD i 0 0 1 0 0 0 0
F-TD i 0 0 0 0 0 0 0
S-RA i 0 0 0 0 0 0 0
F-RA i 0 0 0 0 0 0 0

˛

‹

‹

‹

‹

‹

‹

‹

‚

,

where i ∈ {1, . . . , N}. Similarly, B is the 7−by−7 matrix
corresponding to the transitions between an attempt and the
next attempt:

B =

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

RB i+1 TD i+1 · · · F-RA i+1

RB i 0 0 · · · 0
TD i 0 0 · · · 0
RA i 0 0 · · · 0
S-TD i 0 0 · · · 0
F-TD i 1 0 · · · 0
S-RA i 0 0 · · · 0
F-RA i 1 0 · · · 0

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

,
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where i ∈ {1, . . . , N−1}. C is the matrix corresponding to the
transitions between the non-last attempts and the final states:

C =

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

s f

RB i 0 0
TD i 0 0
RA i 0 0
S-TD i 0 0
F-TD i 0 0
S-RA i 1 0
F-RA i 0 0

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

,

where i ∈ {1, . . . , N−1}. Finally, D is the matrix correspond-
ing to the transitions between the last attempt and the final
states:

D =

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

s f

RB N 0 0
TD N 0 0
RA N 0 0
S-TD N 0 0
F-TD N 0 1
S-RA N 1 0
F-RA N 0 1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

.

2) Packet reception process AMC: PW-MAC requires each
node to wake up regularly to send a beacon indicating that it is
ready to receive a packet. The node then listens to the medium
for incoming packet, and if no preamble is detected, it returns
to sleep after a short time. Otherwise, it continues to listen
for the incoming packet. This operation is modeled by the R-
WUP state of the MC modeling the protocol, and is therefore
not considered by the AMC modeling the packet reception
process. The initial state of the AMC modeling the packet
reception process is the state corresponding to a data frame
reception, as shown by Fig. 3b. In this AMC, the state RD
corresponds to a data frame reception, and the state TA to an
acknowledgment transmission. Transition states were added to
take into account the energy and latency costs incurred by each
state possible outcome (success or failure). The corresponding
transition matrix is the following 8−by−8 matrix:

Pr =

¨

˝

Qr Rr

02×6 I2

˛

‚,

where Qr is the 6−by−6 matrix that corresponds to transitions
between non-final states:

Qr =

¨

˚

˚

˚

˚

˚

˚

˝

RD TA S-RD F-RD S-TA F-TA
RD 0 0 1−pf pf 0 0
TA 0 0 0 0 1−pf pf
S-RD 0 1 0 0 0 0
F-RD 0 0 0 0 0 0
S-TA 0 0 0 0 0 0
F-TA 0 0 0 0 0 0

˛

‹

‹

‹

‹

‹

‹

‚

,

and Rr is the 6−by−2 matrix that corresponds to transitions
between the non-final states and the two final states:

Rr =

¨

˚

˚

˚

˚

˚

˚

˝

s f

RD 0 0
TA 0 0
S-RD 0 0
F-RD 0 1
S-TA 1 0
F-TA 0 1

˛

‹

‹

‹

‹

‹

‹

‚

.

B. Setting the energy and latency cost vectors

The proposed framework requires the energy cost and
latency cost vectors, respectively denoted by eb and lb, to be
set carefully. When a node has to transmit a packet using PW-
MAC, it first listens continuously until it receives a beacon.
This operation corresponds to the RB i states of the AMC
modeling the packet transmission process. It is assumed that
the probability of a frame failure is pf , therefore the number
of failures before a beacon is successfully received, denoted
by X , is a discrete random variable that follows a geometric
distribution of parameter 1−pf . The expected number of
beacon reception failures before the first beacon reception
success is thus:

E[X] =
pf

1−pf
. (18)

The average rate of beacon sending by a node is λw, and the
expected listening time before a successful beacon reception
starts, denoted by E[L], is therefore:

E[L] =
pf

λw p1−pf q
, (19)

which was accounted in the latency cost of the RB i state of
the transmission process.

Focusing on the energy and latency costs incurred by
the transmission and reception of frames (beacon, data and
ACK), the size of a frame in bits is denoted by S, and
the transmission bit-rate in bps is denoted by R. When a
protocol is implemented on a real platform, energy and latency
overhead due to hardware and software overhead can incur as
a consequence of radio setup, turn around. . . Therefore, the
latency incurred by a frame transmission/reception is:

l =
S

R
+lovh. (20)

where lovh is the hardware/software overhead. Moreover, the
energy cost incurred by a frame transmission/reception is:

e =
S

R
PC+eovh, (21)

where PC is the power consumed by the node, and takes
different values depending on whether the node is transmit-
ting or receiving, and eovh is the hardware/software energy
overhead. The energy cost and latency cost incurred by the
transmission/reception of each frame (beacon, data and ACK)
were calculated using the appropriate values of S, R and PC .

Microbenchmarks were performed to measure accurately
the energy and latency costs (including the overhead) of
a packet transmission, a packet reception, and a scheduled
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(RB) (TD) (RA)

Overhead Overhead

RB: Receive Beacon TD: Transmit Data RA: Receive ACK

Fig. 4: Power consumption trace of a packet transmission using PW-
MAC.

wake-up. The measurement results are shown by Fig. 4 for
the packet transmission process. These measurements were
done using a Keysight N6705B DC power analyzer, with
the PowWow platform [25]. PowWow is a modular platform
able to use a wide range of transceivers. In this work, the
Texas Instrument (TI) CC1120 transceiver was considered,
which consumes 34mA when transmitting at +10dBm, and
22mA when receiving, according to the datasheet. On Fig. 4,
the different steps of the packet transmission process can be
seen, and the corresponding states are indicated. This figure
shows that hardware and software overhead is introduced
at the beginning and at the end of the processes, as well
as between frames sendings and reception. These additional
energy and latency costs were taken into account when setting
the energy and latency cost vectors, and similar measurements
were done for the reception process and the regular wake-
ups. To illustrate the importance of considering the hard-
ware and software overhead when setting the cost vectors,
measurements of the power consumption and latency using
the experimental setup described in Section V-B were done.
Measurements were done for different average values of λw,
and compared to the analytical estimation obtained using the
proposed framework. For both the latency and the power
consumption, two analytical estimations were realized: one
using cost vectors that do not take into account the hardware
and software overhead, i.e. eovh and lovh were set to zero,
qualified as “naive”, and one that considers this overhead
using the microbenchmark measurements qualified as “hy-
brid”, as it uses both analytical estimation and experimental
measurements from the microbenchmarks. Fig. 5 shows the
two estimations as well as the obtained measurements. As it
can be seen, the proposed framework is accurate regarding the
latency both using the “naive” and the “hybrid” approaches.
However, regarding the power consumption, the “hybrid”
approach performs significantly better than the “naive” one.
This is because most of the power consumption of PW-MAC
is due to the scheduled wake-ups. Therefore having accurate
measurement of the energy cost of this operation is essential to
achieve accurate estimation of the power consumption. These
results show the benefits of the “hybrid” approach compared
to the “naive” one to achieve accurate estimation using the
proposed framework.

1 2 3 4 5 6 7 8 9 10
λw (Hz)
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¯P C (
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W
)
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PW-MAC ̄lt - Analytical ``Hyrbid''

PW-MAC ¯PC - Analytical ``Naive''

PW-MAC ¯PC - Analytical ``Hybrid''

PW-MAC ̄lt - Measurement

PW-MAC ¯PC - Measurement

Fig. 5: Comparison of the “naive” setting of the cost vectors and
“hybrid” setting.

V. COMPARISON OF MAC PROTOCOLS

The purpose of the framework introduced in Section III is to
enable comparison between a wide range of MAC protocols,
possibly based on different paradigms (preamble sampling,
TDMA. . . ). Moreover, this framework allows the evaluation
of new paradigms. To illustrate how the proposed framework
can be used to evaluate new approaches, we evaluate in this
section a pure-asynchronous communication scheme, enabled
by the emergence of ULP WuRx [9]–[11]. We first provide
a brief presentation of ULP WuRx to motivate the usage of
these new devices and the energy efficient MAC paradigm
they enable. Then, the latency-power consumption trade-off is
evaluated for various MAC protocols, including one leveraging
ULP WuRx. Finally, the reliability of these MAC protocols
regarding the packet failure probability is evaluated.

A. Presentation of ULP WuRx

When the communication traffic is low (around a few
packets per minute), traditional pseudo-asynchronous schemes
based on preamble sampling and relying on duty-cycling are
used [2]. In these approaches, each node is most of the time
in sleep state, and regularly wakes up to check the channel
for incoming packet. As nodes frequently wake up while
no incoming packet are pending, idle listening is usually a
significant source of energy waste. Therefore, when setting the
wake-up rate, i.e. the rate at which nodes wake up to check
for incoming packet, a compromise is made between power
consumption and latency.

Emerging ULP WuRx enable pure-asynchronous communi-
cation. In this approach, each node is equipped with an ULP
WuRx, which allows a continuous channel monitoring while
consuming orders of magnitude less power than traditional
transceivers [8]. When a WuC is detected, the ULP WuRx
wakes up the node MCU or other sleeping subsystems. Using
these devices, nodes do not need to regularly turn on their main
transceiver to avoid deafness, and idle listening is thus min-
imized. Moreover, some state-of-the-art ULP WuRx provide
computational capabilities [26], [27], and are therefore able to
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Fig. 6: Illustration of a packet transmission using TI-WuR.

process the received data autonomously in an energy efficient
manner. This feature makes possible a WuC to wake up only
a specific node by performing address matching on the ULP
WuRx, but it also allows the ULP WuRx to take action without
waking up the main MCU. The main drawback of state-of-the-
art ULP WuRx come from their low sensitivity and their low
bit-rate compared with traditional WSN transceivers [8], [26],
[27], which is the price of ULP consumption. Consequently,
WuCs are sent at higher transmission power and lower bit-rate
than the other frames received by the main radio to achieve
the same transmission range, making the sending of WuCs
energetically expensive.

B. Evaluation setup

The ULP WuRx designed and developed in [26] was used
for the experimental evaluation. This ULP WuRx works in
the 868MHz frequency bands, and receives data with On-
Off Keying (OOK) modulation at a bit-rate of 1kbps. The
sensitivity in these conditions was measured to be −55dBm.
This ULP WuRx provides computational capabilities due to
the Microchip PIC12LF1552 ULP MCU that it embeds. The
power consumption of the whole ULP WuRx was measured
to be 1.83µW in the always-on listening mode, and 284µW
when receiving and processing data.

To evaluate the pure-asynchronous approach, TI-WuR, a
transmitter-initiated MAC protocol leveraging ULP WuRx,
was modeled using the proposed framework, and following
the procedure described in Section IV. A packet transmission
using TI-WuR is illustrated by Fig. 6. The sender first sends
a WuC containing the address of the receiver using OOK
modulation at 1kbps. The analog front-ends of the ULP WuRx
of its neighbors detect the activity on the channel, and trigger
an interrupt to wake up the MCU embedded in the ULP
WuRx. The ULP WuRx MCU then reads the incoming data,
and performs address matching. If the address embedded in
the WuC matches the node address, the ULP WuRx MCU
triggers an interrupt to wake up the main MCU. The main
MCU then switches-on the main transceiver to receive the data
frame from the sender. The data frame is sent using standard
IEEE 802.15.4 modulation schemes and bit-rates, and using

the standard IEEE 802.15.4 frame structure which provides
Cyclic Redundancy Check (CRC) codes for error detection.
Finally, an ACK frame is sent by the receiver to acknowledge
the reception of the data frame.

In addition to TI-WuR, RI-WuR, a receiver-initiated pro-
tocol leveraging WuRx, was also implemented. Using RI-
WuR, each node periodically broadcasts a WuC to inform
neighboring nodes that it is ready to receive. When a node
receives a WuC, two scenarios are possible. If the node has no
packet to send to the node that broadcasts the WuC, its WuRx
simply ignores the WuC. Otherwise, the node is awaken,
and the data transmission starts using the main transceiver
in the same way that with TI-WuR. TI-WuR and RI-WuR are
compared to the PW-MAC, X-MAC and CSMA/CA protocols.
PW-MAC is an improvement of RI-MAC, proposed by the
same authors, which focuses on low energy consumption. The
details of PW-MAC modeling using the proposed framework
are given in Section IV. X-MAC is a well-known transmitter-
initiated protocol in which the receiver periodically wakes up
to listen to the channel for a short time. When a node needs
to send a packet, it first sends short preambles with the target
address. Once the receiver detects a short preamble frame
with its address, it sends an early ACK, and the transmitter
then sends the data frame. The CSMA/CA scheme was also
evaluated. CSMA/CA is used by the IEEE 802.15.4 MAC
standard in beaconless mode, and requires the node to be
continuously listening to the channel. Therefore, when a node
needs to send a data frame, it sends the data frame directly
to the addressee node, possibly after a random backoff. The
reception of the data frame is acknowledged by an ACK frame.
If this approach incurs high power consumption, it provides
benchmark values for latency. Similarly to PW-MAC, TI-WuR,
RI-WuR, CSMA/CA and X-MAC were modeled using the
proposed framework and following the procedure illustrated
in Section IV.

These five protocols were implemented on a testbed of
PowWow platforms. Each PowWow node was equipped with
a TI CC1120 transceiver, and, when TI-WuR or RI-WuR were
evaluated, each node was also equipped with an instance of
the ULP WuRx presented above. The transmission power of
the WuCs was +10dBm, allowing a range up to 25 m using
+3 dBi antennas for both transmitters and receivers, while the
transmission power of the non-WuC frames was −6dBm as it
was found experimentally to be the minimal power required
to achieve the same range. Moreover, the size of the data
payload frame was 14B. Each measurement was done on a
node that was receiving packets at the rate λr = 0.10Hz
(not considering the outcome of the reception process), locally
generating packets at the rate λg = 0.10Hz, and transmitting
both the generated and the received packets.

C. Beyond the latency-power consumption trade-off

Fig. 7 exposes the latency and the power consumption
incurred by the evaluated protocols. Both analytical and ex-
perimental results are shown. For the analytical evaluation,
pf was set to 0 as this value lead to the closest fit with the
experimental measurements. Concerning RI-WuR, PW-MAC
and X-MAC, latency and power consumption were computed
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Fig. 7: Power consumption and latency of the five evaluated protocols.

with the proposed framework for values of the average wake-
up rate λw in the range [1, 20]Hz. Moreover, experimental
measurements of these two quantities are shown for values of
λw of 1, 1.3, 2, 4 and 10 Hz. In the case of TI-WuR, results
for different values of the bit-rate at which WuCs are sent,
denoted by Rw, and different values of WuCs size, denoted
by Lw, are exposed. Regarding CSMA/CA, only one couple of
points (analytical and experimental) is shown as the protocol
has no tuning parameters. It can be seen that the model fits
well the numerical results for the three evaluated protocols.

These results show that a trade-off between the latency and
the power consumption must be made when using RI-WuR and
PW-MAC, and this trade-off is set by the wake-up rate λw.
Indeed, high values of λw incur low power consumption at the
cost of high latency, while low values of λw lead to low latency
at the cost of high power consumption. Therefore, minimizing
both latency and power consumption using this approach
is not straightforward. Regarding X-MAC, an optimal value
of λw permits the minimization of the power consumption.
However, this optimal value depends on both λr and λg , which
makes this optimization process difficult. When using X-MAC,
choosing low values of λw allows low latencies at the cost of
high power consumption, similarly to PW-MAC and RI-WuR.
However, as X-MAC sends short preambles before each packet
transmission, using high values of λw incurs high power
consumption as the overhead incurred by the preamble sending
becomes significant. PW-MAC and RI-WuR do not suffer
from this drawback. Indeed, with PW-MAC the transmitter
is synchronized with the receiver, and RI-WuR uses WuRx to
avoid the need of preamble sending. CSMA/CA minimizes the

latency as nodes are always listening: no synchronization nor
WuC sending is required. However, this comes at the cost of
high power consumption.

TI-WuR allows significantly lower latency and power con-
sumption compared to the other considered protocols as it can
be seen on Fig. 7. As WuCs are sent at higher transmission
power and lower bit-rate than the other frames, decreasing
the WuCs transmission time leads to lower latency and power
consumption. Therefore, for Rw = 1kbps, smaller WuC sizes
lead to better performance, as shown by Fig. 7 for WuCs sizes
ranging from 1B to 8B. However, reducing the WuCs size is
not always a solution as it implies reducing the amount of
information that WuCs embed. Therefore, a more promising
solution is to increase the bit-rate of ULP WuRx. As the ULP
WuRx device used for experimentation is optimized for a bit-
rate of 1kbps, the evaluation of TI-WuR for values of Rw

higher than 1kbps was only done analytically, and Fig. 7
shows the latency and power consumption incurred by TI-
WuR when Lw = 8B and Rw equals 10kbps and 20kbps.
TI-WuR achieves a latency of 25.9ms when Rw = 10kbps,
and 22.0ms when Rw = 20kbps, while CSMA/CA achieves
a latency of 16.2ms, but at the cost of a power consumption
130 times higher.

These results show the benefits of the pure-asynchronous
approach enabled by ULP WuRx. Trade-off between the power
consumption and the latency are no longer required in the
context of low data-rate WSNs, as packet exchanges are done
without requiring regular wake-ups as with preamble sampling
protocols, or continuous listening of the main transceiver
as with CSMA/CA. Performance of current schemes can be
improved by increasing the bit-rate of ULP WuRx, however
this come at the cost of a trade-off with the range and the
power consumption of the ULP WuRx device [26].

D. Reliability evaluation

This section focuses on the impact of the frame failure
probability pf on the performance of three MAC protocols, TI-
WuR, PW-MAC and CSMA/CA. TI-WuR and PW-MAC were
chosen as they present the best performance, while CSMA/CA
was chosen as it gives benchmark values for the latency. High
values of pf can be caused by interferences or collisions,
e.g. due to dense networks or poor channel quality. As it is
difficult to control the frame failure probability experimentally,
the impact of this parameter was only analytically evaluated.
Fig. 8a shows the impact of pf on ĎPc when λw = 4Hz,
Rw = 1kbps and Lw = 1B. It can be seen that while pf has a
low impact on the average power consumption incurred by TI-
WuR and CSMA/CA, it has a strong impact on the average
power consumption incurred by PW-MAC. Indeed, when a
node sends a packet using PW-MAC to a forwarder node, the
sending node first wakes up just before the forwarder sends its
scheduled beacon. If no beacon is received, then the sending
node assumes that the synchronization with the forwarder node
was lost, keeping its transceiver active until a beacon from
the forwarder node is received to resynchronize. Therefore, a
high frame failure probability causes frequent resynchroniza-
tion activities and therefore significantly increases the power
consumption. This unwanted effect also leads to high packet
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Fig. 8: Average power consumption, average transmission latency and probability of transmission success regarding the frame failure
probability.

transmission latency when pf becomes high as shown by
Fig. 8b, as the sending node waits for a valid beacon from
the forwarder node. On the other hand, when an attempt
to transmit a packet fails with TI-WuR or CSMA/CA, the
sending node makes a new attempt until the transmission
succeeds or exceeds a predefined number of re-transmissions
(set to 4 in this work), each re-transmission being preceded
by a random backoff. Nonetheless, the functioning of PW-
MAC leads to higher probability of successfully delivering the
packet compared to TI-WuR as shown by Fig. 8c. However,
the difference becomes significant only when the probability
of frame failure is higher than 20%. CSMA/CA is the more
reliable protocol, as only two frames must successfully be
transmitted for the communication to be successful (the data
frame and the ACK), while three frames must be successfully
transmitted for TI-WuR and PW-MAC.

VI. DISCUSSION AND CONCLUSION

In this paper, a new generic framework for modeling
MAC protocols was presented. This framework is based on
absorbing Markov chains, and focuses on energy consumption,
latency and reliability. The steps required to model a specific
MAC protocol using the proposed framework were illustrated
using the PW-MAC protocol, which aims to improve energy
efficiency for both the receiver and the sender. Moreover,
experimental measurements were performed to accurately set
the energy and latency parameters required by the model, and
to validate the framework.

While using the proposed framework to evaluate novel
schemes, several lessons were learned about the potential
and the limitations of the framework. Firstly, the energy and
latency strongly depend on the hardware and the implementa-
tion, and therefore measurements are required if high accuracy
is desired. In this work, microbenchmarks were used to get
accurate values of both the latency and energy consumption
incurred by each state. This can be seen as a limitation of
the proposed framework as it requires measurements on real
hardware. However, if one is interested only by the trends of
the protocols, highly accurate estimation of the energy and
latency is not necessary.

Another potential issue is the construction of the transition
matrices, which requires the calculation of the transition
probabilities. These probabilities depend on both the protocol

algorithm and the frame failure probability. Computing real-
istic value of the frame failure probability for a given precise
context may be difficult, as it depends on the channel state.
However, as suggested in the paper, the framework proposed
in this work can be combined with other models focusing on
the wireless channel. Also, letting the frame failure probability
be a variable allows the exploration of the behaviors of MAC
schemes under different channel conditions, as done in the last
section of this paper.

The proposed framework was used in this work to evaluate
pure-asynchronous approaches, enabled by emerging ultra-low
power wake-up receivers, to illustrate how the framework
can be used to explore new MAC paradigms. Five MAC
schemes were modeled using the proposed framework, two
leveraging emerging wake-up receivers (TI-WuR and RI-
WuR), and three traditional protocols (PW-MAC, X-MAC and
CSMA/CA used by IEEE 802.15.4 beaconless). In addition
to analytical evaluation of the pure-asynchronous approach,
experimental measurements were conducted to support our
conclusions. Results show the benefits enabled by emerging
pure-asynchronous schemes, especially when a transmitter-
initiated approach is used, in terms of both power consumption
and latency.
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