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Abstract:  Natural permeability fields are classically modeled by a second-order stationary
field which is a lognormal distribution, with an isotropic exponential correlation function. In this
technical report, we expose the algorithms to generate Gaussian random fields. In particular, the
algorithms based on the Circulant Embedding methods are given.
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Algorithmes pour la génération de champs
aléatoires gaussiens

Résumé : Dans les milieux souterrains, les champs de perméabilité sont clas-
siquement modélisés par des champs aléatoires. Ces champs ont classiquement
une distribution log-normale de fonction de corrélation exponentielle. Dans ce
rapport technique, nous exposons les algorithmes pour générer de tels champs.
En particulier, nous exposons les algorithmes basés sur la méthode de ” Circulant
Embedding”.

Mots-clés : Champs aléatoires gaussiens, méthode de ” Circulant Embedding”
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1 Basics

Let Q be a domain of R%.

1.1 Definitions

Definition 1 A random field is a collection of random variables {Y (x)}xeq
defined on a multidimensional domain Q € RY.

Definition 2 {Y(x)}xecq is called a (real) Gaussian random field if
Vn € N\{0},Vx1,...,xny € Q, the random vector (Y (x1),...,Y (xy)) is Gaussian.

Remark 3 Vx € ), the random variable Y (x) is Gaussian with mean

and with autocovariance function
Cov[Y (x),Y (x")] := E[(Y(x) — m(x)) (Y (x") — m(x')], for x,x' € Q

Properties 4
1st order stationarity: Ju € R,Vx € Q,m(x) = pu

2nd order stationarity: 1st order stationarity + the autocovariance function
CovlY (x),Y (x")] is a function of only the difference h =x —x':

ConlY (x), Y (x')] = C(h)
Remark 5 If {Y(x)}xeq is a 2nd order stationary Gaussian field with mean 0

and autocovariance function C(h), m + oY (x) is a 2nd order stationary Gaus-
sian field with mean m and autocovariance function o x C(h).

1.2 Examples of autocovariance functions

1. Exponential covariance (separable): Cg(h) =e¢ k=1

2. Exponential covariance (non separable): Cg,s(h) =e¢

d

h

72)\
k=1

N

ESl V]

3. Gaussian covariance: Cg(h) =€
A = (Ar)k is the correlation length vector. Remark that

CoulY (x),Y (x)] = Var]Y (x)] = E[Y (x)?2] = C(0) = 1.

RT n°® 484
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1.3 Covariance matrix

We discretize 2 over a regular grid composed of Ng + 1 equally spaced points.
Let us considered the discrete representation of {Y (x)}xeq as Y = {Y;}i=o,....No
with Y; = Y (x;), x; € Q. The random variables Y; are a gaussian with covari-
ance matrix R = (R;x)o<j,k<n such as:

Rjk = C’ov[Yj, Yk]

For a 2nd order stationary Gaussian field {Y (x)}xcq with mean 0 and au-
tocovariance function C(h):

Rjp = C(|x; — xi|) = E[Y; Yi].

The sampled autocovariance function over the grid is defined as:
¢ = CovlYy, Y] = EYu Vi) = C(|z; — o))
with i =0,1,..., Nq.

Let us give the expression of the matrix R for a 2nd order stationary Gaus-
sian field with mean 0 and autocovariance function C'(h) in dimension 1, 2 and 3.

In one dimension:
Let Q be discretized over a regular grid composed of N + 1 equally spaced

points zg, x1,...,ZTN-
The covariance matrix in 1D of order (N + 1)2, Ry, writes:

Co C1 . . . CN—-1 CN
C1 Co c1 . . . CN-1
R, =
CN—1 . . . Co C1
CN CN—-1 . . . C1 Co

In two dimension:

Let Q be discretized over a regular grid composed of (N +1)x (M +1) equally
spaced points Xo, X1, .-+, X(N41)(M+1)—1-

The covariance matrix in 2D of order ((N + 1) * (M + 1))2, Ry, writes:
RiJoo ... [RiJom
Ro=| @
Rilmo - [Rilum
with [Rq];; the autocovariance matrix of size (N + 1)? of the variables over the

line ¢ of the grid (same matrix as in 1D) and [Rj];; the covariance matrix of
size (N + 1)? of the variables between the line i and the line j of the grid.

RT n°® 484
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In three dimension:

Let Q be discretized over a regular grid composed of (N+1)x(M+1)x(K+1))
equally spaced points Xg, X1, - - -, X(N41)(M+1)(K+1)—1-

The covariance matrix in 3D of order ((N +1)(M +1)(K +1))?, Rs, writes:

Rojoo ... [Riox
R, . , )

Rilko ... [Rolxx

with [Rg];; the autocovariance matrix of size ((N +1) (M +1))? of the variables
over the plane ¢ of the grid (same matrix as in 2D) and [R}];; the covariance
matrix of size ((N + 1) x (M +1))? of the variables between the plane i and the
plane j of the grid.

Remark 6 A Gaussian field Y is entirely determined by its mean and its auto-
covariance function C(h) or equivalently by its mean and its covariance matric

R.
2 General algorithm for random field generation

If C(h) is a valid autocovariance function , R is a symmetric positive definite
Toeplitz (diagonal-constant) matrix.

To generate a realization of the random vector Y of normal variables with
zero mean and autocovariance matrix R, algorithm [1]is used.

Algorithm 1 General algorithm

1: Factorize R = BBT

2: Generate a vector 8 = (6,6 ...0x)7 of realizations of random normal vari-
ables with zero mean g = (0,0,...,0)” and uncorrelated: Ry = E[OOT] =
Idy

3: One realization is obtained by computing Y = B

Using Algorithm [} Y has R as autocovariance matrix:
E[YY”] = E[(B6)(BO)T] = BE[#6"|B” = BB” = R.
Algorithm [1| requires the generation of N 4+ 1 random normal variates.

From the first step of Algorithm[I] we must find a factorization of the covari-
ance matrix R. Cholesky factorization R = LL” or eigenvalue decomposition
R = VAVT = (VVA)(VVA)T are quite expensive for large N. Moreover the
matrix R can be ill-conditioned, implying numerical difficulties. An alternative
is to use the circulant embedding approach.

RT n°® 484
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3 Circulant embedding method

For the sake of simplicity, we restrict the presentation to the dimension one.

3.1 General principle

Let a = (co,...,cN,CN_1,...,¢1) € R?N. Based on cyclic permutations of the
vector a, we define the circulant matrix A = circ(a) as a circulant embedding
of the covariance matrix R;. The matrix A is real symmetric of size 2N and is
spd if N is large enough.

Example with N = 4:

Chp €1 C2 C3 C4 C3 C2 (1
Ci C € C2 C3 C4 C3 C2
Ca2 €1 C €1 C2 C3 C4 C3
€3 C2 €1 Cp C1 C2 C3 (4
C4 C3 C2 C1 Cy €1 C2 C3
C3 C4 C3 C2 C1 Cp C1 C2
C2 C3 C4 C3 C2 C1 Cyp C
C1 C2 C3 €4 C3 C2 C1 Cp

Circulant matrices are diagonalized by a discrete Fourier transform.

The Discrete Fourier Transform for vector of size 2N is given by the
(2N)? matrix F defined as F = (ﬁkj)ogj,kggN,l,ﬁ = = 2m/2N — o—in/N.

1 1 1 1
2 (2N—-1)
e P
1 pgv-l 52(21\/—1) L 5(2N—1)2
Properties:

e F is a unitary matrix multiplied by a factor 2N: FF* = 2N Idan

e F is symmetric: F* = F —FT=F

e Inverse Discrete Fourier Transform: F~1 = ;LF* = ;LF

We denote F; and F5 the real and imaginary matrices of F so that: F =
Fi + iFs. As F is symmetric so are F; and Fs.
The Fourier matrix contains the eigenvectors of circulant matrices. Then

1 —
A =F 'DF = —FDF.
2N

The matrix D is a diagonal matrix whose elements on the diagonal are the
eigenvalues s; of A. If we multiply the previous expression by F, we obtain:

FA = DF.

The first row of F is a vector full of one of size 2N and the first row of A is
the vector a, then the eigenvalues s = (s;)o<;j<an are given by:

RT n°® 484
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s = Fa.

This computation can be done quickly with a FFT algorithm.

The eigenvalue s; is expressed as:

2N-1
_jimk
s; = g cpe N
k=0
N-1 2N—-1
_jink —jim _jirk
= Co+§ c,e N +cnye + E cpe N
k=1 k=N+1
N—1 N—-1
_jink —jin _jim (2N—k)
= Co+§ Ci € N +cnye +E CoN—k € N
k=1 k=1
_Jim (2N—k) jimk
Ase N =e NV andceny_p=c, k=1,...,N—1,
N-1 .
ik j
s; = co+2E ¢k cos( N )+en (—1)
k=1

Then the eigenvalues s;,0 < j < 2N are real. Moreover saon_p = sk, k =
1,...,N—1.

In terms of F; and Fy the matrix A writes:

1
A = —(F;—iFy;)D(F F
2N( 1 ? 2) ( 1 +Z 2)
L
2N
The matrix A is real, then:

(F, DF, + F, DF, + i(F, DF, — F, DF,))

F,DF; —-F;DF; =0 (1)
1
A= ﬁ(Fl DF, + F; DFy) (2)

and
The component (kl) of the matrix A is then:

1A kmj lmj iy kmj Imj
A - = ) (I o aim (L
(A 2N(jz::() cos( N ) s; cos( N )+ jz:;) sin( N ) sj sin( N )
1 kg i
= ﬁ(so—i—cos(kw)cos(lw)sN—l—Q ;cos( N )sjcos(T))
N1 . )
1 kT AT
(9 PN, g
+2N< j;sm( N ) 85 sin( N )
N-1 .
1 (k—=Umj
= ﬁ(so—kcos(kﬂ)cos(lw)s;\;—l—Q ;cos( N ) Sj)

RT n°® 484
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Proposition 7 If A is spd then A = C*C with C = ﬁD%F. If A is not

spd, a can be completed by a padding or N can be increased.

3.2 Standard algorithm of the circulant embedding method

From Algorithm we can take B = C* = ﬁF*D% together with a restriction
over 0,..., N. Algorithm [2]is a standard algorithm of the circulant embedding
method to generate two independent realizations Y; and Yy of Gaussian ran-
dom discrete fields of size N + 1 with zero mean and covariance matrix R. This
algorithm uses 4N standard normal random variates.The computation of C*0
can be done quickly with a iFFT algorithm. This algorithm is presented in
details for example in [T} [2].

Algorithm 2 Generation of two independent realizations Y; and Yo of Gaus-
sian random fields of size N + 1 with 4N standard normal random variates

1: Sample the autocovariance function: vector ¢ and circulant vector a

2: Compute s = Fa

3: Generate two realizations of standard normal random vectors of size 2N 0"°
and 0"™:

0=0"+i0"
. 3 * : * 1 *T 2
4: Apply iFFT to compute C*0 with C* = TWF D=z

5: Take 4
Y, =(C"0)"(0: N) and Y2 = (C*0)""(0: N)

Let us now check that we obtain the desired fields that is:
(C1) Y1 and Y2 are of zero mean: E[Y;] =0 and E[Y,] =0

(C2) The two random vectors Y; and Yo are independent i.e. the covariance
matrix between Y; and Yy is zero: Cov[Y1,Y2] =0

(C3) The covariance matrix of Y is R and the covariance matrix of Yy is also
R.

First let us give the expressions of C* 6:

1 ; .
C'0 = ———(Fy—iFy)D? (07 +i6™
\/%W( 1 2) ( )
= ﬁ[(FlDéore +F3D20") 4 i(F1 D26 — F3,D26"°)]
Then:
y] = L (F,Dig 4 FoDi0™)
! V2N
1 )
Y/ = —(FD36" —F,D26")

g

RT n°® 484
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We keep the first N + 1 components to obtain the desired random vectors:
Y, =Y/ (0: N)and Yo = YJ(0: N).

The random variable k of Y1, for k=0,..., N, is:

2N -1 . 2N -1
1

(Y1) = [Z os(j V5505 + Z sin( Glm]

-
2N—1
= +Zcos V5505 + Z cos( V5505 + (—1)k/5n05]
j=N+1
2N—1
7[2 sin( NGT e Z sin( NGT
j=N+1

. N-1
T
= F €+ Z cos( V5505 + Z cos(%) VEaN—j hy_; + (—1)*/sn 0]
i—1
| N1 N
+\/ﬁ[; sm( )\/70””— ;sm( )‘/SQN JHQN 5]

Since soy—j =55, j = 1,..., N — 1, we have:

(Yo, = F\f@” ZCOS V55 (05 + 055 ;) + (=1)* /5N O]

N-1

1 . jkw im
+\/ﬁ[z 3’”(w) NGCH — 055 )]
j=1
(4)
Similarly, we derive the random variable k of Yo, for K =0,..., N, is:
1 N~ kT i :
(Yo)e = = [VEl™ + D cos(T5m) /oy (67 + 035 ;) + (— 1) VEnON]
=1
;| Nl ]k
~ AR SO V5 = )
(5)

Check of (C1) E[Y;] =0 and E[Y,] =0

From the linearity of the expectation operator and as #7¢ and 9;’” for 5 =

0,...,2N —1 are standard normal random variables, we have, for k =0,..., N:
1 = ]]{171'
E[(Y = — E[05] + )  cos( E[67°] + E[055_,]) + (—1)*\/snw E[0X]].
R LALLERDD V3 (EI05)+ B35 D)+ (—1)*Van EOX]]
1 =k
+— E sin(=—) /5; E[0i™] — E =0.
\/W[jzl ( N ) ( [ } [ 2N— jD]

RT n°® 484
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Similarly, E[(Y2)x] = 0.

Check of (C2) Cov[Y1,Y2]=0

CoolY{, Y]] = EY{Y]']

1 , ,

= %NE[(FlDéere +F;D26")(F;D?6"™ — F,D267)7]

— ——E[F;D26™0™ " D*F,] —
van !

1
TN

1 . .
7E[F1D§9T60T6’TD§F2]
E[F D%ginLeinL,TD%F _@E F Dleimere’TDlF

) 1] e [ 2D2 2 2].

By definition §7¢ and 6™ are independent standard normal random vec-
tors, then E[07¢ 0" T] = 0 and E[07¢ 0"*T] = Idax and E[0"™ 0T = Iday,
therefore using :

1
CovlY! Y]] = ﬁ[—FlDFz + F3DF4] = 0.

Then it is also true for the restricted covariance matrix of order N + 1:

Cov[Y1,Y2] =0.

Check of (C3) Cov[Y1,Y1] =E[Y1Y!] =R and Cov[Y2, Ya] = E[Y2 Y]] =
R.

CovlY!, Y]] =

m

Y{y{]
[(FlD%Ore +F2D%0im)(F1D%0re +F2D%0im)T}

54
| —

1 1 1 1 ; 1
E[F;D20"0"“"D2F,] - ——E[F,D20"°0"""D2F
1 [ : 1 hyimpgre, Ty 1 1] 21]V [ ' L himpim, Ty 2 2]
2NE[F2D§0 [V DiFl] — ﬁE[F2D§0 o Din].
= [FlDFl + F2DF2] = A from

Sl

The restricted matrix of order NV + 1 of A from 0 to IV is exactly R, then
Cov[Y1,Y1] = R. Simarly we show that Cov[Y2,Y2] =R.

3.3 Two alternative algorithms to generate one real field

From the expression (Y2)x given by , we see that a a symmetry in the ran-
dom vector 8" such as O35_; =05% j=1,...,N—1and the particular choices

of 5" =0, 0" = 0 and 053 _; = =05, j=1,...,N — 1 yields Y3 = 0. Then
an algorithm can be derived to generate one realization of the real field Y = Y.

With these choices, the expression of (Y1), for Kk =0,..., N, is now:

N-1 .
1 re ]kﬂ- re re
Yor = =5, +2) ] cos(T) /55 05 + (-1 VsnOy]
= (6)
+—[2 sin(==) /57 02"
/ N J
RT n° 484 2N 55
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We still have E[Y:] = 0 and as E[07°0;°] = 1;;, and E[07°0;""] = 0 for all
jk=1,...N—1:

Cov[(Y1)r, (Y1)i] = E[(Yl) (Yl) ]

N-1 .
1
= c+2 Z cos( V35505 + cos(km)\/sNON + 2 Z sin( \/79"")

*(/S004° + 2 Z cos( \/797"6 + cos(Im)\/snON + 2 Z sin( r@lm)]
1

- ﬁ(soE[(%e) ]—l—sNE[(HN) | cos(km)cos(l))
LS cos5T) cos(1) o EfGEre)
2N p COS N COS N Sj g
1, "~ . gk, jln m
Pl X s sinl ) 5 EL0)

By identification with (A)g; given by , the random vectors 8¢ and 6™
must satisfy:

E[(65)*) = 1, E[(6%)°] = 1, E[(65°)*] = E[(6;™)%] = gforj=1... N-1
Then, one can simulate one realization of the Gaussian random field Y

of size N + 1 with 2N with standard normal random variates as proposed in
Algorithm

Algorithm 3 Generation of one realization of the Gaussian random field Y of
size N + 1 with 2N with standard normal random variates

1: Sample the autocovariance function: vector ¢ and circulant vector a

2: Compute s = Fa by FFT

3: Generate two realizations of random standard normal uncorrelated vectors
of size N + 1: 8" and "™ such that

6=0"+i0"",
satisfying:
E[(07°)] = E[(0i")*) =1/2,j=1,...,N —1,
B[(65°)%] = Bl(0x)*] =1, 035 _; = 0;°, j=1,...,.N — 1,
05" = 0,08 =0, 055 ; =—6"", j=1,...,N—1

. : * : * 1 *T)
4: Apply iFFT to compute C*8 with C* = TﬁF D=z
5: Take

= (C*0)(0: N)

Another possibility is to uniform random vector ¢ of size N + 1 over [0, 27]
instead of standard normal random vectors. This alternative is presented in [3],

RT n°® 484
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except that some corrections on the random vector are needed to recover the
covariance matrix.
We choose
07 = cos(¢;),j=1,...,N —1,

0" = sin(¢;),j=1,...,N—1

and
g?\fsze;evj:lw"vN_lv

05" = 0,05 =0,
oy =—0" j=1,...,N—1.

Those conditions allow to get Yo = 0.

From the expression (@ of (Y1)g, it is a sum of random variables, so by the
Central Limit Theorem, (Y1), converges in distribution to Gaussian law as N
tends to infinity.

We also have to satisfy
E[(05)°) = 1, E[(9%)*] = 1, E[(¢5°)°] = B[(6;")*] = 5 for j = 1,...,N 1

to recover the covariance matrix.

1 [ 1
As E[cos(¢0)?] = ﬁ/ cos?(x)dx = 5 e choose
0

¢ = V2cos(¢), O = V2cos(pn).

Notice that in [3], the v/2 factor is missing.

Then we obtain the algorithm
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Algorithm 4 Generation of one realization of a Gaussian random field Y with
of size N + 1 with N + 1 uniform random variates

1: Sample the autocovariance function: vector ¢ and circulant vector a

2: Compute s = Fa by FFT

3: Generate a realization of the random vector ¢ = (¢y,...,dn) such that
¢r. € [0,27[ is a random variable of uniform law

4: Compute 0™ and 6™ such that

0 =0"¢ + ZGzrn7
satisfying:
03¢ = cos(¢;),j =1,...,N =1,
0" = sin(¢;),j=1,...,N -1
and

Ooy_; =07 j=1,...,N -1,
0i™ = 0,04 =0,
oy =—0" j=1,...,N -1
05¢ = V/2cos(¢o), O = V2cos(dn).

5: Apply iFFT to compute C*@ with C* = ﬁF*D%
6: Take
Y =(C*6)(0: N)

RT n°® 484
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