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Abstract—Head-pose estimation has many applications, such as social event analysis, human-robot and human-computer interaction, driving assistance, and so forth. Head-pose estimation is challenging because it must cope with changing illumination conditions, variabilities in face orientation and in appearance, partial occlusions of facial landmarks, as well as bounding-box-to-face alignment errors. We propose to use a mixture of linear regressions with partially-latent output. This regression method learns to map high-dimensional feature vectors (extracted from bounding boxes of faces) onto the joint space of head-pose angles and bounding-box shifts, such that they are robustly predicted in the presence of unobservable phenomena. We describe in detail the mapping method that combines the merits of unsupervised manifold learning techniques and of mixtures of regressions. We validate our method with three publicly available datasets and we thoroughly benchmark four variants of the proposed algorithm with several state-of-the-art head-pose estimation methods.

Index Terms—Head pose, face detection, mixture of linear regressions, manifold learning, expectation-maximization.

I. INTRODUCTION

Head pose is an important visual cue in many scenarios such as social-event analysis [1], human-robot interaction (HRI) [2] or driver-assistance systems [3] to name a few. For example, in social-event analysis, 3D head pose information drastically helps to determine the interaction between people and to extract the visual focus of attention [4]. The pose is typically expressed by three angles (pitch, yaw, roll) that describe the orientation with respect to a head-centered frame. The estimation of the pose parameters is challenging for many reasons. Algorithms for head-pose estimation must be invariant to changing illumination conditions, to the background scene, to partial occlusions, and to inter-person and intra-person variabilities. In most application scenarios, faces have small support area, i.e. bounding boxes, typically of the order of $100 \times 100$ pixels. Even if the face bounding box is properly detected, one has to extract the pose angles from low-resolution data.

Recent advances in computer vision have shown the relevance of representing an image patch with a feature vector, e.g. SIFT [5], HOG [6], SURF [7], or one of their variants. The rationale of representing faces in a high-dimensional feature space is that the latter supposedly embeds a low-dimensional manifold parameterized by the pose parameters, or the head-pose manifold, e.g. [8]–[10]. Hence, several attempts were carried out in order to cast the problem at hand into various frameworks, such as manifold learning (unsupervised) [11], regression [10], [12], convolutional neural networks [8] (supervised), or dimensionality reduction followed by regression [9], to cite just a few.

While the papers just cited yield interesting and promising results, there are several major issues associated with representing faces with high-dimensional feature vectors, issues that have not been properly addressed. Indeed and as already mentioned, these vectors contain many underlying phenomena other than pose, e.g. illumination, appearance, shape, background, clutter, etc. Hence, one major challenge is to be able to remove these other pieces of information and to retain only head-pose information. Another drawback is that head pose relies on face detection, a process that amounts to finding a bounding box that contains the face and which is invariant to face orientation.

Take for example the case of finding pose parameters using linear or non-linear manifold learning followed by regression. This is usually justified by the fact that high-dimensional-to-low-dimensional (high-to-low) regression has to estimate a very large number of parameters, typically of the order of $D^2$ where $D$ is the dimension of the feature space. This in turn requires a huge training dataset. Moreover, this sequential way of doing presents the risk to map the input onto an intermediate low-dimensional space that does not necessarily contain the information needed for the finally desired output – head pose. Finally, the estimation of the pose angles in two distinct steps cannot be conveniently expressed in a single optimization formulation.

Supervised pose estimation also requires an annotated dataset of faces with their bounding-box locations and the corresponding pose parameters. The large majority of existing methods relies on manually annotated faces for training. In particular this ensures good bounding-box-to-face alignment, i.e. the face center coincides with the bounding-box center and the bounding box does not contain too many background pixels. This alignment requirement has, however, an important drawback, namely that bounding boxes found by face detection techniques do not correspond to the annotated ones. This means that feature vectors obtained with a face detector do not...
Fig. 1. Pipeline of the proposed supervised head-pose estimation method. **Top:** the parameters of a mixture of linear regressions are learnt from faces annotated with their poses (left). The result of this learning is a simultaneous partitioning of both the high-dimensional input (high-dimensional feature vectors shown in the middle) and low-dimensional output (two-dimensional parameter space shown on the right), such that each region in this partition corresponds to an affine mapping between the input and the output. Moreover, the output is modeled by a Gaussian mixture and each region corresponds to a mixture component. This yields a predictive distribution that can then be used to predict an output from a test input. **Bottom:** A face detector is used to localize a bounding box (left, shown in red) from which a HOG descriptor, namely a high-dimensional feature vector, is extracted. Using the predictive distribution just mentioned, it is then possible to estimate the head-pose parameters (yaw and pitch in this example). Additionally, it is also possible to refine the bounding-box location such that the latter is optimally aligned with the face (right, shown in green).

necessarily belong to the space of feature vectors obtained by manual annotation and used for training. Hence, there is a risk that the head pose, predicted from feature vectors associated with automatic face detection, is incorrectly estimated.

In this paper we propose to learn with both head-pose parameters and bounding-box-to-face alignments, such that, at runtime both the head-pose angles and bounding-box shifts are predicted. This ensures that the bounding-box-to-face alignments predicted with our method are similar with those used for training. Consequently, background variations have minimal influence on the observed feature vector from which the pose is being predicted. This prevents from pose-estimation errors due to discrepancies that occur between manually annotated faces (used for training) and automatically detected faces (used for prediction). We adopt a high-dimensional description of faces based on HOG features, hence we need to solve a high-to-low regression problem. Rather then performing dimensionality reduction and regression in two distinct steps, we propose to use a generative model that unifies these two steps in a single one.

More precisely, we propose to adopt the partially-latent mixture of linear regression model of [10]. When applied to head pose estimation from feature vectors, this method has two advantages: (i) it solves high-dimensional to low-dimensional regression in a single process, without the need of a dimensionality reduction pre-processing step, and (ii) the method incorporates latent variable augmentation. More precisely, the output variables are only partially observed such that the regression function can be trained with partially observed outputs. The method adopts an inverse regression strategy [13]: the roles of the input and output variables are interchanged, such that high-to-low regression is replaced with low-to-high regression, followed by high-to-low prediction. As illustrated by our experiments, e.g. Fig. 1, we found that the inclusion of a partially-latent output is particularly relevant whenever the high-dimensional input is corrupted by irrelevant information that cannot be easily annotated, e.g. facial expressions, changes in illumination conditions, changes in background, etc.

Another contribution is a thorough experimental evaluation and validation of the merits of [10] when the task is to recover low-dimensional parameterizations of manifolds embedded in high-dimensional feature vector representations of image patches. We note that this task is ubiquitous in computer vision and image processing, hence a method that unifies dimensionality reduction and regression in a principled manner
is of primary importance and of great utility for practitioners. Moreover, with respect to [10] we provide more detailed mathematical derivations as well as a unified view of the algorithms used for training, such that the method can be readily reproduced by others.\footnote{Supplementary material, that includes a complete Matlab package and examples of trained regression functions, is publicly available at https://team.inria.fr/perception/research/head-pose.}

The remainder of the paper is organized as follows. Section II discusses related work. The regression method is described in Section III and the algorithmic details can be found in Appendix A. Section IV describes implementation details. Experimental results are presented and discussed in Section V. Finally, Section VI draws some conclusions for future work.

II. RELATED WORK

Head-pose estimation has been very well investigated for the past decades and several powerful methods have been developed. The head-pose estimation literature was surveyed a few years ago [4], however this survey does not include methods based on depth data as these papers were published after 2009. For convenience we grouped the head-pose methods into four categories: (i) methods that are based on depth images, (ii) methods based on manifold learning, (iii) methods based on regression, and (iv) methods that combine pose with face detection and localization.

The recent advent of depth cameras enabled fast development of depth-based head-pose methods. Depth data allow to overcome some of the drawbacks of RGB data, such as illumination problems and facial landmarks detection, which is more reliable. One of the first methods that uses depth data is [14], were a depth map of the head region is combined with a color histogram and used to train a neural network. Random forest regression is proposed in [15] to estimate both head pose and facial landmarks. Random forest regression is also used in [16] where RGB SIFT descriptors are combined with 3D HOG descriptors. More recently [17] released a new method combining RGB and depth images to infer head pose. The RGB image is used to find facial landmarks, the 3D positions of the landmarks are used to fit a plane on the face that will be used to extract the 3D points that belong to the face. Using the face 3D point clouds, a morphable model of a face is map on it using optimization methods to estimate head orientation parameters. A general observation about these methods is that depth information is merely used to disambiguate photometric data and that depth data cannot be used alone for head pose.

Several authors proposed to use manifold learning, namely finding a low-dimensional output space of head poses from a high-dimensional input space of feature vectors. Nevertheless, the output variables do not necessarily correspond to the pose angles, so one has to farther learn in a supervised way the mapping between the manifold-learning output and the desired space spanned by the pose parameters. This has been achieved in various ways, e.g. [9], [18]–[23]. As already mentioned, these two step methods suffer from the fact that unsupervised manifold-learning techniques do not guarantee that the predicted output space contains the information needed for head pose.

Among the regression methods used for head pose are Gaussian process regression (GPR) [24], support vector regression (SVR) [3], partial least squares (PLS) [25] and kernel PLS [26]. Both [24] and [3] estimate the pose angles independently, so several regression functions must be learned, one for each angle, hence correlations between these parameters cannot be taken into account. Another drawback of all kernel methods is that they require the design of a kernel function with its hyper-parameters, which must be either manually selected or properly estimated using non-convex optimization techniques.

PLS and kernel PLS proceed in two steps. First, both the input and the output are projected onto low-dimensional latent subspaces by maximizing the covariance between the projected input and the projected output. Second, a linear regression between these two latent subspaces is estimated. The performance of PLS is subject to the relationship between the covariance matrices of input and output variables and to the eigen structure of the covariance of the input variable [27]. The advantage of the proposed method is that it estimates a mixture of linear regressions directly from the input and output variables.

The methods described so far use manually annotated images for training and face detectors for testing. As already discussed, this could lead to pose estimation errors because a test feature vector may not lie in the subspace spanned by the feature vectors used for training. One way to deal with this problem is to combine face detection and pose estimation in a single task. For example, [28] considers face templates for all possible poses which are then fed into a cascaded classifier.

Convolutional neural network (CNN) architectures were also proposed in the recent past [8], [29], [8] considers a fixed image sub-window at all locations and scales. The network consists of 64,000 weights and kernel coefficients that need to be estimated, and both face and non-face samples must be considered. Altogether, training the network with 52,000 positives and 52,000 negatives involves non-linear optimization and takes 26 hours on a 2GHz Pentium 4. [29] proposed a CNN architecture composed of four convolutional layers with max-pooling on the first two layers; the activation function is the hyperbolic tangent which yields good convergence during the training phase. Small input RGB images \((32 \times 32\) pixels) and small filters \((5 \times 5\) pixels) are used in order to overcome the limitation of the training dataset. The network is trained using 13,500 face patches extracted from the dataset. More recently, [30] proposed to simulate a dataset of head poses in order to train a CNN. Then they use the trained network to estimate head pose from real color images using the BIWI dataset [15]. They show that when trained using the BIWI dataset the CNN approach yields results similar to [12] and that the accuracy is improved, by a factor of 2, when a large set of simulated images are used for training.
The problem of bounding-box-to-face miss-alignment was discussed and addressed in [26]. First, kernel PLS is trained on manually extracted bounding boxes and associated pose parameters, and second, head-pose prediction is applied to the bounding box found by a face detector, as well as to a number of shifted bounding boxes. The bounding box that produces the minimum PLS residual is selected for predicting the pose parameters using the trained regression. This results in a time-consuming estimator since both many bounding boxes must be considered and latent-space PLS projections must be performed at runtime. The advantage of our method with respect to [26] is that bounding box shifting is embedded in the learning process such that the optimal shift becomes part of the output, which yields a computationally efficient head pose predictor.

A short version of this paper was recently published [12]. The main addition with respect to [12] is the use of a partially-latent response variable associated with the proposed inverse regression method. This can be viewed as an augmented model and its incorporation in our formulation yields excellent results because it enables robustness to phenomena that make the head-pose estimation problem difficult. Both the proposed method (Section III) and the algorithm (Appendix A) are described in more detail than in [12], which makes the paper self-contained, self-explanatory, and enables others to easily reproduce the results. Additionally, Section V contains an extended set of results and comparisons, using three publicly available datasets.

III. PARTIALLY-LATENT MIXTURE OF LINEAR REGRESSIONS

In this section we summarize the generative inverse regression method proposed in [10]. The method is referred to as Gaussian locally linear mapping (GLLiM). GLLiM interchanges the roles of the input and output variables, such that a low-dimensional to high-dimensional regression problem is solved instead of a high-dimensional to low-dimensional one. The immediate consequence of using such an inverse regression model is a dramatic reduction in the number of model parameters, thus facilitating the task of training.

An additional advantage of this method is that it can be trained by adding a latent part to the output: while the high-dimensional input remains fully observed, the low-dimensional output is a concatenation of a multivariate observed variable and a multivariate latent variable. This is referred to as hybrid-GLLiM (or hGLLiM). The latent part of the output variable has a principled mathematical definition (see below) but it does not necessarily have a physical meaning. The main idea (of introducing a partially latent output) relies on the fact that variabilities present in the high-dimensional face descriptor depend on head pose, on face to bounding-box alignment, and on other phenomena (face shapes, facial expressions, gender, hair and skin color, age, etc.) that are not relevant for the task at hand. The latent part of the regression output has the interesting feature of gathering information other than pose parameters and bounding-box parameters.

A. Inverse Regression

Let \( \mathbf{X}, \mathbf{Y} \) be two random variables, such that \( \mathbf{X} \in \mathbb{R}^L \) denotes the low-dimensional output, e.g. pose parameters and \( \mathbf{Y} \in \mathbb{R}^D \) \( (D \gg L) \) denotes the high-dimensional input, e.g. feature vector. The goal is to predict a response \( \mathbf{X} \) given both an input \( \mathbf{Y} \) and the model parameters \( \Theta \), i.e. \( p(\mathbf{X}|\mathbf{Y},\Theta) \). We consider the inverse low-to-high mapping from the output variable \( \mathbf{Y} \) to the input variable \( \mathbf{Y} \). This, possibly nonlinear, mapping is modeled by a mixture of locally-affine transformations:

\[
\mathbf{Y} = \sum_{k=1}^{K} \mathbb{I}(Z = k)(\mathbf{A}_k \mathbf{X} + \mathbf{b}_k + \mathbf{e}_k),
\]

where \( \mathbb{I} \) is the indicator function, and \( Z \) is the standard discrete latent variable: \( Z = k \) if and only if \( \mathbf{Y} \) is the image of \( \mathbf{X} \) by the affine transformation \( \mathbf{A}_k \mathbf{X} + \mathbf{b}_k \), with \( \mathbf{A}_k \in \mathbb{R}^{D \times L} \) and \( \mathbf{b}_k \in \mathbb{R}^D \), and \( \mathbf{e}_k \in \mathbb{R}^D \) is an error vector capturing both the high-dimensional observation noise and the reconstruction error due to the piecewise approximation. The missing-data variable \( Z \) allows one to write the joint probability of \( \mathbf{X} \) and \( \mathbf{Y} \) as the following mixture:

\[
p(\mathbf{Y} = y, \mathbf{X} = x; \Theta) = \sum_{k=1}^{K} p(\mathbf{Y} = y|\mathbf{X} = x, Z = k; \Theta)
\times p(\mathbf{X} = x|Z = k; \Theta)p(Z = k; \Theta),
\]

where \( \Theta \) denotes the model parameters and \( y \) and \( x \) denote realizations of \( \mathbf{Y} \) and \( \mathbf{X} \) respectively. Assuming that \( \mathbf{e}_k \) is a zero-mean Gaussian variable with diagonal covariance matrix \( \Sigma_k \in \mathbb{R}^{D \times D} \) with diagonal entries \( \sigma_{k1}, \ldots, \sigma_{kD} \), we obtain that \( p(\mathbf{y}|\mathbf{x}, Z = k; \Theta) = \mathcal{N}(\mathbf{y}; \mathbf{A}_k \mathbf{x} + \mathbf{b}_k, \Sigma_k) \). If we further assume that \( \mathbf{X} \) follows a mixture of Gaussians via the same assignment \( Z = k \), we can write that \( p(\mathbf{x}|Z = k; \Theta) = \mathcal{N}(\mathbf{x}; c_k, \Gamma_k) \) and \( p(Z = k; \Theta) = \pi_k \), where \( c_k \in \mathbb{R}^L \), \( \Gamma_k \in \mathbb{R}^{L \times L} \), and \( \sum_{k=1}^{K} \pi_k = 1 \). Note that this representation induces a partition of \( \mathbb{R}^L \) into \( K \) regions \( \mathcal{R}_k \), where \( \mathcal{R}_k \) is the region where the transformation \( (\mathbf{A}_k, \mathbf{b}_k) \) is most likely invoked, e.g. Fig. 1. This model is described by the parameter set

\[
\Theta = \{c_k, \Gamma_k, \pi_k, \mathbf{A}_k, \mathbf{b}_k, \Sigma_k\}_{k=1}^{K}.
\]

Notice that the number of model parameters \( \Theta \) is dictated by the number of parameters of a multivariate Gaussian distribution and by the number of Gaussian components \( K \). However, the number of parameters of an unconstrained GMM is quadratic in the dimension of the variable. Hence, the size of the training dataset required to reliably estimate a conventional GMM would become prohibitively high for the dimension considered in the paper \( (D = 1888) \). This is why an inverse regression strategy is adopted, making the number of parameters linear in the input variable dimension rather than quadratic. This drastically reduces the model size in practice, making it tractable.

B. Inverse Regression with Partially Latent Output

We now extend the previous model such that one can train the inverse regression in the presence of partially latent
output: hybrid-GLLiM. While the high-dimensional variable \( Y \) remains unchanged, i.e., fully observed, the low-dimensional variable is a concatenation of an observed variable \( T \in \mathbb{R}^{L_t} \) and a latent variable \( W \in \mathbb{R}^{L_w} \), namely \( X = [T; W] \), where \([::]\) denotes vertical vector concatenation and with \( L_t + L_w = L \). Hybrid-GLLiM can be seen as a latent-variable augmentation of standard regression. It can also be seen as a semi-supervised dimensionality reduction method since the unobserved low-dimensional variable \( W \) must be recovered from realizations of the observed variables \( Y \) and \( T \).

The decomposition of \( X \) implies that some of the model parameters must be decomposed as well, namely \( c_{k}, \Gamma_{k} \) and \( A_k \). Assuming the independence of \( T \) and \( W \) given \( Z \) we have

\[
c_k = (c_k^t, c_k^w), \quad \Gamma_k = \begin{pmatrix} \Gamma_k^t & 0 \\ 0 & \Gamma_k^w \end{pmatrix}, \quad A_k = (A_k^t A_k^w).
\]

It follows that (1) rewrites as

\[
Y = \sum_{k=1}^{K} \mathbb{I}(Z = k)(A_k^tT + A_k^wW + b_k + e_k),
\]

While the parameters to be estimated are the same, i.e. \( \theta \), there are two sets of missing variables, \( Z_{1:N} = \{Z_n\}_{n=1}^{N} \in \{1 \ldots K\} \) and \( W_{1:N} = \{W_n\}_{n=1}^{N} \in \mathbb{R}^{L_w} \), associated with the training data \( (y, t)_{1:N} = \{y_n, t_n\}_{n=1}^{N} \) given the number of \( K \) of affine transformations and the latent dimension \( L_w \). Also notice that the means \( \{c_k\}_{k=1}^{K} \) and covariances \( \{\Gamma_k\}_{k=1}^{K} \) must be fixed to avoid non-identifiability issues. Indeed, changing their values corresponds to shifting and scaling the latent variables \( \{W_n\}_{n=1}^{N} \) which are compensated by changes in the parameters of the affine transformations \( \{A_k\}_{k=1}^{K} \) and \( \{b_k\}_{k=1}^{K} \). This identifiability problem is the same as the one encountered in latent variable models for dimension reduction and is always solved by fixing these parameters. Following [31] and [32], the means and covariances are fixed to zero and to the identity matrix respectively: \( c_k^t = 0, \Gamma_k^w = 1, \forall k \in \{1 \ldots K\} \).

The corresponding EM algorithm consists of estimating the parameter set \( \theta \) that maximizes

\[
\theta^{(i)} = \arg \max_{\theta} \mathbb{E}_Z[\log \mathbb{P}(x, y, W, Z_{1:N} | \theta)] = \mathbb{E}_{\bar{Z}}[\log p(x, y, W, Z_{1:N} | \theta)] + \log \mathbb{E}_Z[\log p(t, Z_{1:N} | \theta)],
\]

Using that \( W_{1:N} \) and \( T_{1:N} \) are independent conditionally on \( Z_{1:N} \) and that \( \{c_{k}\}_{k=1}^{K} \) and \( \{\Gamma_{k}\}_{k=1}^{K} \) are fixed, maximizing (6) is then equivalent to

\[
\theta^{(i)} = \arg \max_{\theta} \mathbb{E}_{\bar{Z}}[\mathbb{E}_{r_{i}^{(i)}, r_{i}^{(i)}_{W|Z}}[\log \mathbb{P}(x_{1:N} | (t, W, Z)_{1:N}; \theta)]] + \log \mathbb{E}_Z\mathbb{P}(t, Z_{1:N}; \theta)],
\]

where \( r_{i}^{(i)}_{Z} \) and \( r_{i}^{(i)}_{W|Z} \) denote the posterior distributions

\[
r_{i}^{(i)}_{Z} = \mathbb{P}(Z_{1:N} | (y, t, Z)_{1:N}; \theta^{(i-1)}),
\]

\[
r_{i}^{(i)}_{W|Z} = \mathbb{P}(W_{1:N} | (y, t, Z)_{1:N}; \theta^{(i-1)}).\]

It follows that the E-step splits into two steps, an E-W step and an E-Z step. Details of the hybrid-GLLiM algorithm are provided in Appendix A. Note that the model described in Section III-A simply corresponds to \( L_w = 0 \), hence this algorithm can be used to solve both models (fully observed output and partially observed output).

C. Forward Predictive Distribution

Once the model parameters \( \theta \) are estimated, one obtains the low-dimensional to high-dimensional inverse predictive distribution as detailed in [10]. More interesting, it is also possible to obtain the desired high-dimensional to low-dimensional forward predictive distribution:

\[
p(x|y; \theta^*) = \sum_{k=1}^{K} \nu^*_k \mathcal{N}(x; A_k^* y + b_k^*, \Sigma_k^*) (10)
\]

with \( \nu^*_k = \frac{\pi_k^* \mathcal{N}(y; c_k^*, \Gamma_k^*)}{\sum_{j=1}^{K} \pi_j^* \mathcal{N}(y; c_j^*, \Gamma_j^*)} \)

which is also a Gaussian mixture conditioned by the parameters \( \theta^* \):

\[
\theta^* = \{c_k^*, \Gamma_k^*, \pi_k^*, A_k^*, b_k^*, \Sigma_k^*\}_{k=1}^{K}. (12)
\]

A prominent feature of this model is that the parameters \( \theta^* \) can be expressed analytically from the parameters \( \theta \) (please consult the analytical expressions of these parameters in Appendix A):

\[
c_k^* = A_k c_k + b_k,
\]

\[
\Gamma_k^* = \Sigma_k + A_k \Gamma_k A_k^T,
\]

\[
\pi_k^* = \pi_k,
\]

\[
A_k^* = \sum_{j=1}^{K} \pi_j^* A_j^T \Sigma_j^{-1},
\]

\[
b_k^* = \sum_{j=1}^{K} \pi_j^* (\Gamma_j^{-1} c_k - A_j^T \Sigma_j^{-1} b_k),
\]

\[
\Sigma_k^* = (\Gamma_k^{-1} + A_k^T \Sigma_k^{-1} A_k)^{-1}. (18)
\]

Using (10) one can predict an output \( \hat{x} \) corresponding to a test input \( \hat{y} \)

\[
\hat{x} = f(\hat{y}) \quad \text{with:}
\]

\[
f(y) = \mathbb{E}[x|y; \theta^*] = \sum_{k=1}^{K} \nu^*_k (A_k^* y + b_k^*). (19)
\]

IV. Implementation Details

The proposed head-pose estimation method is implemented as follows. We use the Matlab computer vision toolbox implementation of the face detector of [33] as we found that this method yields very good face detections and localizations for a wide range of face orientations, including side views. The Matlab implementation of [33] offers three different trained classifiers for face detection: two of them for frontal-view detection and one for profile-view detection. These three classifiers yield different results for face detection in terms of bounding-box location and size. The results of face detection using these three classifiers are then combined together for both training and testing of our method. For
each face detection the associated bounding box is resized to patches of $64 \times 64$, converted to a grey-level image to which histogram equalization is then applied. A HOG descriptor is extracted from this resized and histogram-equalized patch. To do so, we build a HOG pyramid (p-HOG) by stacking HOG descriptors at multiple resolutions. The following parameters are used to build p-HOG descriptors:

- Block resolution: $2 \times 2$ cells;
- Cell resolutions: $32 \times 32$, $16 \times 16$ and $8 \times 8$, and
- Number of orientation bins: 8

Three HOG descriptors are computed, one for each cell resolution, which are then stacked to form a high-dimensional vector $y \in \mathbb{R}^D$, with $D = 1888$.

The dimension of the output variable $x \in \mathbb{R}^L$ depends on the number of pose parameters (up to three angles: yaw, pitch and roll), the bounding-box shift parameters (horizontal and vertical shifts) and the number of latent variables. Hence the output dimension may vary from $L = 1$ (one angle, no shift, no latent variable) to $L = 10$ (three angles, two shifts, four latent variables).

We used the algorithm detailed in Appendix A to learn the model parameters, either with fully observed output variables (pose angles and bounding-box shifts), or with both observed and latent output variables. From these inverse regression parameters, we derive the forward parameters $\theta^*$, i.e. equations (13)-(18) that allow us to estimate the forward predictive distribution (10), and hence to predict an output from a test input, i.e. (19). The joint estimation of the head-pose angles and of the bounding-box shift is achieved iteratively in the following way. The current bounding-box location, $u \in \mathbb{R}^2$, is used to build a feature vector $y$ from which both a head pose $x_h$ and a bounding-box shift $x_b$ are predicted. The latter is then used to update the bounding-box location, to build an updated feature vector and to predict an updated head pose and a new bounding-box shift. This iterative prediction is described in detail in Algorithm 1.

V. EXPERIMENTS

In this section we present an experimental evaluation of the proposed head-pose estimation methodology. The experiments are carried out with three publicly available datasets: the Prima dataset [34], the BIWI dataset [15], and the McGill real-world face video dataset [35], [36]:

- The **Prima head pose dataset** consists of 2790 images of 15 persons recorded twice. Pitch values lie in the interval $[-60^\circ, 60^\circ]$, and yaw values lie in the interval $[-90^\circ, 90^\circ]$ with a $15^\circ$ step. Thus, there are 93 poses available for each person. All the recordings were achieved with the same background. One interesting feature of this dataset is the pose space is uniformly sampled. The dataset is annotated such that a face bounding box (manually annotated) and the corresponding yaw and pitch angle values are provided for each sample.

- The **Biwi Kinect head pose dataset** consists of video recordings of 20 people (16 men, 4 women, some of them recorded twice) using a Kinect camera. During the recordings, the participants freely move their head and the corresponding head angles lie in the intervals $[-60^\circ, 60^\circ]$ (pitch), $[-75^\circ, 75^\circ]$ (yaw), and $[-20^\circ, 20^\circ]$ (roll). Unlike the Prima dataset, the parameter space is not evenly sampled. The face centers (nose tips) were detected on each frame in the dataset, which allowed us to automatically extract a bounding box for each sample.

- The **McGill real-world face video dataset** consists of 60 videos (a single participant per video, 31 women and 29 men) recorded with the objective of studying unconstrained face classification. The videos were recorded in different environments (both indoor or outdoor) thus resulting in arbitrary illumination conditions and background clutter. Furthermore, the participants were completely free in their behaviors and movements. Yaw angles range in the interval $[-90^\circ, 90^\circ]$. Yaw values corresponding to each video frame are estimated using a two-step labeling procedure that provides the most likely angle as well as a degree of confidence. The labeling consists of showing images and possible angle values to human experts, i.e. [35].

We adopted the leave-one-out evaluation protocol at the individual person level. More precisely, all the images/frames associated with one participant are left aside and used for testing, while the remaining data were used for training. As a measure of performance, we evaluated the absolute error between an estimated angle and the ground-truth value, then we computed the **mean absolute error** (MAE) and standard deviation (STD) over several tests.

We experimented with the following variants of the proposed algorithm (notice that the number of pose angles depends on the dataset, i.e. yaw, pitch and roll (BIWI), yaw and pitch (Prima) or yaw (McGill)):

- $GLLiM\_pose$ learns and predicts with one, two, or three pose angles;
- $hGLLiM\_pose-d$ learns with the pose parameters as well as with partially latent output, where the number $d$ of latent variables varies between 1 and 4;
- $GLLiM\_pose&bb$ learns and predicts with both pose angles and bounding-box shifts, and

Algorithm 1  Iterative prediction

**Require:** Bounding-box location $u$ and forward model parameters $\theta^*$

1: **procedure** HEADPOSEESTIMATION($u, \theta^*$)
2: **repeat**
3: Build $y$ from current bounding-box location $u$
4: Predict $x = \{x_h; x_b\}$ from $y$ using (19)
5: Update the bounding-box location $u = u + x_b$
6: until $\|x_b\| \leq \epsilon$
7: **return** head-pose $x_h$ and bounding-box location $x_b$
8: **end procedure**
• \texttt{hGLLiM\_pose\&bb-d} learns and predicts with pose angles, bounding-box shifts and partially latent output.

An important aspect of any head-pose method is the way faces are detected in images. We used manually annotated bounding boxes, whenever they are available with the datasets. Otherwise, we used bounding boxes provided with a face detector, e.g. [33]. To evaluate the robustness to inaccurate face localization, we introduced random shifts, drawn from a Gaussian distribution, and we used these shifts in conjunction with \texttt{GLLiM\_pose\&bb} and with \texttt{hGLLiM\_pose\&bb-d} to learn the regression parameters and to predict the correct bounding-box location. Notice that in the case of the latter algorithms, the prediction is run iteratively, i.e. Algorithm 1: Extract a HOG vector, predict the pose and the shift, extract a HOG vector from the shifted bounding box, predict the pose and the shift, etc. This is stopped when the shift becomes very small and, as it can be seen below, it considerably improves the quality of the head-pose method.

![Fig. 2. The Bayesian information criterion (BIC) as a function of the number of affine transformations in GLLiM. These experiments use the Prima dataset with the leave-one-out protocol.](image)

![Fig. 3. Mean absolute error (MAE) in degrees, for pitch (top) and yaw (bottom), as a function of the number of affine transformations in the mixture of linear regression model. We used GLLiM\_pose to learn the model parameters independently for pitch and yaw. The three curves correspond to the following face detection cases: manual annotation (red curve), manual annotations with additive noise (blue), and automatic face detection (magenta). These experiments use the Prima dataset with the leave-one-out protocol.](image)

<table>
<thead>
<tr>
<th>Data</th>
<th>$K = 1$</th>
<th>$K = 5$</th>
<th>$K = 25$</th>
<th>$K = 50$</th>
<th>$K = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNA</td>
<td>−5.4554</td>
<td>−5.6018</td>
<td>−5.6491</td>
<td>−5.6688</td>
<td>−5.6455</td>
</tr>
</tbody>
</table>

The number $K$ of Gaussian components is an important parameter, which in our model corresponds to the number of affine mappings. We carried out several experiments in order to evaluate the quality of the results obtained by our method as a function of the number of affine transformations in the mixture. We use the \texttt{GLLiM\_pose} variant of our algorithm with three different face detection options: manual annotation, manual annotation perturbed with additive Gaussian noise, and automatic face detection. We trained these three versions of \texttt{GLLiM\_pose} with $K$ varying from 1 to 100.

In order to determine the optimal number of affine mappings, $K$, associated with \texttt{GLLiM}, we use two criteria, the Bayesian information criterion (BIC) which is an information-theoretic criterion generally used for model selection, and an experimental figure of merit based on the mean absolute error (MAE). We learned several models for different values of $K$ using the Prima dataset. We seek the model that yields low BIC and MAE scores. The BIC and MAE values are plotted as a function of $K$ in Table I and in Fig. 2 and Fig. 3. These curves show the same behavior: as the number of affine mappings increases from $K = 1$ to approximately $K = 30$, both the BIC and MAE scores decrease, then the curve slopes become almost horizontal. Both BIC and MAE reach the lowest score for $K = 50$. This behavior can be explained as follows. When $K < 5$ the model is not flexible enough to take into account the apparently non-linear mapping between HOG features and head-pose parameters. It can be observed from Fig. 3 that a large value for $K$ increases the model accuracy. As expected, the computational complexity increases with $K$ as well. Indeed, the number of model parameters is linear in the number of mixture components and hence the size of the training dataset must be increased as well. It is well known that a large number of components in a mixture model presents the risk of overfitting. It is interesting to notice that BIC (derived
**TABLE II**

Mean absolute error (MAE) and standard deviation (STD) (in degrees) obtained with various head-pose methods, regression methods, and our method using the PRIMA dataset. This dataset contains manually annotated bounding boxes of faces and the corresponding pitch and yaw angles. In order to test the robustness we simulated shifted bounding boxes. The best results are in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pitch MAE</th>
<th>Pitch STD</th>
<th>Yaw MAE</th>
<th>Yaw STD</th>
<th>Manual annotation + simulated shifts Pitch MAE</th>
<th>Yaw MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gourier et al. [38]†</td>
<td>12.1</td>
<td>7.3</td>
<td>-</td>
<td>-</td>
<td>19.96</td>
<td>16.58</td>
</tr>
<tr>
<td>GPR [39]†</td>
<td>11.94</td>
<td>10.19</td>
<td>15.04</td>
<td>12.24</td>
<td>23.69</td>
<td>18.16</td>
</tr>
<tr>
<td>PLS [40]†</td>
<td>12.25</td>
<td>9.73</td>
<td>13.38</td>
<td>10.8</td>
<td>17.34</td>
<td>13.94</td>
</tr>
<tr>
<td>SVR [41]†</td>
<td>11.25</td>
<td>9.42</td>
<td>12.82</td>
<td>10.99</td>
<td>17.27</td>
<td>14.09</td>
</tr>
<tr>
<td>GLLiM_pose</td>
<td>8.41</td>
<td>10.65</td>
<td>7.87</td>
<td>8.08</td>
<td>13.66</td>
<td>14.78</td>
</tr>
<tr>
<td>hGLLiM_pose-2</td>
<td><strong>8.47</strong></td>
<td><strong>10.35</strong></td>
<td><strong>7.93</strong></td>
<td><strong>7.9</strong></td>
<td>12.64</td>
<td>11.51</td>
</tr>
<tr>
<td>hGLLiM_pose-4</td>
<td>8.5</td>
<td>10.8</td>
<td>7.85</td>
<td>7.98</td>
<td><strong>12.03</strong></td>
<td><strong>10.78</strong></td>
</tr>
<tr>
<td>GLLiM_pose&amp;bb</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>13.13</td>
<td>11.3</td>
</tr>
<tr>
<td>hGLLiM_pose&amp;bb-2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>12.52</strong></td>
<td><strong>12.44</strong></td>
</tr>
<tr>
<td>hGLLiM_pose&amp;bb-4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12.12</td>
<td>11.27</td>
</tr>
</tbody>
</table>

**TABLE III**

The mean absolute error (MAE) and standard deviation (STD), expressed in degrees, obtained with various head-pose methods, regression methods, and our method using the BIWI dataset. This dataset contains annotated bounding boxes of faces and the corresponding pitch, yaw, and roll angle values. In order to test the robustness we simulated shifted bounding boxes both for training and for testing. The best results are in bold. Note that [15] uses depth data only and [42] and [17] use both color and depth information. Papers using depth data are marked with a "*".

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghiasi et al. [17]†*</td>
<td><strong>0.1</strong></td>
<td>6.7</td>
<td>0.2</td>
<td>8.7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fanelli et al. [15]†*</td>
<td>3.8</td>
<td>6.5</td>
<td>3.5</td>
<td>6.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wang et al. [42]†*</td>
<td>8.5</td>
<td>11.1</td>
<td>8.8</td>
<td>14.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GPR [39]†</td>
<td>9.64</td>
<td>8.85</td>
<td>7.72</td>
<td>7.17</td>
<td>6.01</td>
<td>6.29</td>
<td>10.77</td>
<td>9.45</td>
<td>9.06</td>
<td>8.33</td>
</tr>
<tr>
<td>PLS [40]†</td>
<td>7.87</td>
<td>6.73</td>
<td>7.35</td>
<td>6.06</td>
<td>6.11</td>
<td>5.9</td>
<td>10.32</td>
<td>8.64</td>
<td>8.67</td>
<td>7.7</td>
</tr>
<tr>
<td>SVR [41]†</td>
<td>7.77</td>
<td>6.85</td>
<td>6.98</td>
<td>6.26</td>
<td>5.14</td>
<td>5.96</td>
<td>10.82</td>
<td>9.22</td>
<td>9.14</td>
<td>8.32</td>
</tr>
<tr>
<td>GLLiM_pose</td>
<td>5.77</td>
<td>5.77</td>
<td>4.48</td>
<td><strong>4.33</strong></td>
<td>4.71</td>
<td>5.31</td>
<td>11.33</td>
<td>11.58</td>
<td>10.2</td>
<td>11.34</td>
</tr>
<tr>
<td>hGLLiM_pose-2</td>
<td>5.57</td>
<td>5.48</td>
<td>4.33</td>
<td>4.68</td>
<td>4.37</td>
<td>5.09</td>
<td>9.04</td>
<td>9.13</td>
<td>7.65</td>
<td>8.3</td>
</tr>
<tr>
<td>hGLLiM_pose-4</td>
<td>5.43</td>
<td><strong>5.44</strong></td>
<td>4.24</td>
<td>5.37</td>
<td>4.13</td>
<td><strong>4.86</strong></td>
<td>8.45</td>
<td>8.81</td>
<td>6.93</td>
<td>7.72</td>
</tr>
<tr>
<td>GLLiM_pose&amp;bb</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8.49</td>
<td>8.79</td>
<td>6.86</td>
<td>7.3</td>
</tr>
<tr>
<td>hGLLiM_pose&amp;bb-2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.81</td>
<td>7.68</td>
<td>6.41</td>
<td>7.19</td>
</tr>
<tr>
<td>hGLLiM_pose&amp;bb-4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>7.65</strong></td>
<td><strong>8.0</strong></td>
<td><strong>6.06</strong></td>
<td><strong>6.91</strong></td>
</tr>
</tbody>
</table>

The values in the table are presented in a tabular format with columns for each method and rows for different pose elements (pitch, yaw, roll) and scenarios (manually annotated bounding boxes, manual annotation + simulated shifts). The best results are highlighted in bold.
from information theory) and MAE (based on experiments with the data) yield the same optimal value, namely $K \approx 50$.

The proposed algorithms were compared with the following state-of-the-art head-pose estimation methods: the neural-network based methods of [37], [38] and of [29], the method of [43] based on dictionary learning, the graphical-model method of [44], the template based method of [28], the supervised non-linear optimization method of [45], the optimization method of [17], and the random-forest methods of [15] and of [42]. Additionally, we benchmarked the following regression methods: support vector regression (SVR) [41], Gaussian process regression (GPR) [39], and partial least squares (PLS) [40], as they are widely known and commonly used regression methods for which software packages are publicly available. Notice that some of these methods estimate only one parameter, i.e., the yaw angle [28], [43]–[45], while the random-forest methods of [15], [17] and [42] use depth information available with the BIWI (Kinect) dataset.

Table II, Table III, and Table IV show the results of head-pose estimation obtained with the Prima, BIWI, and McGill datasets, respectively. The † symbol indicates that the results are those reported by the authors while the ‡ symbol indicates that the results are obtained using either publicly available software packages or our own implementations. In the case of the Prima dataset, GLLiM_pose and hGLLiM_pose yield the best results. We note that hGLLiM_pose&bb and hGLLiM_pose yield the best results. As already mentioned, [15] uses depth information and [42], [17] use of depth and color information. Overall, the proposed algorithms compare favorably with [15]. hGLLiM_pose-4 yields the best MAE for the roll angle, while [17] yields the best MAE for pitch and yaw, but with a high standard deviation. Our algorithm estimates the parameters with the highest confidence (lowest standard deviation). Table IV shows the results obtained with the McGill dataset. The ground-truth yaw values in this dataset are obtained by human experts that must choose among a discrete set of 7 values. Clearly, this is not enough to properly train our algorithms. The method of [44] yields the best results in terms of RMSE while hGLLiM_pose-2 yields the best results in terms of MAE. Notice that PLS yields the highest confidence in this case.

The results summarized in Table II, Table III and Table IV allow to quantify the variants of the proposed algorithm. With manually annotated bounding boxes, e.g., Tables II and III, there is no notable difference between these variants. Whenever the regression is trained with simulated bounding-box shifts, both GLLiM_pose&bb and hGLLiM_pose perform better than GLLiM_pose. It is interesting to note that in the case of the Prima dataset (Table II), hGLLiM_pose-4 (the dimension of the latent part of the output is 4) is the best-performing variant of GLLiM, while in the case of the BIWI dataset (Table III), hGLLiM_Pose&bb-4 is the best performing one. We also experimented with a larger latent dimension without improving the accuracy. Concerning the McGill dataset, neither GLLiM_pose&bb nor hGLLiM_pose&bb could be trained because the ground-truth face bounding boxes are not available. In the case of this dataset, we used a face detector both for training and for testing. The fact that, overall, hGLLiM_pose performs better than GLLiM_pose validates the advantage of adding a latent component to the output variable. The latter “absorbs” various phenomena that would otherwise affect the accuracy of the pose parameters.

As already mentioned, GLLiM_pose&bb and hGLLiM_pose&bb are applied iteratively, until there is no improvement in the predicted output. Fig. 4 plots the MAE of yaw and pitch as a function of the number of iterations of GLLiM_pose&bb. As it can be observed from these curves, the MAE decreases after two iterations and then it slightly increases and again it decreases. Therefore, in

---

**Table IV**

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>MAE</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demirkus et al. [43]†</td>
<td>&gt; 40</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Xiong and De la Torre [45]†</td>
<td>29.81</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhu and Ramanan [28]†</td>
<td>35.70</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Demirkus et al. [44]†</td>
<td>12.41</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GPR [39]†</td>
<td>23.18</td>
<td>16.22</td>
<td>16.71</td>
</tr>
<tr>
<td>PLS [40]†</td>
<td>22.46</td>
<td>15.56</td>
<td>16.2</td>
</tr>
<tr>
<td>SVR [41]†</td>
<td>21.13</td>
<td>15.25</td>
<td>18.43</td>
</tr>
<tr>
<td>GLLiM_pose</td>
<td>26.62</td>
<td>13.1</td>
<td>23.17</td>
</tr>
<tr>
<td>hGLLiM_pose-2</td>
<td>24.0</td>
<td><strong>11.99</strong></td>
<td>20.79</td>
</tr>
<tr>
<td>hGLLiM_pose-4</td>
<td>24.25</td>
<td>12.01</td>
<td>21.06</td>
</tr>
</tbody>
</table>

Fig. 4. Mean absolute error (MAE) for pitch and yaw as a function of the number of iterations of GLLiM_pose&bb.
practice we run two iterations of these algorithms.

Finally, we applied hGLLiM_Pose&bb-4 to a set of images that are not contained in any of the three datasets. Fig. 5 shows some of these results. The face detector of [33] was used to detect faces (red bounding boxes). The output of hGLLiM_Pose&bb-4: the shifted bounding boxes (shown in green) and the estimated pitch, roll, and yaw angles (shown with a green arrow).

VI. CONCLUSIONS

In this paper we proposed a solution to the problem of estimating head pose from the bounding box aligned with a face. Instead of extracting facial landmarks, the method directly maps high-dimensional feature vectors (extracted from faces) onto a low-dimensional manifold. The method relies on learning a mixture of linear regressions. The latter is modeled within the framework of generative methods. More precisely, it is assumed that the high-dimensional feature space is generated from a low-dimensional parameter space. Consequently, an inverse regression strategy is adopted: a low-dimensional to high-dimensional regression is learnt, followed by Bayes inversion.

We experimented with four variants of the proposed algorithm: (i) GLLiM_pose, which learns and predicts the pose parameters, (ii) hGLLiM_pose, which learns and predicts the pose parameters in the presence of latent variable augmentation of the output, (iii) GLLiM_pose&bb, which learns and predicts both the pose parameters and bounding-box shifts, and (iv) hGLLiM_pose&bb which combines hGLLiM with GLLiM_pose&bb. The experiments and benchmarks, carried out with three publicly available datasets, show that the latent-augmentation variants of the algorithm improve the accuracy of the estimation and perform better than several state-of-the-art algorithms.

The methodology presented in this paper has not been tuned for the particular application of head-pose estimation. The algorithms may be applied, with minor modifications, to other high-dimensional to low-dimensional mapping problems, e.g. estimation of human pose from color and depth images. It may also be used as input for gaze estimation or for determining the visual focus of attention, e.g. [46].

In the future we plan to extend the method to the problem of tracking pose parameters. Indeed, a natural extension of the proposed method is to incorporate a dynamic model to better predict the output variables over time. Such a model could be simultaneously applied to the pose parameters and to the bounding-box shifts. Hence, one can track the image region of interest and the pose parameters in a unified framework.
**APPENDIX A**

**EM FOR GLLiM AND HYBRID-GLLiM**

This appendix details the EM algorithm that estimates the parameters of the regression method described in Section III. The interest reader is referred to [10] for an in-depth description and discussion. Once initialized, at each iteration $i$, the algorithm alternates between two expectation steps, E-Z and E-W, and two maximization steps, M-GMM and M-mapping:

- **E-W-step:** Given the current parameter estimates $\theta^{(i-1)}$, the posterior probability $r_{W|Z}^{(i)}$ in (8) is fully determined by the distributions $p(w_n | Z_n = k, t_n, y_n; \theta^{(i-1)})$ for all $n$ and $k$, which can be shown to be Gaussian. Their covariance matrices $S_k^{w(i)}$ and vector means $\mu_{nk}^{w(i)}$ are given by

$$S_k^{w(i)} = \left( I + A_k^{w(i-1)\top} \Sigma_k^{(i-1)^{-1}} A_k^{w(i-1)} \right)^{-1},$$

$$\mu_{nk}^{w(i)} = S_k^{w(i)} A_k^{w(i-1)\top} \Sigma_k^{(i-1)^{-1}} \left( y_n - A_k^{(i-1)} t_n - b_k^{(i-1)} \right).$$

- **E-Z-step:** The posterior probability $r_{Z|I}^{(i)}$ in (9) is determined by

$$r_{nk}^{(i)} = p(Z_n = k | t_n, y_n; \theta^{(i-1)}) = \frac{\pi_k^{(i-1)} p(y_n, t_n | Z_n = k; \theta^{(i-1)})}{\sum_{j=1}^K \pi_j^{(i-1)} p(y_n, t_n | Z_n = j; \theta^{(i-1)})},$$

for all $n$ and $k$, where

$$p(y_n, t_n | Z_n = k; \theta^{(i-1)}) = \mathcal{N}(t_n; c_k^{(i)}, \Gamma_k^{(i)}), \mathcal{N}(y_n; d_k, \Phi_k),$$

with:

$$d_k = A_k^{w(i-1)} t_n + b_k^{(i-1)},$$

$$\Phi_k = A_k^{w(i-1)} \Sigma_k^{w(i-1)^{-1}} + \Sigma_k^{(i-1)}.$$  

The maximization (7) can then be performed using the posterior probabilities $r_{nk}^{(i)}$ and the sufficient statistics $\mu_{nk}^{w(i)}$ and $S_k^{w(i)}$. We use the following notations: $r_{nk}^{(i)} = r_{nk}^{(i-1)} / \sum_{n=1}^N r_{nk}^{(i-1)}$ and $x_{nk}^{(i)} = [t_n; \mu_{nk}^{w(i)}] \in \mathbb{R}^L$. The M-step can be divided into two separate steps.

- **M-GMM-step:** The updating of parameters $\pi_k^{(i)}$, $c_k^{(i)}$ and $\Gamma_k^{(i)}$ correspond to those of a standard Gaussian mixture model on $T_{1:N}$, so that we get straightforwardly:

$$c_k^{(i)} = \frac{1}{N} \sum_{n=1}^N r_{nk}^{(i)} t_n,$$

$$\Gamma_k^{(i)} = \frac{1}{N} \sum_{n=1}^N r_{nk}^{(i)} (t_n - c_k^{(i)}) (t_n - c_k^{(i)})^\top,$$

$$\pi_k^{(i)} = \frac{1}{N} \sum_{n=1}^N r_{nk}^{(i)}.$$

- **M-mapping-step:** The updating of mapping parameters $\{A_k, b_k, \Sigma_k\}_{k=1}^K$ is also in closed-form. The affine transformation matrix is updated with:

$$A_k^{(i)} = Y_k^{(i)} A_k^{(i-1)\top} (S_k^{(i)} + X_k^{(i)} A_k^{(i)\top})^{-1},$$

where:

$$X_k^{(i)} = \left( \sqrt{r_{1k}^{(i)} (x_{1k}^{(i)} - x_k^{(i)}), \ldots, \sqrt{r_{nk}^{(i)} (x_{nk}^{(i)} - x_k^{(i)})} \right),$$

$$Y_k^{(i)} = \left( \sqrt{r_{1k}^{(i)} (y_1^{(i)} - y_k^{(i)}), \ldots, \sqrt{r_{nk}^{(i)} (y_N^{(i)} - y_k^{(i)})} \right),$$

$$x_k^{(i)} = \sum_{n=1}^N r_{nk}^{(i)} x_{nk}^{(i)},$$

$$y_k^{(i)} = \sum_{n=1}^N r_{nk}^{(i)} y_n,$$

$$S_k^{(i)} = \begin{pmatrix} 0 & 0 \\ 0 & S_k^{w(i)} \end{pmatrix}.$$  

The intercept parameters are updated with:

$$b_k^{(i)} = \sum_{n=1}^N r_{nk}^{(i)} (y_n - A_k^{(i)} x_{nk}^{(i)}).$$

The noise covariance matrices are updated with:

$$\Sigma_k^{(i)} = \text{diag} \left\{ A_k^{w(i)} S_k^{w(i)} A_k^{w(i)\top} \right\} + \sum_{n=1}^N \begin{pmatrix} r_{nk}^{(i)} (y_n - A_k^{(i)} x_{nk}^{(i)} - b_k^{(i)}) (y_n - A_k^{(i)} x_{nk}^{(i)} - b_k^{(i)})^\top \end{pmatrix},$$

where the $\text{diag} \{ \cdot \}$ operator sets all the off-diagonal entries to 0.

- **Initialization:** Initial parameters $\theta^{(0)}$ are obtained by fitting a GMM with $K$ components to the joint output-input training dataset $\{t_n, y_n \}_{n=1}^N$. Note that the following derivations are also valid for the estimation of the parameter set $\theta$ in (3), which corresponds to $L_w = 0$, hence the E-W step disappears.
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