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Abstract:  Borehole resistivity measurements are a common procedure when trying to obtain
a better characterization of the Earth’s subsurface. The use of a casing surrounding the borehole
highly complicates the numerical simulations due to a large contrast between the conductivities of
the casing and the rock formations. In this work, we consider the casing to be a thin layer of uniform
thickness and motivated by realistic scenarios, we assume that the conductivity of such casing is
proportional to the thickness of the casing to the power of -3. We derive Impedance Transmission
Conditions (ITCs) for the static (zero frequency) electric potential for a 2D configuration. Then,
we analyse these models by proving stability and convergence results. Next, we asses the numerical
performance of these models by employing a Finite Element Method. Finally we present present
asymptotic models for similar configurations including the time-harmonic configuration and a 3D
axisymmetric scenario.
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Conditions d’Impédance pour le Potentiel Electrique a
travers un tube métallique fortement conducteur

Résumé : Les mesures de résistivité en forage sont communément utilisées pour obtenir
une meilleure caractérisation du sous-sol de la Terre. Pour obtenir de telles mesures, on utilise
typiquement un tube métallique qui protége le forage, mais cela complique énormément la sim-
ulation numeérique a cause du fort contraste entre les conductivités du tube et des formations
rocheuses. Dans ce travail , motivé par des configurations réalistes, on considére que la con-
ductivité du tube est proportionnelle & ’épaisseur du tube & la puissance -3. On développe des
conditions de transmission d’impédance (ITCs en Anglais) pour le potentiel électrique dans le
cas statique, dans un domaine bidimensionnel. On présente la construction des modéles asymp-
totiques, validés par des résultats de convergence. On illustre les résultats théoriques avec des
simulations numériques obtenues en utilisant une discrétisation par éléments finis. On présente
aussi des modéles asymptotiques pour d’autres problémes et configurations, & fréquence non-nulle
et en 3D.

Mots-clés : Modeéles Asymptotiques, Conditions d’Impedance, Potentiel Electrique, Forage,
tube, Résistivité, Conductivité.
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Introduction

Resistivity measurements are commonly used when trying to obtain a better characterization
of the earth’s subsurface. The standard procedure for acquiring these resistivity measurements
consists in employing one or several transmitters and receiver antennas. These transmitters
and receivers, which we will refer to as the instrument, are located inside a well, then they
are employed both to transmit electromagnetic waves into the layer formations and record the
received waves. According to the results shown in [26, 27], the second derivative of electric
potential in the vertical direction, measured at the receiving antennas, can be employed to
determine the conductivity of the different layer formations composing the Earth’s subsurface.
This technique has been widely employed in the literature for acquiring borehole resistivity
measurements, we refer the reader to [32, 33, 34, 29, 35, 36, 9, 47| for more information regarding
this matter.

Electrical logging through casing is of special interest because the well is often surrounded
by a steel-made casing. The use of such casings allows to protect the well and avoid possible
collapses on one hand, but it also highly complicates the numerical simulations for the electric
potential on the other hand due to the high conductivity and thinness of the casing compared to
that of the layer formations. Thus, when performing these kind of studies, the results are often
inaccurate or simply too costly to be performed in real time.

These kind of problems have been faced by two different approaches, the use of analytical
methods and the use of numerical methods. The use of analytical methods [28, 23, 37] limits
the types of geometries that one can consider, so it is not very suitable for modelling realistic
physical configurations. The use of numerical methods seems the best answer for dealing with
complex geometries. A wide range of techniques can be found regarding the numerical methods.
The Discontinuous Petrov-Galerking method [15, 58], the Isogeometric analysis [24, 48] and the
hp-adaptive Finite Element Method [31, 30, 32, 55] are examples of techniques which are worth
mentioning. However, this option becomes challenging too due to the high electrical conductivity
contrast between the metallic casing and the layer formations, as well as the small thickness of
the casing. In particular, when dealing with this kind of thin layers, the computational cost
greatly increases when trying to mesh it. Moreover, the numerical methods employed to solve
these problems do not perform well when high contrasted media is considered. These facts lead
to an unavoidable increase of the computational cost, so it is relevant to avoid the thin layer
by employing mathematical techniques which allow to construct reduced problems involving
appropriate boundary or transmission conditions

To overcome these difficulties we adopt an asymptotic method which is motivated by realistic
configurations [36], where the conductivity in the casing takes much higher values than that in
the layer formations. We intend to work in the context of this application for which we assume
that the conductivity in the casing has the following form

Olay =~ 673’

where ¢ denotes the thickness of the casing, which is presented as a thin layer of uniform
thickness. We can motivate this choice according to the paper [36], where we can observe the
following values for the conductivity and the thickness of the casing

£=1.27-10"2 m,
Olay = 4.34-10° Q7' m™1,

From these values we infer the following relation between these physical parameters

RR n° 8998



6 H. Barucq, A. Erdozain & V.Péron

Olay = 8.89 -7,

In this framework our aim is to derive Impedance Transmission Conditions (ITCs) for the
electric potential across such a casing. The naturally small thickness of the casing compared to
the rest of the domain makes it ideal for applying this kind of method. The concept of Impedance
Conditions (ICs) and ITCs is classical in the modelling of wave propagation phenomena, such a
condition is derived by performing an asymptotic expansion and is designed to replace one part
of the computational domain. Asymptotic techniques are widely employed in the field of wave
propagation problems, for instance we cite the works [8, 7, 21, 22, 5, 25| related to boundary
layer phenomena in Electromagnetism (skin effect and eddy current problem).

Similar studies regarding the derivation ICs for electromagnetism include [11, 45, 46, 20, 1, 54]
where ICs are derived to substitute a thin layer present in one border of the domain. The question
of ITCs is more related to the present work, but it is also more delicate than that of ICs. Even
so, we can also find a wide variety of works related to this topic, [17, 16, 13, 10, 46, 41, 18, 50,
53, 52, 44, 38, 49].

This study is performed in the framework of high contrasted media where the physical pa-
rameters have a dependence on the thickness of the thin layer. Several works can be found with
similarities in this matter, for instance, in [51], the authors derive ITCs for eddy current models
with a dependence on the conductivity parameter of the thin layer of the form ! and £72.
In the same way, in [42], we find a thin layer problem for the time-harmonic Maxwell equa-
tions, whose conductivity depends on the thickness of the thin layer in the form of e72. In [43]
and [17], where a problem for the static potential and an electromagnetic problem is considered
respectively, and in both works a resistive thin layer is present.

There exist also similar studies regarding the derivation of ITCs for other physical models,
for example we can mention [4] regarding the study of Elastodynamics, [39, 40| regarding the
study of a problem with elastic and acoustic media and [14] in the field of Acoustics. There exist
also models where the physical parameters depend on the thickness of the thin layer, [2] perfoms
a study about the problem of an elastic shell-like inclusion with a rigidity of the form e~! and
g3,

In this work, we consider non-smooth computational domains, which include vertices and
edges. In general, this framework greatly complicates the analysis compared to the smooth case
(see for example [12]) and the presence of geometrical singularities (such as corners) reduces the
performance of standard impedance conditions, see for example [5, 6, 56, 57]. In this work, we
consider mainly a transmission problem for the electric potential

div[(c —iew)Vu] = f in €,

with an homogeneous Dirichlet boundary condition. We first consider the domain Q to be a
rectangular shaped domain in R?, and then we consider the domain € to be an axisymmetric
borehole shaped domain in R3. This domain is composed of three subdomains Qf ,, Q2. and
Of,y» where the last one corresponds to the casing and is a thin layer of uniform thickness. Here
w represents the frequency and eg represents the permittivity. The parameter o corresponds
to the conductivity and it is a piecewise constant function that takes different values in each
subdomain. The function f corresponds to the right-hand side and it is a function that vanishes
in the casing.

In this framework, we address the issue of ITCs for u as € tends to zero. We derive two
different classes of ITCs employing different approaches. The first one consists in deriving ITCs
across the casing itself, whereas the second approach tackles the problem by deriving ITCs on
an artificial interface located in the middle of the casing. Both classes have their advantages
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and drawbacks, matter which we shall discuss in this work. We shall present the mathematical
justification for these ITCs and we shall also concentrate on studying the numerical performance
of the models derived. First class of ITCs appear as second and fourth order approximations
whereas second class of ITCs are derived from order 1, up to fourth order 4.

The asymptotic method we follow can be summarized in the following steps. First of all we
perform a scaling in the subdomain corresponding to the casing, {2, , along the direction normal
to the thin layer. Then we perform an Ansatz in form of power expansion of ¢ and we obtain
a collection of problems. They can be alternately solved to determine the elementary problems
satisfied by each term of the asymptotic expansion. Then we truncate the series and collect the
first terms of the expansion to infer equivalent conditions by neglecting residual terms depending
on ¢. Finally we prove convergence results for the derived asymptotic models. We follow this
methodology for both the 2D and the 3D configurations.

This document is divided in several sections. We begin by presenting the model problem
we are interested in, we study the well posedness of this problem and we present the first step
towards the derivation of asymptotic models. Sections 2 and 3 are devoted to the formal calculi
of the derivation of the asymptotic models for the two different classes. Section 4 corresponds
to the validation of the asymptotic models derived for both the first and second classes. Then,
Section 5 presents some numerical results to illustrate the theoretical results of the previous
sections, and finally, the last section corresponds to an appendix summarizing similar results
for other configurations of interest, including a time-harmonic problem and a 3D axisymmetric
scenario.

RR n° 8998



8 H. Barucq, A. Erdozain & V.Péron

1 Model problem and scaling

This section acts as an introduction to the following two sections. Here, we present a transmission
problem for the electric potential in a configuration where a highly conductive thin layer of
uniform thickness € is present. Later on, in the following two sections, we will employ this model
problem for deriving two different classes of ITCs employing two different approaches which
correspond to these two sections.

In this section we first present the model problem we are interested in studying. Then, we
begin the process of deriving asymptotic models by performing the first step of the procedure,
which corresponds to a scaling in the part of the domain corresponding to the casing. This step
is common to both approaches we have considered.

Yy
AN

Yo .
1
' n
1 —

€ 13 £
int Qlay Qext
1
I
€
1
1
1
I
€ ! €
int : I I‘ext
1
n,
_:_)
To L

Figure 1: Domain of interest, composed of a thin layer, an interior domain and an exterior
domain.

Let Q C R? be the domain of interest described in Figure 1. The domain 2 is rectangular

shaped and is composed of three rectangular shaped subdomains Qf ;, Q¢ and Qf, . The sub-

domain €2 is a thin layer of uniform thickness ¢ > 0. We denote the interfaces the interface
between Q. and Qf o by I'f;, and the interface between €2, - and ¢ by I',¢. In this domain,

n lay int>»
we study the equations of the static electric potential, which read as follows

€
ext -

div(eVu) = f, (1)

along with an homogeneous Dirichlet boundary condition. Here, u represents the electric
potential, ¢ is the conductivity and f stands for a current source. The conductivity is a piece-
wise constant function, with a different value in each subdomain. Specifically, the value of the
conductivity inside the thin layer Qf - is much larger than the one in the other subdomains and

Inria



ITC’s for the Electric Potential 9

we assume that it depends on the parameter e. We consider a conductivity of the following form

: €
Oint 1n Qinta
_ _~ _—3 Qf
g = Olay = 00€ m lay>
: €
Oext mn Qexta

where oy > 0 is a given constant. We assume that the right-hand side f, is a piecewise smooth
function independent of €, and it vanishes inside the layer.

fint in Qisnm
f=< fay=0 in Qf,
fext in ngt'

It is possible to prove that Problem (1) has a unique solution u € H{ (). Then, representing
the solution u in each subdomain as follows

: e
Uing m Qin‘m

3 g
u={ Uay in O,
Uext in QF

ext»

the Problem (1) reads as

_ . €
UintAuint - fint m int»
_ . €
Oext Allext = fext m Qext’
_ : €
Aulay =0 m lay»
_ €
Uint = Ulay on int?
5 )
Ulay = Uext on Fextv

~ =3 €
Oint OnUint = O0€ 6nulay on int»

~ _—3 _ €
gp€ anulay = OextOnUext on Fex‘m

u=20 on 0f),

where 9, represents the normal derivative in the direction of the normal vector, inwardly directed

to (25, on I'y;, and outwardly directed to ), on I'f,, see Figure 1.

Remark 1. In this document we present the results for a problem where we consider homogeneous
Dirichlet boundary conditions. Similar results can be found in [19] for a problem where mized
(Dirichlet and Neumann) conditions are considered, configuration which is more relevant towards
the applications.

First of all, before starting with the derivation of a multiscale expansion, we will prove that
there exists a solution to Problem (2) and that this solution is unique in H{ (). Instead of con-
sidering directly Problem (2), we will consider a similar one. This problem is defined employing

RR n° 8998



10 H. Barucq, A. Erdozain & V.Péron

the same configuration we have defined in this section. We remember that the constants oint,
Oext and o are strictly positive as this fact will play an important role in the following proofs.
We recall Figure 1 shows the configuration of the domain we are working with. In this framework
we consider the following problem

JintAuint = fint in Qianta

UextAUext = fext in ngm

~ -3 . e
00 "Aulay = flay In Qp,

_ e

Uint = Ulay ON Fint?
Ulay = U, on It
lay — UWext ext’

~ _—3 _ &
o€ 8nu1a,y - Uintanuint = Jint on Finta

-~ -3 _ 5
0o€ anulay — OextOnUext = Jext  OIl Fext?

u=20 on Of.

This problem is similar to Problem (2) and it generalises it as the right-hand side fiy does
not vanish inside the layer any more and as it includes the right-hand side functions gins and
Jext- The results obtained for this problem will be useful in later sections, where we prove the
convergence of the asymptotic models.

First of all we can write the variational formulation of Problem (3). Assuming f € L? (Q2),
ging € L? (T%,,) and geys € L2 (I'S,,), we look for u € HZ (), such that for all w € HE(Q)

ext

a(u, w) = l(w) (4)

where

a(u,w) = oint Vu - Vwdx + Oext Vu - Vwdz + coe > Vu - Vwdz,
Qs Qs Qs

int ext lay
l(w) = — finpwdx — Jextwdz — Jiayw dz + gingw ds + Jextw ds.
QE QE QE Fa €
int ext lay int ext

Now we give the theorem and proof that guarantees the existence and uniqueness of a solution
to this problem and which presents some uniform estimates for the solution, but before we will
present the following notation for the different norms we employ in this document.

Notation 1. For any function u € L? (Q), we denote the norm in L? by

lullo.o = llullp2(q) -
In the same way, for any function u € H* (Q), we denote the norm in H' by

1
2

2 2
el = (Nl + IVuld )

Inria
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Theorem 1. For all € > 0 there exists a unique u € Hg(2), solution to Problem (4) with data
€ L3(Q), gine € L2(T%,,), gext € L2(TS,;,). Moreover, there exists £g > 0 and a constant C' > 0,

int

such that for all € € (0,¢9),

lully < € (Iflloq + lgindlo s, + lgeallore.,) -

Proof. The proof can be summarized in the following steps. As the bilinear form a is coercive
and continuous in H¢ (), and the linear form [ is continuous in Hg (), the existence and
uniqueness of a weak solution follows from the Lax-Milgram Lemma. Then, for proving the
uniform estimates, we select g as
o

Ep = & T — 0 .
Min(Ging, Text )

Then for € < g9 and employing the Poincaré inequality, there exists a constant k; > 0 such
that

1 .
a(w, w) > ]gimlﬂ (Uillta Uext) ”w”iﬂ : (5)

Applying a trace theorem and Cauchy-Schwarz inequality to the definition of [ we obtain that
for a constant ko > 0, we have

Uw)] < ks [l g ( in

logg, + Mextlloge,, + Wfiasllo.ar + lgintllore, + Iextllo.re,, ). (6)

ext

Finally, employing Equations (5) and (6) we obtain

ors, +llgextllors,, )

ext

lull i < € (fnellgz, + st

|0,QE + ||f1ay||0,ﬂfay + | gine

ext

k
where C' = __ Rk O

min (Jinta Jext) ’

Introduction of a scaling

A key point for the derivation of a multiscale expansion for the solution to Problem (2) consists
in performing a scaling along the normal direction to the thin layer. We begin by describing the

domain € in the following way

11
Qfay = {V(y) +€XTL : V(y) € FaX € <27 2) } i

where v is a parametrization of the curve I" (see Figure 1), which is defined as

Y(y) = (z0,y), for all y € (0,0)

and n = (1,0) is the normal vector to the curve I'. This geometry of the domain induces the
following scaling

r=x0+eX & X=c¢'(xz—x).

As a consequence, we have

RR n° 8998



12 H. Barucq, A. Erdozain & V.Péron

ok =% keN.
This scaling allows us to write the Laplace operator in the following way
_ 92 2 _ _—242 2
A=0,+0,=¢c"0x +0,.

Besides, we notice that on the interfaces I'f, and I',, we can rewrite the normal derivative
in the following form 0,, = 0, = e '0x. Finally we denote by U the function that meets

11
s 0,0) = s (00 + £X0) = UCL), (K€ (=53 ) X Oao).

We rewrite Equations (2) with the newly defined variables and functions and they take the
following form

JintAuint = fint in anta
UextAuext = fext in ngm
20U+ 92U =0 in (21,1 0
€ X + yY m 73 5 X ( 7y0)a
€ 1
Uint ($0*§,y) U(27y) ye (O7y0),
€ 1 (7)
Uext, <x0+7,y) =U\| 35y y € (0, 0),
2 2
€ ~ 4 1
Ulntanumt (xO - §ay) = 0¢¢ 8XU _§7y Y€ (073/0);
5 ~ 4 1
OextOnUext (-TO + 573/) =0pe OxU 5; Yy Yy e (07y0)7
u=20 on 0.
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2 First class of ITCs

The objective of this section is the derivation of asymptotic models for the reference model (2).
In Section 2.1 we make an asymptotic expansion of the solution in power series of €. Then,
by truncating this series and neglecting higher order terms in ¢, we derive approximate models
composed of equivalent transmission conditions across the thin layer in Section 2.2. The last
section, Section 2.3, shows a comparison of the models derived here with more standard models.

2.1 Construction of a multiscale expansion

First of all, we define the jump and mean value of a function across the thin layer.

Definition 1. Let u be a smooth function defined over 2. We define its jump and mean value
across the thin layer as

[uh"s = uemr,‘t|1"E - uint|l“fm7

ext

(uext|F5 + Uint‘l"fnt) .

ext

DN | =

{up. =

Now we proceed to derive the asymptotic expansion. To begin with, we perform an Ansatz
in the form of power series of € for the solution to Problem (7). We look for solutions

Uint (QC, y) ~ Z 6kuiknt (x’ y) in Qisnta
k>0

Uext (‘7)7 y) ~ Z Ekugxt ($7 y) in ngm (8)
k>0

UK = D) i (—505) < O

k>0

2.1.1 Equations for the coefficients of the electric potential

Substituting the previous expressions (8) into the Equations (7) and collecting the terms with
the same powers in ¢, for every k£ € N we obtain the following set of equations

Oint Auiknt (S(}, y) = fint (CL’, y)(sg in ngt’

UeXtAU’]ecxt (.’E, y) = fext (Z‘, y)(sg in QZXU (9)
11
RUMX,5) = - i (~g) % 0.

along with the following transmission conditions

RR n° 8998



14 H. Barucq, A. Erdozain & V.Péron

X >
= uiknt <$0 - §7y> Yy e (ano)v

1 €
Uk <2ay> = ulgxt (:EO + ivy) Y € (07y0)7

(10)
. 1 _ €
UOaXUk <2a Y| = O—intanuiknt4 (330 - §7y) ye (07y0)7
~ k(1 k—4 €
000xU <2,y> = Ooxt OnlUgnt (J:o + §,y) y € (0,90),
and the following boundary conditions
uF(0,y) = u*(L,y) =0 y € (0,%),
uk(xO):uk(myo)ZO xG(OxO—E)U(xo—I—EL)
b bl i 2 27 ) (11)
& & 11
U(X,O):U (X7y0):0 X e 7555 )

where 5(])“ represents the Kronecker symbol. Besides, we will also need the following equation
obtained by applying the fundamental theorem of calculus for a smooth function U*,

3 1 1
-1
=

If we apply the third equation of (9) on the left hand side and the third and fourth equations
of (10) on the right-hand side we obtain the following compatibility condition

3 1
-/, UM (X, y)dX = — [00,u" ] . (). (13)

= a
= 0

In these equations, we adopt the convention that the terms with negative indices are equal
to 0. Employing these equations ((9) - (13)) we can deduce the elementary problems satisfied
outside and inside the layer for any k& € N. For that purpose, we employ the following algorithm
composed of three steps.

2.1.2 Algorithm for the determination of the coefficients

We assume that the first terms of the expansion (8) up to the order €#~! have already been cal-
culated, and we derive the equations for the k-th term. The first two steps consist in determining
U* and the third step consist in determining uf, and uf,.

First step:
We begin by selecting the third equation from (9), along with third and fourth equations

from (10), and we build the following differential problem in the variable X for U* (the variable
y plays the role of a parameter)

Inria



ITC’s for the Electric Potential 15

11
RUNX.y) = ~5U"*(X.) xe(-33).
~ k 1 k—4 £
UOaXU _ia Y| = Uintanuint (.’170 - 539) ) (14)
~ k(1 k—4 €
o00xU (2,y> = OextOnUgyg (xo + i,y) .

There exists a solution U* of (14) provided the compatibility condition (13) is satisfied. We
deduce the expression of U* up to a function in the variable y, p&(y). The function U* has the
following form

UM(X,y) = VF(X,y) + o6 (),

where V* represents the part of U* that can be determined at this step and has the following
form (see Proposition 1)

) 0 if k=0,1,2,3,
Vi (X,y) =
o X+ ok s X+ ()X k> 3.

The function % represents the part of U* that is determined at the second step.

Second step:

We employ the compatibility condition (13) (at rank k4 2), along with third equation of (11)
to write the following differential problem in the variable y for the function ¢f§, involved into the
expression of U*.

d2 1 - 3
@@g(y) = _370 I:Uanuk 2}1"5 (y) - . azvk(Xa y) dX Yy e (ano)v
(15)
©(0) =0,
¢t (yo) = 0.

Solving this differential equation we obtain the function ¢} and thus the complete expression
of U*.

Third step:

Now we can finally derive the equations outside the layer by employing first and second
equations of (9), first and second equations of (10), and first and second equations of (11). We
infer that uf, and uf  are defined independently in the two subdomains Q,, and Qf, by the
following differential problems
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UintAuik;lt = fint5§ in anw
k _£ ) = Uk 1
Uing (l‘o 9’ Yy ( 9’ v,
uk, =0 on 90NN,
(16)
O—extAulgxt = fextég in ngtv
€ 1
ulgxt (1’0 + 57:1/) = Uk (2711/) )
uf =0 on 00N 0N,.

Subsequently, it is convenient to define u*, for k € N, by

k : £
Uing m Qinta

k . €
Uext mn Qext .

We will now employ this algorithm to determine the first terms of the expansion.

2.1.3 First terms of the asymptotics
Case k=0

We consider Problem (14) for U°

-1 1
a?(UO(th):O X € <2a2>7

We deduce that the solution to this equation has the form U%(X,y) = J(y). Then we employ
(15) and we build the following problem for

d2

dT/Q<p8(y) =0  ye(0,y),
@8(0) =0,
©0(yo) = 0.

We deduce that ¢8(y) = 0 and thus U°(X,y) = 0. Finally, employing (16), we obtain that
the limit solution u° satisfies homogeneous Dirichlet boundary conditions on I'f, and T'S,. Thus,
we write the problem satisfied by u" as
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17
Oint AU = fi in :
int int — Jint int s
0o _ £
Ui = 0 on O%%,;.
(17)
0 : €
UextAuext = foxt m Qext7
wl, =0 on 09
ext —

ext -

Case k=1

We consider Problem (14) for U*

-1 1
8§(U1<X7y)20 X € <2a2>7

1
8)(ljl (‘27ZU> = 07
1

We deduce that the solution to this equation has the form U'(X,y) = ¢§(y)
(15) and we build the following problem for ¢}

. Then we employ

d2 1

dTﬂSDO(y) =0 y € (0,50),
©6(0) =0,
@b (yo) = 0.

We deduce that p}(y) = 0 and thus U'(X,y) = 0. Finally, employing (16) we can write the
problem satisfied by u! outside the layer as two uncoupled problems

Aufyy =0 in Qf,
ult, =0 on OQ,.
(18)
Atge =0 in - Qg
Upe =0 on O,

We deduce that u! = 0.
Case k=2

We consider Problem (14) for U?
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We deduce that the solution to this equation has the form U%(X,y) = 3(y). Then we employ
(15) and we build the following problem for ¢?

4z 1 0
a0 ooy) = 5 [00nu’] (y) v € (0,m),
90(2)(0) =0,
80(2)(110) =0.

We deduce that ¢Z(y) and thus U?(X,y) have the following form.

U*(X,y) = ¢5(y)

1 Y 0 y Yo 0 (19)
=——= —t) |o0pu” |, (t)dt + — —t) |oOpu | . (t)dt.
50 Jo (y )[ ]F () ooyo Jo (yO )[ ]F ()

We assume the integrals in the expression of U? make sense and we make the same assumption
for the rest of integrals that appear in this section. Finally, employing (16) we can write the
problem satisfied outside the layer by u? as two uncoupled problems

Aud, =0 in

int>

13
Uiy (xo ~ 5 y) =05 (y),

ud, =0 on 0N OSY,

int*
(20)
AuZ =0 in  QF

ext»

13
Uy (:vo + g,y) =051,

uZy, =0 on 00N 0N

ext*

Case k=3

We consider Problem (14) for U3
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-1 1
2 173 _ _
aXU(X>y)*O X€<232>7
1
6k¥l]3 <<_'2az/> = Oa
1
3;(l]3 <:27Z/> =0.

We deduce that the solution to this equation has the form U3(X,y) = ¢3(y). Then we employ
(15) and we build the following problem for ¢3

a2
diygsﬁo(y) =0 y € (0,50),
@5(0) =0,
©5(yo) = 0.

We deduce that ¢3(y) = 0 and thus U3(X,y) = 0. Finally, employing (16) we can write the
problem satisfied outside the layer by u3 as two uncoupled problems

3 _ : 15
Auipe =0 in Qf,
3.=0 on 00
Uing = i

int*

Au, =0 in QF

ext?
wl, =0 on 00
ext — ext*

We deduce that u3 = 0.

2.1.4 Recapitulation of the asymptotic expansion

Proposition 1. The asymptotic expansion (8), has the following form
Uint (2, y) = Uiny(,y) + Euf(2,y) + O (1) in Qf,,

Ueat(2,y) = gy (2, y) + 2 uigy(z,y) + O () i Qg

U (X.y) = 6 (5) + O (<)) i (~33) O

where the functions ¢%, u® and u? are defined by Equations (19), (17) and (20) respectively.
Besides, for k € N, the solution U* to Equation (14) has the following form

0 if k=0 ork odd,
U (X,y) ={ k=2 _
Z 90? (X7 if k even,
=0
RR n° 8998 !
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and the solution u* = (uf ,, u¥.) to Problem (16) satisfies

ubo=uk =0, if Kk odd

Proof. We perform the proof by induction on k. For k = 0, 1, 2, 3, we have already calculated the
expressions of «* and U* in the previous section. Now let us assume that for all even number
i € N, such that i < k, the function U* has the form

U (X, y) =0 o)X 72+ ol ()X 2+ ..+ 0l (1) X + 9 (y),

We begin by considering Problem (14) for any even number k > 4. Solving this problem we
obtain a solution of the form

UM (X, ) = 0f o)X 2+ of_s()X 2+ + o ()X + ¢ (y),

where k > 4 and

1
ily) == {Uanuk_4} (),
g0
() = 5= [00,0" 1] (1)
2 2%, b " ’
d? k-2
& —az Sak_j_g(y)
i = s 3 = 27 7k -2
Ll ey s B

We denote by V¥ the following function

VE(X,y) = 0k o)X 2+ 0f_s()XF 2+ 4ol ()X

This expression corresponds to the function V¥ we have defined at the first step of the
algorithm. The only thing left to prove is that if & is an odd number, U¥ = 0 and uf, = vk, = 0.
We assume that for all odd number j € N, such that j < k, U/ = 0 and uijnt =ul, = 0.
Employing Equation (14), we have the following problem for U*

11
UMK, y) = 02U (X, y) Xe (— ) ,

~ 1 _ €
anXUk (—272/) = Uintanuiknt4 (LU() - §ay) )

~ 1 _ €
GoOx U" (2,9) = Uextanulgxt4 (CCO + 5,9) .

Thanks to the inductive assumptions we know that U*~2 = 0 and uf;* = uf3* = 0. Thus,
we deduce that U* has the following form

U(X,y) = ¢ ()-

Now we employ Equation (15) to build the following problem
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a2 ~

d?w’é(y) =z [00,u" %] (y) v € (0,00,
5(0) =0,
o6 (yo) = 0.

Again, thanks to the inductive assumptions we know that «*~2 = 0. Thus, we deduce that
golg = 0 and consequently U¥ = 0. Now employing (16), we can write the problems satisfied by

uffy and ufy.

AUiknt =0 in O,
U‘{Cnt =0 on Ij,
ub, =0 on  9QNINL,.

Afot =0 in Qg
ulgxt =0 on Tg,
uf =0 on 9QNOIN:,.

We deduce that u* = 0. O

2.2 Equivalent models
Now that we know the expressions for the first terms of the expansion, we truncate the series for
a given k € N and we identify a simpler problem satisfied by

u(k) =Y + eul +...+ eku® in QiEnt

U Qe

ext

up to a residual term of order e¥*1. We neglect the residual term of order e**! to obtain an
approximate model satisfied by the function ul¥. For the sake of simplicity of the notation we
will employ the following notation for the domain.

Notation 2. We denote by Q¢ the domain

0F =0, UQ8

ext)

where §5,, and Q%,; are the domains defined in Section 1.

In the following we define what the order of convergence for an asymptotic model is. Here,
we formally derive two approximate models of order 2 and order 4 respectively. These orders of
convergence have still to be proven, we refer the reader to Section 4 for more details concerning
these convergence proofs.

Definition 2. Let ul*! be the solution to an asymptotic model, and let u be the solution to the
reference problem. We say that the asymptotic model is of order k + 1, if there exists a constant
C independent of €, such that the following relation is satisfied

o], <con
1,Q¢

for e sufficiently small.
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2.2.1 Second-order model

For deriving the second-order model, we truncate the series from the second term and we define
(1)

u't) as

uV =u +eut =u® in Q5

U Qg (see Proposition 1).

From (17), we can deduce that u(*) solves the following uncoupled problem

1) _ : e
UintAuint = fint mn Qin‘w

) _ on 90E

Uing int*

(22)

(1) _ : e
Oext AUgyt = fext in Oy,

L _q

ext —

on ON¢

U ext*

In this case, we have ul!l = v as u") does not depend on . We infer a second order model
satisfied by ul!l solution to Problem (22).

2.2.2 Fourth-order model

For deriving the fourth-order model, we truncate the series from the fourth term and we define
3)
ul®) as

u® =u® 4 eut e+ =0’ + e in Q5 UQL, (see Proposition 1).

From (17), (18), (20) and (21), we can deduce that u(3) satisfies the following equations

OintAui(r?;t) = fint in O,
UextAUS{)t = fext in g,
{“(3)} —0,
Ie
(i; {U(S)}FE _ 752%0 [Oanuo]rs :
u® — 0 on 90NN,

Then, we employ the expression u° = u(®) —£2u? to rewrite the right-hand side of the second
transmission condition

1 1 1 1
—e? = [o@nuo]rg =_—2— {a@nu(?’)} +et— [a@an]FE =2 [a@nu(g)} +0(eh).
a0 ao I (s} o) Te

Now we deduce that u(® satisfies the following equations
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UintAui(I?z = fint in iEnta
crextAugi)t = foxt in O,
[u@} =0,
FE
d—2 {u(?’)} = —sQi [08 u(?’)} +0(eh)
dy? re 5o " re ’
u® =0 on ONNONE.

We define as u[?] the function we obtain when truncating the solution at the fourth element of
the expansion and neglecting the terms of order 4 or higher in . Then, ul?! satisfies the following

equations

UintAui[I?i = fint in iEnt7
UextAugt = fext in Qthv
[3] _
], =0, (23)
5] _ G0 d® g3
o] = =T 3 {4
wBl =0 on 00 NONE.

2.3 Classical conditions and comparison with equivalent conditions

In this section we show the results we obtain when we no longer consider the conductivity in the
thin layer to be dependent on its thickness to remark the different results we obtain with our
approach compared to this one. The model problem remains the same, we consider Equations
(2) set in the domain showed in Figure 1, but know we consider a conductivity of the following

form

: 3

Oint m Qint7
: €

o = Ulay mn Qlay’
: €

O i Oy,

where o1,y is just a constant and not dependent on € any more. With this configuration, the
model problem we consider writes as follows
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UintAuint - fint
Oext Dllext = fext
Aulay =0
Uint = Ulay
Ulay = Uext
Oint an’U/int = Ulayanulay
Ulayanulay = OextOnUext

u=~0

€

in int»
in Qg,,
in faw
on i€11ta
(24)
on I'g,,
on If,,
on I,
on Of).

Considering this model, and applying the same asymptotic method developed in the previous
section to derive approximate models, we obtain a first-order model and a third-order model.
The expression for these models are the following.

First-order model

Third-order model

O—intAui[g]t = fint in
Oext Augt = fext in
[u[o]} =0
re ’
{U@nu[o]} =0,
FS
ul =0 on

(2]
Oint Auint = fint

2] _
UextAuext = foxt

4,
Ie Olay

[a@num}

d2

ul? =0

{a@num }Fs ’

g

_ a4 [21}
e 60’13y dy2 {U e )

int»
ngta
(25)
00 N oN°E.
in isnta
in ngta
(26)
on 00N IN°.

We notice that these models are different from (22) and (23). A main difference comparing
with our approach (i.e. when o1,y = 305’3) comes from the fact that now the lower order model
(25) is coupled, whereas model (22) is governed by two independent problems. Moreover, the
lower order model (25) has order 1, whereas model (22) has order 2. In the same way, the higher
order model (26) is of order 3, whereas model (23) is of order 4.
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3 Second class of ITCs

The objective of this section is the derivation of asymptotic models for the reference Problem
(2). The main difference with the first class of ITCs is that now we employ some formal Taylor
expansions to write the terms of the expansion across an artificial interface I' situated in the
middle of the thin layer. The resulting asymptotic models will be defined in the domain depicted
in Figure 2b. In this section we perform an expansion of the solution in power series of ¢, following
the same way as in Section 2.1. Then, by truncating this series and neglecting higher order terms
in e, we derive approximate models composed by equivalent transmission conditions in Section
3.2. Finally in Section 3.3 we present a technique for solving a stability problem related with
one of the derived asymptotic models. The last section, Section 3.4, shows a comparison of the
models derived here with more standard models.

3.1 Construction of a multiscale expansion

First of all, we define the jump and mean value of a function across the interface I', in the same
way we have done with the jump and the mean value across the thin layer in Definition 1.

Y Yy
'S 'S
Yo , Yo
1
isnt iéay zxt Qint Qext
i
1
|
iEut :F th I
1
1
o L’ o L’
(a) Reference problem domain. (b) Domain for the second class of ITCs.

Figure 2: Domains for the reference model and the second class of asymptotic models.

Definition 3. Let u be a function defined over Q). We define its jump and mean value across
the interface I' as

(U] = Uegt|r — Wine|r,

1
{U}F = 5 (Uezt‘l" + Uint|F) .

Now we derive the asymptotic expansion. To begin with, we perform an Ansatz in the form
of power series of ¢ for the solution to Problem (7). We look for solutions
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E : £
ulnt X Z/ 5 umt Zz, y m ant’
k>0

M £
Uext (T, Y) E ek uext xz,y) in Qi
k>0

_ 11
X y) ~ ZEkUk(X,y) mn (272) X (an0)7

k>0

(27)

where the functions (ufy), . and (ug), o are now defined in e-independent domains, contrary
to the first approach. We emphasize that the sequence (ufy;),  (respectively (u ext)l€ o) 18
defined in Qi (respectively Qex¢) even if its associated series does not approach « in the thin
layer. We assume that for & € N, the terms uf, and u%, are as regular as necessary, see [16].
Then, we perform a formal Taylor expansion of the terms uf, elre and uf re of the series
along the direction normal to the thin layer, the variable = in this case, in order to write the
transmission conditions across the interface I'. The formal Taylor expansion writes as follows

uiknt (‘TO - §7y) = Z (2 ) 61 1nt ($07y),

i>0

k € i Lok
Uext, (‘TO + §’y) = § :Ez 2ii|87lzuext (l'o,y) :
i>0 ’

We also perform a formal Taylor expansion of the same form for the derivatives 0,,u¥
and 0, u”

£ (=D
8’Vluiknt (Z‘o - 57?‘/) = Z 2141 an+1 Uing (x()yy)v

0>

€
Ok (20 510) = &' 5 08 b (20,0).

i>0

Employing these formal Taylor expansions and the Ansatz (27) we develop the terms ;g

T
. in the following way
xt
€
= Uint (1100 ) ZE U (960 bR y)
k>0
k 1)Z
= Z 25 n 1nt x07 Zekz 2ij) n mt (xﬂay)7
k>0 >0 k>0 =0
(28)

e g
= Uext, (1'0 + §7y> = Zekusxt (IQ + §7y)

k>0 Inria

Z Zé‘ 24 |8 ueXt Z0,Y Z 221 i L ext $07y),

k>0 >0 k>0 =0
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Opuk

and the terms 9, ul,

re in the following way
xt

€ €
= Onttint (xo B §’y> - nganuiknt (»"UO - §7y)

k>0

k .
1)1 k—
S T it = TS S i)

k>0 >0 k>0 1=0
(20)

3 3

., = e (0 4+ 5,9) = D Pl (w0 + 5ov)

k>0
1 k 1,k
SO IED SEE T A NERIED SE 5 SO ke o).

k>0 >0 k>0 =0

3.1.1 Equations for the coefficients of the electric potential

Substituting the Ansatz (27) and the identities (28), (29) in the Equations (7) and collecting the
terms with the same powers in ¢, for every £ € N we obtain the following set of equations

UintAuiIfnt (:E7 y) = fint (xa y)5§ in Qint7

UeXtAulgxt (‘rv Z/) = fext (33, y)ag in Qext7 (30)
_ . 11
RUH(X,9) + U (X ) = 0 i (~33) * O,

along with the following transmission conditions

~ (1), -1
Z 2141 n mt (l'o,y) - Uk <2ay> Yy € (07:‘/0);

=0

a 1
22%'871 ext (l‘o, (2

=0

€ (07 yO)y
(31)

+1 k 4—i
UextE 2”; U (20, y) = 000xU"

k—4
5 1) _

Tint (2ii| 8n+1 f:nt4 1(1‘07 _UOaXU ( 2 ) AS (O7y0)7
=0

) Yy € (07 yo)a
and the following boundary conditions
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uk(o’y):uk(L,y):O y e (Ovyo)a

uk(z70) = uk(xayO) =0 ze (O,Io) U (I()aL)a (32)

11
UH0) = U =0 X e (~5.5)).
where §} represents the Kronecker symbol. Besides, we will also employ the following compat-
ibility condition obtained by applying the fundamental theorem of calculus (12) for a smooth
function U**+2 along with the third equation of (30) and the third and fourth equations of (32)

%
2
k—2 (33)
1 Text oi —2—1 i+17int o; _92_;
" %o Z; (Srom ub® (wo,9) + (~ 1) 2O ul 2 (w0, )

For these equations, we adopt the convention that the terms with negative indices are equal
to 0. Employing these equations ((30) - (33)) we can determine the elementary problems satisfied
outside and inside the layer for any k£ € N. For that purpose, we use the following algorithm
composed of three steps.

3.1.2 Algorithm for the determination of the coefficients

We assume that the first terms of the expansion (27) up to order =1 have already been calcu-
lated and we calculate the equations for the k-th term. The first two steps consist in fixing U*
and the third step consist in determining uf  and u¥,.

First step:

We begin by selecting the third equation from (30), along with third and fourth equations
from (31), and we build the following differential problem in the variable X for U* (the variable
y plays the role of a parameter)

11
RUMX,y) = U (X, ) xe(-33)
5.0 U* -1 _ — (_1)iai+1 k—d—i
000x 7,21 —O'illt; 5,1 On up (2o, Y) (34)
1 k4o .
308XUk (2, y) = Oext lz:; ﬁ@lflugx_t‘l_l (x(), y) .

There exists a solution U* to (34) provided the compatibility condition (33) is satisfied. We
deduce the expression of U* up to a function in the variable y, ¥)%(y). The function U* has the
following form

Uk(Xv y) = Vk(X’ y) + w(l)c(y)a
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where V¥ represents the part of U that can be determined at this step and has the form (see
Proposition 2)

) 0 if k=0,1,2,3,
Vi (X,y) = )
Vr_ o)X 2+ p_s()XF 3+ ()X if k> 3.

The function 1/}’5 represents the part of U* that is determined at the second step.
Second step:

We involve the compatibility condition (33), along with third equation of (32) to write the
following differential problem in the variable y for the function 7%, present in the expression of
U*.

C%/zwé“(y) = ¥ (y) y e (0.50).
50) =0, (%)
Ve (yo) =0,

where

]. Oext j _9_ . Jint ; o
BEy) = = = 3 (Saron b (@o,y) + (—1) " ZEOE uE (20, )

-

Solving this differential equation we obtain the function 1§ and thus the complete expression
of U*.

Third step:

Now we can finally derive the equations outside the layer by employing first and second
equations of (30), first and second equations of (31), and first and second equations of (32). We
infer that uf, and u¥ are defined independently in the two subdomains Qin¢ and Qexs
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UintAuiknt = fin‘s(s(l)C in Qinty
1 (=1)" i pi
uiknt ('IOa y) = Uk <27 y) - Z 27’2, anuikntz (IOa y) ’
i=1 ’
uiknt =0 on 90N Ing.
(36)
UextAugxt = fextéé: in Qex,

k
1 1 .
ubyy (20,y) = U* (2y) =Y g huba (@0.9).
i=1 ’

ul =0 on 00N ONext-

Now this algorithm is used to determine the first terms of the expansion.

3.1.3 First terms of the asymptotics

Case k=0

We consider Problem (34) for U°

We deduce that the solution to this equation has the form U°(X,y) = ¢3(y). Then using
(35) we build the following problem for v

d2

¥g(0) =0,

VY (yo) = 0.

We deduce that 1(y) = 0 and thus U°(X, y) = 0. Finally, employing (36) we obtain that the
limit solution u° satisfies homogeneous Dirichlet boundary conditions on I'. Thus, the problem
satisfied by u° reads as
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Au?nt = fint in Qinta
up =0 on  Oy.
(37)
Augxt = fext in Qexg,
uly =0 on  Oexs-

Case k=1

We consider Problem (34) for U

8XU1 <_;ay> = Oa

axUl <;,y> =0.

-1 1
8§(U1(X7y):0 X € <272)7

We deduce that the solution to this equation has the form U'(X,y) = ¥} (y). Then from (35)

we deduce the following problem for ¥}

a2
dfyf/Jo(y) =0 Yy e

¥5(0) =0,

Yo (yo) = 0.

(07y0)7

We thus have that 1¢(y) = 0 and U'(X,y) = 0. Finally, employing (36) we can write the
problem satisfied outside the layer by u' as two uncoupled problems

Aut, =0 in
uilnt = Qanu?nt on
ut, =0 on

Aul, =0 in
uelzxt = 7%(?"“2)(‘5 on
Uty =0 on

Case k=2

We consider Problem (34) for U?
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-1 1
8§U2<X>y)20 X € <2a2)7

1
aXU2 (—2711/) = 0,

8XU2 <;,y> =0.

We deduce that the solution to this equation has the form U?(X,y) = ¢2(y). Then according
to (35) we can build the following problem for 13

d2 2 o 1 a 0 O
dfyﬂ/)o(y) =75 [Uext U } (y) y € (0,%0),
¥5(0) =0,
%5 (yo) = 0.

We deduce that 13 has the following form

-1 Y Yo
V5(y) = = / (y—1) [00,u°] () dt+ =2— [ (yo —t) [00,u°] (t) dL. (39)
g0 Jo goYo Jo
Finally, (36) implies that the problem satisfied outside the layer by u? is composed of two
uncoupled problems

A, =0 in i,
Uiy (20, Y) = V3 (y) y € (0,%0),
ul, =0 on 00NN O int.
40
AuZ, =0 in Qexs, w
Uz (20, y) = V5 (y) y € (0,90),
ngt =0 on 90N ONext-

Case k=3

We consider Problem (34) for U3

-1 1
a?(U?)(X,y):O X € <2a2)7

1
aXU‘3 <_27y> = 07

(9)((.—]3 <;,y> =0.

We deduce that the solution to this equation has the form U?(X,y) = ¢3(y). Then we employ
(35) and we build the following problem for 1§
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d? 1 1

din'(/Jg(y) = _870 [Uextanul] (y) - 6'\70 {Uextanuo} (y) y e (O>y0)7
¥5(0) =0,
¥ (yo) = 0.

We deduce that 13 has the following form

) == /Oy(y = 0)([oouu'] (0 + {o0au} (1)) at

" vo (41)
+ =2 [ (o - t)( [00u'] (t) + {00,u’} (t)) dt.

o0Yo Jo

Finally, employing (36) we can write the problem satisfied outside the layer by u® as two
uncoupled problems

Aud, =0 in Qin,
u?nt(xOvy) = g(y) Y€ (ano)v
ud =0 on 0NN O .
(42)
Angt =0 in Qexty
ugxt (iE(), y) = wg(y) Y€ (07 yo)a
ul, =0 on 00N ONext.

3.1.4 Recapitulation of the asymptotic expansion
Proposition 2. The asymptotic expansion (27), has the following form,
Wint(2,Y) = Ugng (@, y) + eUiny (2, y) + 2ufy (@, y) + uiy(z,y) + O (),

Ueat(2,Y) = Ugqy(T, Y) + gy, y) + 2ufy(,y) + Pufy(a,y) + O (1)
. L 11
and the following form inside the layer, for (X,y) € 315 ) % (0,90)

U(X,y) =5 (y) + Y5 (y) + O (),

where the functions u°, u', u? and u® are defined by Equations (37), (38), (40) and (42) respec-
tively, and the functions 12 and {3 are defined by Equations (39) and (41) respectively. Besides,
for k € N, the solution U* to Equation (34) has the following form
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O* (o) YR XTI k=20+2 1€N,
Y) = j=0

S Yl X) k=243, leN

Proof. We perform the proof by induction on k. For k =0, 1, 2,3 we have already calculated the
expressions of u* and U* in the previous section. Now let us assume that for any even number
1 € N, such that i < k, the function U* has the form

U'(X,y) = o)X 2+ ()X 72 + .+ 91 ()X + ¥h(y),

We begin by considering Problem (34) for any even number k. Solving this problem we obtain
a solution of the form

U (X,y) = v o)X 2+ _s() X2 + o+ 0f (1) X + 46 (y),
where k > 2 and

k—

1 Oext k—4— i 0int oi1 k—4—i
- 87 ( 232' Z+1 ext z (Io, y) + (71)12;72!3;4»1111111; ! (SC07 y)) 9
=0

W~

k
1 Oext ; Tint ~; A
112)2 = 20, (z : (2(:“ l+1 ];xt4 ‘ (I()’ y) + (71)’L+1 22[ 8;l+1uiknt4 ’ (:1703 y))) ’

dy2wkj 2() 9
k—jk—j-1 -7

We denote by V¥ the following function

k—2.

1/12—3'(3%) =

VE(X,y) = vf ()X +op ()X + Lyl ()X

This expression corresponds to the function V* we have defined in the first step of the
algorithm. A similar argument can be involved when £ is an odd number.
O

3.2 Equivalent models
Now that we know the expressions for the first terms of the expansion, we truncate the series
and we identify a simpler problem satisfied by

u®) = 40 +eut+ .. +FF in Qine U Qext

up to a residual term of order £¥*1. We neglect the residual term of order ¢**! to obtain an
approximate model satisfied by the function ul¥l. Here, we formally derive several approximate
models of order 1, order 2, order 3 and order 4 respectively.
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3.2.1 First-order model
For deriving the first-order model, we truncate the series from the first term and we define (%)
as

u® =4 in Qe U Qexe (see Proposition 2).

From (37), we can deduce that u(?) solves the problem

(0) ;
Oint Auint = fint mn Qinta

uw® =0 on 0.

int

(43)
Oext Aug(;?()t = fext in Qexta

’LL(O) 0 on aQext'

ext —

In this case, we have ul” = w(® as u(® does not depend on e. We thus infer a first-order
model satisfied by u solution to Problem (43).

3.2.2 Second-order model

For deriving the second-order model, we truncate the series from the second term and we define

u) as

M =00 +eul  in Qe U Qext (see Proposition 2).

From (37) and (38) we can deduce that u(!) satisfies the following equations

JintAui(i*z = fint in Qin‘cu

ul(Iit) = %aﬂu?nt on I,

“St) =0 on 90N O ns.

(44)
JextAug{{ = fext in Qext»
€
g}({ = f§6nugxt on T,
ug& =0 on 00N ONext-

Following the same procedure as in Section 2.2 we obtain the following second-order asymp-
totic model for u[!
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Oint AU = fint in
= ol on
Moo

Oext AU = fext in

“gt == gan“gt on
Lx]t =0 on

3.2.3 Third-order model

Qint7

r

)

O N Oy
(45)

002 M 0Qexy-

For deriving the third-order model, we truncate the series from the third term and we define (%)

as

u® =40 +eut +e2?  in Qint U Qext

(see Proposition 2).

From (37), (38) and (40) we can deduce that u(? satisfies the following equations

UintAui(Et) = fint in
ulZ) (20, ) = 63(1)
uly) =0 on
UeXtAuext Sext in
ua (x0.9) = g3(v)
gt =0 on

where g7 and g3 are defined as follows

2
€ €
gl(y) 5 nu?nt(w()vy) - 870
2
€
= Y (yO - t) [Uanu
00Yo
, 2 (v
330) = - S0nba0n) - 5 [
00 Jo
2
€
=~ Y (yO - t) [Uanu
o0Yo

Qint7

€ (O, y0)7

002 M Oyt

Qext7

€ (O, y0)7

002 M 0ext-

/0 y(y —t) [00,u"] (¢)dt

o] (t) dt,

(y —t) [00,u°] (t)dt

o] () dt.

Following the same procedure as in Section 2.2 we obtain the following third-order asymptotic

model for 42
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UintAui[i]t = fint in O,
Oext Aug(]t = fext in Qext7
Tl2 (um) =0 on T, (47)

T (u[2]) =0 on T,

um =0 on Of.

where T? and T3 are defined as follows

72 () = [u] +e {002} + § (o]

T; (u[2]) == {o@nu[z]h + €2dy2 {agum}r + ZLZ [Bnu[z]h + ddy22 {um}r '

3.2.4 Fourth-order model

For deriving the fourth-order model, we truncate the series from the fourth term and we define
3)
ul®) as

u® = w0 +eut + 2?2+ %0 in Qing U Qext (see Proposition 2).

From (37), (38), (40) and (42) we can deduce that u(®) satisfies the following equations

UintAui(st) = fint in Qint7
(3) _ .3
Uint (x()?y) - gl(y) JBS (anO)a
u®) =0 on 0N .
(48)
UextAugi)t = fext in Qexe,
(3) _ 3
uext(xoa y) =92 (y) ye (Oa y0)7
uéi)t =0 on 02N Oext-

where g7 and g5 are defined as follows

RR n° 8998



38

H. Barucq, A. Erdozain & V.Péron

20) =50utlans) ~ = [ =0 [o0n) (0t
+ fl " (yo — t) [00,u"] (¢) dt
goYo Jo
3 Yy
. / (v — 1) ([00uu'] (t) + {00,u®} (1)) d
gp 0
ey [ 1 0
+=— [ (yo—1t) ([00uu'] ) + {c0,u"} (1)) dt,
goYo Jo
80) == S0alen) - 5 [ =0 0] ()0
+ ;Oyyo v (yo — t) [00,u°] (¢) dt
83 Yy
~ ), (y—t) ([o0,u'] (t) + {00,u’} () dt
ey [ 1 0
+—= [ (yo—1t)([0Opu'] () + {c0,u"} (1)) dt
goYo Jo

Following the same procedure as in Section 2.2 we obtain the following fourth-order asymp-
totic model for ul*!

Oint Au flnt in Qint ’
Oext AU = fext in Qexs,
T3 (u[3]> -0 on T, (49)

T3 (u[3]> =0 on T,

ull =0 on ON.

Uext =

where T3 and T3 are defined as follows

Ty (U[B]) - [U[Sq r te {8nu[3]}r + % [&Lu[?’]} r + g {8ZU[3]}F7

12 (6%) =5 o]+ o) 5 ),

* %;7 {872"“[3]}1‘ * Z(i; [Bnu[g]h * (;52 {U[S]}F '

3.3 Artificial boundaries

If we derive the variational formulation of the second-order model (45), as we do later in the
Section 4.3.2, we notice that we cannot prove the coerciveness of the bilinear form, defined in
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Section 4.3.2, due to a negative term. This negative term could cause instabilities when solving
the problem with the finite element method as we observe in Section 5.2. However, to overcome
this problem and restore stability we are going to use a technique based on introducing some
new artificial boundaries, across of which we are going to rewrite the transmission conditions,
see for example [13, 14]. We define these new artificial boundaries as follows

Definition 4. We define the artificial boundaries TS, and T, as
I_‘?nt = {(1'() - 657?/) 10> Ovy € (Ovy(])}7

I, = {(zo+de,y): 6 >0,y € (0,50)}.

Yy
AN
Yo :
Q?nt E ngt
20¢e
1—‘?nt : F ngt
: >

Zo L

Figure 3: New configuration for the domain composed of two artificial boundaries.

We can observe the new configuration defined by the artificial boundaries in Figure 3.

Remark 2. The domains Q3,, and Q°,,, and the boundaries I'3,, and I'%,,, all depend on e, but

ext? ext?
we do not include it in the notation for the sake of simplicity.

We apply a formal Taylor expansion on the variable normal to the thin layer, x in this case,
in order to write the transmission conditions across the artificial boundaries.

Uext (J;Oa Z/) = Uext (3?0 + 557 y) - 5€8nuext (xO + 667 y) + 0(82)7
Uing (%0, y) = tine(To — 02, y) + 0e0nuint (z0 — 02,y) + O(?),

Op Uext ($Oa y) = 8nuext(x() + de, y) - 668721ueXt(m0 + de, y) + 0(52)5
RR n° 8998
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Now we substitute these expressions in the boundary conditions over I' of Equation (45) and
neglecting the terms of order 2 or higher in ¢, we obtain the new boundary conditions written
over the new artificial boundaries. The resulting asymptotic model writes as follows.

UintAu([;gnt = fint in Q?nta
1-29
ut[sl,gnt = E( 9 )8"11‘%1,211‘5 on F?nt’
ugm =0 on 9NN ..
(50)
UextAul[sl,lxt = fext in ngtv
1 E(]. — 25) 1
“ES,]ext == 9 8"“’%,1})(‘5 on ngtv
upl iy =0 on  IQNIN,

As we will see later in Section 4.3, with this new formulation, if we select 6 > %, the negative
term of the bilinear form in the variational formulation becomes positive and stability is restored.
Henceforth, we will refer to this new stable model as stabilized §-order 2 model.

Notation 3. We denote by Q° the domain

u Qe

ext?

Q0 =)

int

where Q3,, and QS,, are the domains defined in Figure 3.

3.4 Classical conditions and comparison with equivalent conditions

In this section we show the results we obtain when we no longer consider the conductivity in the
thin layer to be dependent on its thickness to remark the different results we obtain with our
approach compared to this one. The model problem remains the same, we consider Equations
(2) set in the domain showed in Figure 1, but know we consider a conductivity of the following
form

: 1>
Oint I Qf,

M 1>
g = U]ay n Qla}”

Oext IN szu
where o1,y is just a constant and not dependent on € any more. With this configuration, the
model problem we are considering is the one described by Equations (24). Considering this
model, and applying the same asymptotic method developed in the previous section to derive
approximate models, we obtain an first-order model and a second-order model. The expression
for these models are the following.
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First-order model

Second-order model

0] _
UintAuint = fint

(0]
Oext Auext = fext

[U[O]] ro 0
{Uﬁn,u[ ]] =0,
ul =0

1 _
UintAuint = fint

1 _
JextAuext - fext

{umh - 015 {a@num}r
ay

Qin‘m

Qexta

o9.

in

in

— € {&Lum }F ’

u =0

on

Qin‘m

Qextn

00.

We notice that these models are different from (43) and (45). A main difference comparing
with our approach (i.e. when o,y = 805_3) comes from the fact that now both models are cou-
pled, whereas employing our approach, the models are uncoupled, given thus by two independent
problems. In this case, contrary to the first class of ITCs, the order of these models, (3.4) and

(3.4), coincide with the one of the models (43) and (45).
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4 Stability and convergence results

This section is devoted to the validation of the multiscale expansions we have derived in the
previous sections. We perform the proofs of existence, uniqueness and uniform estimates for the
derived asymptotic models and we derive the convergence results. This section is structured as
follows. In Section 4.1 we study the convergence of the asymptotic expansion for the reference
model and give estimates for the residue. Then, Sections 4.2 and 4.3 are devoted to the study of
the asymptotic models of the first class and second class respectively. In these sections we derive
the variational formulations for such asymptotic models and we prove stability and convergence
results.

4.1 Convergence of the asymptotic expansion for the reference model

We begin by defining the residue for the reference Problem (2). We remind the domain {2 is
defined in Section 1 and we can observe it in Figure 1. The residue of the asymptotic expansion
(8) is defined by removing the first terms to the solution u of the reference Problem (2).

Definition 5. Let u be the solution to Problem (2), given the expansion in power series (8) and
a specific order N € N, we define the residue r as

N

rgzt(mv y) = ’u,mt(ﬂf, y) - Z Ekufnt(x’ y) in antv
k=0

Té\:/;:t(‘r7y) - uea:t x y ZE uezt € y in QZIU

— g .
Tloby(sC y) = Ulay z,y) zgkUk ( ) in ?ay'

k=0

Proposition 3. Let N € N, the residue vV defined in Definition 5 satisfies the following equa-
tions

N __ . €
UintArint =0 mn int’

N __ : €
OextArgy =0 in QS

: €
ATlay flay mn lay»

N _ N €
Tint_rlay on Fmt’

N _ N €
Tlay = Tegt ON exts

~ -3 N N N €
o0& anrlay - Uintaﬂrint = Yint ON Fmt’

~ 3 €
0o 871,rlay UGEta Tea:t ge:z:t on ext)

N=o on 09,

where
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N _ N-4(_ = 92 N-1_ _~ 52 N
Jiay=¢ (—anyulay —anayulay),

= NS Podaully) (51)

(O-i"ta”ulnt wnt

N _
Gint = €

N N—4 N-3 3 N
ezt = € (Ueztanuext + ... 0O ) .

ext

Proof. We can deduce this result by applying Equations (9), (10), (11) and (3) to the definition
of the residue. O

Theorem 2. Let N € N. For e € (0,e9) and under the assumptions f;;'y € L? (QE ), gN, €

lay
N N N
L2 (ant)7 g(Ia\a/;t S L2 (Fizt)7 fla;_5 € L2 (Qfay)f gznzr5 € L2 (ant)7 gezj_5 S L2 (Fimt)7 and uk €

H' (QF) for k < N + 5, the following estimate holds for the residue defined in Definition 5,

Il + el + V2 I, < O
for a positive constant C > 0 independent of ¢.

Proof. Applying Theorem 1 and Proposition 3, for € € (0,ep), we deduce that there exists a
unique rV € Hj (Q) and ||rV|, , = O(eN™*). Rewriting 7~ in the following way

N _ T,N+5 _’_5N+IUN+1 +6N+2UN+2 +€N+3’LLN+3 +€N+4uN+4 +€N+5uN+5’

r

we deduce that ||r{Y, ||1,Qfm+||ré\)[(t HLQixc = O(eN*1). Finally taking into account that H“ﬁy“l,ﬂiy -

@) (5_%>, we deduce that Hrljgyul 0 =0 (€N+%) and the desired result. O
»oay

Remark 3. We remark that the assumptions of Theorem 2 are rather strong assumptions because
in general the expansion consumes regularity at each order and the first term of the expansion
u®, solution to (17), belongs only to H? (2F).

4.2 Validation of the first class of ITCs

This section is devoted to the derivation of convergence results for the order 2 and order 4
asymptotic models we have derived in Section 2.2. We remark that the domain and configuration
for these models have been presented in Section 1 and Figure 1.

4.2.1 Second order model: variational formulation

Problem (22) is uncoupled into two independent problems, therefore we write two variational
formulations, one for each problem. First of all we introduce the functional spaces H{ (Q5,;)
and H} (9%,,) as the functional framework. Assuming fine € L? (Q5,,) and fext € L? (95 ), the
variational formulations reduce to finding i, € H} (€25, ) such that for all wi,, € H} (95,,)

- fintwint dr = / Oint vuin‘c . vwint; d.’L’, (52)
Qf

int int

and finding uey, € HE (QF

ext

) such that for alld wext € Hy ()

- fextwext dx = / Oext VUext * VWext d. (53)
QE €

ext ext
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4.2.2 Fourth order model: variational formulation

Instead of considering Problem (23) directly, we will consider the following problem

. €
UilltAuint = fint m Qint7

_ : €
Oext Aloxt = fext m Qext7

[u]pe =0, (54)

_d?
57200@ {u}re + [00nu]pe = g,

u=~0 on O0NNONE.

This problem is similar to Problem (23) and it generalizes it by including the right-hand side
function g. We begin by selecting the functional space denoted by V and defined as follows

Definition 6. The functional space Vy is given by

Vi :{w Wit € HY (Q5,,)  wege € H (), Ve {w} € L2 (I9)

e = wlrs

int ext’

w

ext

wlaonans,, = 0, wlaanans,, = 0}

As H' (9¢) is a Hilbert space and Vj is a closed subspace of H* (Q¢), we can deduce that the
functional space Vj, characterized in Definition 6 equipped with the norm

[N

2 2
lwlly, = (ol g + 190 {whl )™
is a Hilbert space.

Remark 4. Mean values and jumps are defined over the interfaces I'S,, and I'S,,. As jump and
mean values only depend on the variable y, when we write ' we are referring to the interval

y € (0, 90)-
Assuming fin € L2 (QF,) and fexy € L% (%

int ext

reduces to finding u € Vy, such that for all w € Vg,

), the variational formulation for problem 6

a(u,w) = l(w), (55)

where

a(u,w) = oyt Vu - Vwdx + Oext Vu - Vwdz + coe 2 / Vre {u}pe Ve {w}p. ds,
Qs Qs Ire

int ext

l(w) = — fintw dx — / fextw dx — / g {w}FE ds.
Qs re

Qf

int
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4.2.3 Stability results
First of all we will develop an expansion in power series of ¢ for the Problem (23) in the form

[3] k Ak . &
Ugxt ~ § € Uext m th )
k>0

WP~ § : ; e
mt 3 1nt m Qext

k>0

(56)

We substitute these series in Equations (23) and we collect the terms with the same power
in €. For every k € N we obtain the following set of equations

UintAaiknt = fint52 in ant’
O—extAasxt = fext(S]S in ngt’
[@*].. =0, (57)
A2 ~k—2
—Uodjﬂ {“ }F€ = [Uan ]FE’
=0 on 9NN .

Definition 7. Given the expansion in power series (56) and N € N, we define the residue 7
as

~N . e
Tint(l'vy) - umt T y § 6 umt x y mn thv
Towr(T,1) = in O
Text\ T, Y) = uemt T y 6 ueazt T y m ext”

We now prove the existence, uniqueness and uniform estimates of the solution to Problem
(55), but before starting with the proofs of existence, uniqueness and estimates, we will write a
Poincaré inequality for the configuration we are working on.

Theorem 3. We can write a Poincaré inequality of the following form: there exists a constant
C > 0 such that for all u € Vy,

/ lul?*dz < C |Vu|? da.
£ QE

Proof. We follow a similar reasoning to the one presented in [3] (proposition 8.13 and corollary
9.19). For all u € V4, u is continuous across the interfaces I'f), and I'S,,, and it vanishes in the
rest of the boundary. We can deduce that for all (x,y) € Q¢

ext’

()| < / Bl )] dr,

where we have defined I = (0,29 — £) U (zo + 5, L). We apply Cauchy-Schwartz inequality and
by integrating first in the x variable and then in the y variable, we obtain the desired result
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/ |u|2dx§L2/ |3xu|2dx§L2/ |Vul? dz.
Qe Q° Qs

Theorem 4. For all ¢ > 0 there exists a unique v € Vy solution to Problem (55) with data
fine € L2(%,,) , fews € L*(Q%,,) and g € L?(I'?). Moreover, there erists ¢o > 0 and a constant
C > 0, such that for all € € (0,¢),

O

ey, < € (11 fon

o, * I fextlo, + lsllor) -

Proof. First of all, as the bilinear form a is coercive and continuous in V}, and the linear form [ is
continuous in Vy, the existence and uniqueness of a weak solution follows from the Lax-Milgram
Lemma. Then, for proving the uniform estimates, we select g¢ as

00
Y i S a—
Min(Cing, Text,)

Then for ¢ < g9 and employing theorem 3, there exists a constant k; > 0 such that for all
weVy

1 .
alw,w) > 7 nin (Cints Text) ||w||%,4 . (58)
1

Applying a trace theorem and Cauchy-Schwarz inequality to the definition of  we obtain that
[ is continuous in V}, more specifically, there exists a constant ko > 0, such that

1w)] < Kz llwlly, (Ifinellogs, + I fextllogs., + lgllor- ) - (59)

Finally, employing Equations (58) and (59) we obtain

lully, <€ (Winillo.a, + Iexilloa, + llgllo.re )

kok
where C' = # O
min (Uint7 Uext)
Proposition 4. Let N € N, the residue 7 defined in Definition 7 satisfies the following equa-
tions

it AT =0 in Q5
Oeat ATY, = 0 i QF,
[?N]Ff =0,
o d® N N N
T {7 b + 002771 =97,
=0 on 00N ONE,
where

g = N (= [00,aV ], — ¢[00,V 4] ).
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Proof. We can deduce this result by applying Equations (57) and (23) to the definition of the
residue. O

Theorem 5. Let N € N. For ¢ € (0,&q) and under the assumption g € L? (I'¢), the following
estimate holds for the residue 7™ defined in Definition 7, for a constant C > 0 independent of €

H?é\;tHl,szt + H?Z]'YltHLQfm S CEN+1-

Proof. We can deduce this result directly from Theorem 4 and Proposition 4. O

4.2.4 Convergence results

Theorem 6. Under the assumptions of Theorem 2 for N = 1, ¢ € (0,e9) and with a data
fint € L?(Q5,,) and fou € L? (Q2,,), the following estimate holds for the function ul!l, solution

int ext
to the second order asymptotic model (22), which writes as

1] _ : e
O'intAumt = fint tn Qint7

ul =0 on 00

int nt:

1] _ . e
OeatAUegy = feut in Qg

- on 0%

ert — exrt:

and u, solution to the reference Problem (2): there ewists a constant C > 0 independent of ¢,
such that

Proof. We can deduce this result directly from Theorem 2. O

(1]

Ujint — Ujpy

(1]

Uegt — Upyt

|

< Ce%
1,00

ext

1,95,

Theorem 7. Under the assumptions of Theorem 2 and Theorem 5 for N = 3, ¢ € (0,£0) and
with a data finy € L? (25,,) and feu € L? (Q5,,), the following estimate holds for the function

int ext
uBl, solution to the fourth order asymptotic model (23), which writes as

TineAuly = fint in Dy,
O—e-’litAu[ega]:t = feat m Doy,
[u[‘?’]} =0,
re
~ 12
uBl =0 on 00 NINE.

and u, solution to the reference Problem (2): there exists a constant C > 0 independent of ¢,
such that

(3]

int

3 4
Uegt — u[m],t < Ce™.

1%,

|

Ujpt — U
1,95,
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Proof. To begin with, we consider the expansion (56) of ul®l we have done above. More specifi-
cally, we consider Equations (57). We deduce that for £ = 0, 1,2, 3, we obtain
at =k k=0,1,2,3.

Thus, using Theorem 2 and Theorem 5 we deduce the desired result. O

4.3 Validation of the second class of ITCs

This section is devoted to the derivation of convergence results for the first-order and second-order
asymptotic models we have derived in Section 3.2. We remind that the domain and configuration
for these models have been presented in Section 3.1 and Figure 2.

4.3.1 First order model: variational formulation

Problem (43) is uncoupled into two independent problems, therefore we write two variational
formulations, one for each problem. First of all we introduce the functional spaces Hg (Qint)
and Hg (Qext) as the functional framework. Assuming fing € L? (Qing) and fexs € L? (Qext), the
variational formulations reduce to finding uiny € Hg (Qing) such that for all wiy, € HE (Qing)

- / fintwint dz = / Uintvuint : vu}int d.l?, (60)
Qint Q

int

and finding tex;, € HE (Qext) such that for all weyxy € HE (Qext)

_ / Foxt et da = / et Vitext - Vet da. (61)
Q. Q

ext ext

4.3.2 Second order model: variational formulation

In this section we derive a variational formulation for the second order asymptotic model (45)
we have derived in Section 3.2. We begin by selecting the functional spaces Viy and Veye as the
functional framework, which are defined as follows

Ving = {w € H' (Qint) : wloonon,, =0},
(62)
Vext ={w € H' (Qext) : w|oonon., =0} .

Assuming fing € L2 (Qn) and foxs € L2 (Qext), the variational formulations consist in finding
Uing € Vint, such that for all wine € Vipg

_/ fintwint dx :/
Qing Q

and finding Uexy € Vexs, such that for all weyy € Vexy

*/ fextwext dz :/
Q Q

ext ext

2Uint
Oint Vling * VWing dz — / - UintWint ds,
T

int

20ext
Oext VUext * VWext dT — / - Uext Wext dS.
Iy

Observing these variational formulations we notice that we cannot prove the coerciveness of
the bilinear forms due to the terms

20int 20ext
- / UintWint ds  and - Uext Wext ds
r ¢ r ¢
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being negative. These negative terms could cause instabilities when numerically solving the
problem with the finite element method. However, to overcome this problem and recover stability,
we have derived new models across some artificial boundaries in Section 3.3. With these models
we will no longer have instability problems, as we will prove in the following section.

4.3.3 Stabilized é-order 2 model: variational formulation

In this section we derive a variational formulation for the stabilized d-order 2 asymptotic model
(50) we have derived in Section 3.3. Instead of directly considering Problem (50), we will consider
the following problem

UintAuint = fint in Q?nm
e(1—-26
Uint — %8nuint = Gint ON Fiénu
Ujng = 0 on 90NN,
Oext Alext = fext in ngta
e(l—26
Uext + %anuext = Jext on ngt’
Uext = 0 on 90NN,

This problem is similar to Problem (50) and it generalizes it by including the right-hand

side functions g; and go. We begin by selecting the functional framework. We introduce the

functional spaces V;J, and V., which are defined as follows

Vigt = {w eH' (Q?nt) : w|aﬂm89§nt = 0} )

Vi = {w cH' (ngt) twlpgnans, = 0} .
Assuming finy € L? (€,

1nt) and feyxy, € L? (ngt), the variational formulations reduce to finding
Uine € Vi, , such that for all wiy, € Vi,

Aing (uint 5 wint) = lint (wint )7 (63)

and finding uext € Ve‘it, such that for all wey € V.2

ext

Qext (uexta wext) = lext (wext); (64)
where
2(-"'int
Aint (uinta wint) = / Oint vuint . v'wint dz — / Uint Wint d2a
Q3 s, (1 —26)
int int
20 ext
Gext (uexh wext) = / Oext Vet * VWext dT — / 1-925 Uext Wext A5,
0L, rs,, €(1—29)
and
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2o—int
lln in int Win d 1 oo JintWin d )
¢ (Wint ) / fintWine dz — /1“5 (1_25)9 t Wing AS

lnt

20ex
lext (wext / fextwext dz — /I‘5 . u%;(s)gextwext ds.

Now, with these variational formulatlons, we can observe that if we select § > %, the last
terms of the bilinear forms will be positive and thus enforce the coerciveness of the corresponding
bilinear forms.

4.3.4 Stability results

First of all we will develop an expansion in power series of ¢ for the Problem (50) in the form

: 1
U’& ext ~ Z € ’LL(; ext n anta
k>0
(65)
(1] Z ; s
'LL(; int ~ € U(; int m Qext;
k>0

We substitute these series into the Equations (50) and we collect the terms with the same
powers in €. For every k € N we obtain the following set of equations

~k 0 ; 5
UintAU57int = fintOp in - Qs

o €(1=20) 0 4 5

Us,int = 9 6n“5,int in Iy,

US iy =0 on 9QNINY,.

(66)

~k 0 s g
UextAus,ext = fextfsk m Qext»

~k e(1=26) ) g 5

Usext = 2 8’ﬂuci,ext mn Fext’

W o =0 on 90NN,

Definition 8. Given the expansion in power series (65) and N € N, we define the residue 75
as

N §
r5,int(xay) ué int (E y E 'U,(; 1nt x y

réezt('r y) _uéezt z, y E 5 U’tsea;t z y

We now prove the existence, uniqueness and uniform estimates of the solution to Problems
(63) and (64).

Theorem 8. For alle > 0 and § > 5 L there ezists a unique u = (Ujnt, Uegyt) WHhETE Uiy € V 0. and
Uept € Vemt are solutions to (63) and (64) respectively, with data fi; € L?(92,,), fext € L? (Qemt)
Gint € L2(T'2.,), Gess € L*(T,,). Moreover there exists eg and a constant C' > 0 such that for all
e € (0,¢e0)
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lull s < &€ (Ifimtllogas,, + Weatllo.as, + llgint

ext

oxs, +lgeatllors.,) - (67)
Proof. First of all as the bilinear form a;,; is coercive and continuous in Vi3, and the linear form
ling is also continuous in V;% , the existence and uniqueness of a weak solution follows from the
Lax-Milgram Lemma. Then, for proving the uniform estimates, employing Poincaré inequality,

there exists a constant k; such that for all w € V5,

Oint

2

aing (w, w) > == [lwll] g5 (68)
Applying a trace theorem for the Dirichlet trace operator ~ps e have that there exists a

constant ko such that

s (w)

int

< ky [lwl g -

H’YF
116
EvFint

We select ¢q as
co = 2I€2U—in‘c
DY LT

Then, for ¢ € (0,e9), and applying Cauchy-Schwarz inequality to the definition of ;,; we
obtain that there exists a constant ks, such that

|lint(w)| S 8_1]€3 Hw”LQfm (HfintHO!QiJnt + Hgillt||07r‘;§nt> . (69)

Finally, employing Equations (68) and (69) we obtain

linily gz, <27'C (Ifintllogas, + loinellors,, )

ki 5

where C' = The same proof holds for the equations in Qg ., and employing these two

Oint
results we obtalmriln the desired result. O

Proposition 5. Let N € N, the residue 75 defined in Definition 8 satisfies the following equa-
tions

Oint AT gy = 0 in Q0

?ZS\,[int - @?fs\fmt = g%t on F?ntﬂ
?f;\;m =0 on 00N aﬁfm,

o mtA?(]s\,[ eat =0 in ng

?tjs\,[ea;t + @?gm = gé\;t on ngt’
Toeat =0 on 90NN,

where
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1-— 5
S — R\

gmt - inty

1-—
N+1
gezt =€ 3 uezt'

Proof. We can deduce this result by applying Equations (66) and (50) to the definition of the
residue. N

Theorem 9. Let N € N. For ¢ € (0,g9) and under the assumptions gly, € LQ(Fmt) g, €
LA(TS,), gt € L2(T9,,), ghit € LA(T%,,), functions defined in Proposition 5, and u® €
HY(Qf) for k < N + 1, there emsts a constant C' > 0, independent of ¢, for which the following
estimate holds for the reszdue N defined in Definition 8,

H’I"(; emt“l)gg + HT5 Z"tHl,Qfm S CEN+1'

Proof. From Theorem 8 and Proposition 5 we deduce that

Foiexcll1 s, + 1785mell 05, = OE™)-
Finally, writing

N N+l N+1AN+1
T&int 6 int te 6 int ?

SN _ =aN+1 N+1~N+1
TE ext T6 ext +e ’U,(; ext’

we deduce the desired result. O

4.3.5 Convergence results

Theorem 10. Under the assumptions of Theorem 2 for N = 0 and € € (0,e9) , with the data
fint € L? (Qins) and fezr € L? (Qewt), the following estimate holds for the function ul% solution
to the first order asymptotic model (43), which writes as

0] _ :
o'intAumt = fint in Qi

[ | _ =0 on  OQynt,

mt

UextAu = femt in Qg

[eoz]t =0 on Oy

and u, solution to the reference Problem (2): there exists a constant C' > 0 independent of e,
such that

Proof. We can deduce this result directly from Theorem 2. O

v
Uint uint

(0]

uezt_u Tt

|

< Ce.
1,08

ext

195,
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Theorem 11. Under the assumptions of Theorem 2 and Theorem 9 for N =1 and € € (0,¢),

with the data fin; € L? (ng) and feps € L2 (Qest), the following estimate holds for ugl], solution
to the stabilized 0-order 2 asymptotic model (50), which writes as

amtAugl,lm = fint i Q.
= 200, o T,
ufl, =0 on 90N,
aeztAugl,]m = feat in Qixb
il = -2 o T,
ufl, =0 on  0QNINS,,.

and u, solution to the reference Problem (2): there exists a constant C > 0 independent form e,
such that

Proof. To begin with, we consider the expansion (65) of ugl] we have obtained above. More
specifically, we consider Equations (66). We truncate the series from the second term and we

consider the truncated series ﬂgl) = ul+¢eu}. We rewrite the equations of Problem (44) to derive

(1]

Uit — U (1
mt 8,int

2
Uegt — Ug oy < Ce”.

|

1,00

wnt

1,00

ext

the conditions on the artificial boundaries I'),, and T'J,, for ugl) following the same procedure as

in Section 3.3. If we apply Theorem 8, we deduce
/\(1) _ (l)H < C 2
Hu5 s 1,00 = <

Finally applying Theorem 2 and Theorem 9 we deduce the desired result. O
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5 Numerical results

The previous sections were devoted to the derivation and analysis of several asymptotic models.
In this section we numerically asses the performance of these models and we check if the obtained
numerical results match the theoretical results. For obtaining such numerical results, a Finite
Element Method has been implemented employing Matlab and C programming language. The
code could be divided into two main parts. The first one consists in the assembling of a linear
system and the second one consists in solving such linear system. The part corresponding to
the assembling is mainly coded in C and the part corresponding to the resolution of the linear
system is mainly coded in Matlab. Moreover, Matlab is employed for the post processing of
the solution, including tasks like the visualization of the solution or the calculus of the error in
different norms.

This implementation corresponds to the classical Finite Element Method. It is based on
straight triangular elements for discretizing the domain of the problem and piecewise polynomials
of any given degree for representing the solution. Such polynomials correspond to the Lagrange
interpolating Polynomials. We mainly employ structured meshes like the one showed in Figure
4 due to the considered domains being mainly rectangles, but the code is adapted to work with
unstructured meshes generated with other mesh generators.

y!\

N
4
X

Figure 4: Structured mesh for a rectangular domain.
The problem we are interested in solving is the Poisson’s equation

ocAu = f,

where the conductivity ¢ and the right-hand side function f are known data. In general this
equation is set in a domain © C R?, composed of several subdomains and the conductivity is
considered to be a piecewise constant function which takes a different value inside each subdo-
main. The code is capable of dealing with this kind of complex configuration, as well as with the
different transmission conditions required to solve some of the derived asymptotic models.

5.1 First class of ITCs

In this section we show some numerical tests regarding the approximate problems we have derived.
For this purpose, we use the Finite Element Method along with the variational formulations
derived in Sections 1, 4.2 and 4.3 to obtain approximate solutions of these models.

The objective of these numerical tests is to illustrate the theory by checking if the theoretical
orders of convergence coincide with the ones obtained numerically. For these experiments, the
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considered domain is a 2 m X 1 m rectangle domain. In addition, we consider a conductivity of
the following form

Oint =5 S/m in Qf,,
0=1 Oy =88%"S/m in Of,
Oext =3 S/m in QF,,

where € represents the thickness of the thin layer, and the following right-hand side
fint =1C in

f=q fay=0C in O,

foxt =1C  in QF

where the units S/m and C correspond to Siemens per meter and Coulomb respectively. With
these configurations and parameters, we solve the reference Problem (2) and asymptotic models
(22) and (23) by employing the Finite Element Method. For discretizing the domain, we have
used 384 triangular shaped elements and Lagrange interpolating Polynomials of second degree.

We begin by performing a qualitative comparison between the solution to the reference model
(2) and the approximate models (22) and (23). Employing the stated parameters and configura-
tion, we have solved these models and their solutions are shown in Figure 5. We notice that the
fourth-order model is more accurate and approximates better the effect of the high conductive
thin layer than the second-order model.

We calculate the H' errors between the solution to the reference model (2) and the approx-
imate models (22) and (23) for different thicknesses of the thin layer. These results can be
observed in Figure 6, where we show the obtained convergence rates for the H' relative error.
From these results we observe that the numerical convergence rates we obtain coincide with the
theoretical convergence rates proved in Section 4.2.

5.2 Second class of ITCs

In the same way we have done in the previous section, we would like to begin by performing
a qualitative comparison of the solution to the reference model and the asymptotic models of
the second class. We have employed the same physical parameters as in the previous section for
these new tests. In Figure 7, we observe the solution we obtain for the reference Problem (2)
and the asymptotic models of order 1 (43) and order 2 (45) of the second class.

As we stated in the previous sections, the stability of the second-order model cannot be
guaranteed, this fact induces big changes in the solution when we slightly change the parameters
of the problem. We illustrate this fact in Figure 8, where we show the solution for the second-
order model for different values of . We observe that the solution drastically changes around
the transmission conditions for every small change in the value of e.

To deliver a more quantitative comparison of the models we have derived. We have calculated
the H! error between the reference solution (2) and the approximate models (43) and (45) for
different thicknesses of the thin layer. Before showing the H! norm results, we show similar results
regarding the L? norm to remark how the second-order model behaves differently depending on
the norm we choose. In Figure 9 we observe the obtained convergence rates for the L? absolute
and relative errors and in Figure 10 the convergence rates for the H' absolute and relative errors.

We observe that the numerical convergence rates we have obtained coincide with the theoret-
ical convergence rates proved in Section 4.3 for the first-order model. On the other hand, for the
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(a) Reference model, x-y axis view.
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(c¢) Second-order model, x-y view.
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(e) Fourth-order model, x-y view.
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(b) Reference model, x-z axis view.
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00 0.5 1 1.5 2

(d) Second-order model, x-z view.

0.015¢ ii\‘
0.01r ‘L\\ ‘

0 0.5 1 1.5 2

(f) Order4 model, x-z view.

Figure 5: Solution to the reference Problem (2), the second-order model (22) and the fourth-order

model (23) of the first class.
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Figure 6: H' relative error of the second-order model (22) and fourth-order model (23) of the
first class for different values of €.

second-order model, even though we still recover the expected theoretical order of convergence
for the L? absolute and relative errors, due to the instabilities it does not perform as well for the
H' absolute and relative errors. Even so, it still outperforms the first-order model.

To face these instabilities, in Section 3.3, we have derived a new second-order model by
defining some artificial conditions and moving the boundary conditions to these new boundaries.
To derive this new model (50) we employ a parameter § that controls the distance between the
artificial boundaries. In Section 4.3.3 we prove that for § > 0.5 this approach solves the problem
of instabilities. Figure 11 shows a problem with instabilities and how they can be eliminated when
applying a § parameter which is greater than 0.5. However, the instabilities are not completely
removed if it is not greater than 0.5. To illustrate this fact, the example of Figure 11 shows that
for 6=0.1 the instabilities are still present, whereas when § = 0.51 is applied, we do not have
instabilities any more.

In Figure 9, we compare the obtained convergence rates for the L? relative error and in Figure
10 the convergence rates for the H' relative error for the unstable order 2 model and for the
stabilized d-order 2 model. We observe that for the L? error both models behave similarly but for
the H' error, the second-order model does not converge properly, whereas the stabilized 6-order
2 model delivers the correct convergence rates.

From these results we observe that if we apply the artificial boundary approach with a §
greater than 0.5, we have no longer instability problems and the numerical convergence rates
coincide with the theoretical convergence rates proved in Section 4.3, for both the L? and the
H?' errors.

5.3 Comparison between the first and the second class

In this section we will do a brief comparison between the asymptotic models we have derived,
mentioning the strong and weak points of each class. Regarding the convergence, considering
the first class of ITCs, the model with highest order reaches a convergence of order 4, whereas
for the second class, the model with highest order only reaches a convergence of order 2. We
can observe these convergence rates in L? norm for the five models we have derived in Figure 12
and in H! norm in Figure 13. We see that all the models converge with the expected order of
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(a) x-y axis view.
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(¢) First-order model, x-y view.
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(e) Second-order model, x-y view.
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(d) First-order model, x-z view.
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(f) Second-order model, x-z view.

Figure 7: Solution to the reference Problem (2), the first-order model (43) and the second-order

model (45) of the second class.
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(a) Second-order model, € = 0.0426.
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(c) Second-order model, € = 0.1984.
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(b) Second-order model, £ = 0.0578.
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(d) Second-order model, € = 0.27.

Figure 8: Instabilities of the solutions to the second-order model (45) for different values of €.
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Figure 9: L? relative error of the first-order model (43), second-order model (45) and the stabi-
lized d-order 2 model (50) of the second class for different values of .
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Figure 10: H! relative error of the first-order model (43), second-order model (45) and the
stabilized d-order 2 model (50) of the second class for different values of e.
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(a) Second-order model with instabilities.
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(b) Stabilized d-order 2 model for § = 0.1. (c) Stabilized d-order 2 model for § = 0.51.

Figure 11: Removing the instabilities of the order 2 model (45) with the artificial boundaries.
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accuracy in L? norm. On the other hand, in H' norm, all models converge with the expected
order of accuracy except the second-order model of the second class due to the instabilities.
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Figure 12: L? relative error of the different asymptotic models for different values of ¢
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Figure 13: H! relative error of the different asymptotic models for different values of &
Another drawback of the second class of ITCs is that the model of order 2 presents instabil-

ities, whereas the models derived for the first class are both stable.
Regarding the domain, a strong point of the second class is that the domain does not depend

on ¢, while the domain for the first class depends on . Even though this point is not very
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relevant for our configuration, due to the thin layer having a straight shape, it could be very
interesting when considering more complex configurations, in which the shape of the thin layer is
curved. In such a case, the fact of having a single interface between the two subdomains instead
of having a gap greatly reduces the numerical complexity of the model. All these features are

summarized in table 1.

RR n° 8998

Model Numerical order | Stability | e-independent domain
Class 1: Order 2 2 v X
Class 1: Order 4 4 v X
Class 2: Order 1 1 v v
Class 2: Order 2 1-2 X v
§-Order 2 2 v X

Table 1: Comparison of the different derived models.
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Appendix A Additional results

In this section we present asymptotic models for similar configurations to the one presented in the
previous sections. The configurations considered in this section include a 2D configuration for a
time-harmonic problem, and a 3D axisymmetric borehole shaped configuration. Due to similar-
ities in the procedure, in this section we will concentrate in presenting the resulting asymptotic
models.

A.1 Time-harmonic problem
A.1.1 Model problem

Here we consider again the equation for the electric potential, but now we consider the frequency
to be non-zero. The problem writes as follows

div [(o — ieqw) Vu] = f, (70)
where u represents the electric potential, o stands for the conductivity, f denotes a current
source, w is the frequency and ¢y is the permittivity. We consider the same domain we had in
Section 1, which is depicted at Figure 1. We consider the conductivity to be piecewise constant
and to have a different value in each subdomain, being of the form o,y = Goe™2 inside the
thin layer. Both the right-hand side f and the conductivity o have the same form as the ones
considered in Section 1. In this framework, the Problem (70) writes as follows

. M 1>
(Oint — i€0w) Atling = fint in O,
. : g
(Uext - 'LEOW) Aoyt = fext mn Qext7
o — icow) Aty = 0 i €,
00 ° — 16w ) AUjay = m lay>
15
Uint = Ulay on I‘in‘m
(71)
£
Ulay = Uext on Fext7
(Oing — i€0w) Ontting = (Goe™> — i 0 Iy
int 0W) OnUint = (00€ 1€0W ) OplUlay ON ints
~ -3 . . €
(Goe™? — ieow) Optitay = (Text — i€ow) DpUext on T%.,
u=0 on 09,

where 0, represents the normal derivative in the direction of the normal vector, inwardly directed
to Q,, on I'e ,, and outwardly directed to 2, on I'5,, see Figure 1. Assuming f € L? (Q) , the
variational formulation for this problem writes as follows: we look for u € H{(£2), such that for

all w € H}(Q)

(Oint — W) Vu - VW da + (0ext — i€qw) / Vu - Vwdx
Qs Qs

int

+ (306_3 - ieow) Vu-Vwdr = — fintwdx — Sextw dz.
Qhy Qo Qs
We apply the first approach developed in Section 2 to derive approximate models of the
first class (Sections A.1.2 and A.1.3) and the second approach developed in Section 3 to derive

approximate models of the second class (Sections A.1.4 and A.1.5) for this configuration.
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A.1.2 First class: second-order model

_ 1L .
(Tint zeow)Au + = fint in QF

int»
1[1115 0 on anant
(72)
(Oext — teqw) Auext Sext in Q,

([;(]t =0 on 00

ext*

Assuming fing € L? (95,,) and fext € L? (Q5,,), the variational formulations consist in finding

wing € Hy (Q5,,), such that for all wiy, € HJ (95,,)

- fintwint dz = / (Uint - iﬁow) vuint : vwint dxa
QE =

int int

and finding ue,, € Hg (QF

ext

) such that for all wey, € HE (Q5,)

- fextWext dz = / (Uext - iﬁow) Vet + VWext d.
QE €

ext ext

A.1.3 First class: fourth-order model

Cint — 16w Al = fint in Q.
int int
(Cext — t€ow) Au([j(]t = fext in  Q,
(3] —
AL =0, (73)
4 @] _ 004 1o
(0’ Zeow) anu i|1"5 52 d’y { }FE )
ubl =0 on 00N INE.

Assuming finy € L? (QF

int

u € Vy, such that for all w € Vj,

) and feoxy € L2 (02

¢.t), the variational problem reduces to finding

(Cint — t€ow) / Vu - Vwdz + (o — i€ow) / Vu - Vwodz

€
int ext

+G0e 2 g Ve {u}pe Ve {@Whpe ds = — " fimwdz — o Sextw dz.

int ext

A.1.4 Second class: first-order model

(Ulnt - ZEOW) Aumt fmt in Qinty

[ I — 0 on aQint .

1nt

(74)

. 0 .
(Uext - 7160(*)) AU'([ex]t = fext mn Qexta
RR n° 8998 [0]
=0 on BQext-

Uext =
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Assuming fine € L? (Qint) and foxt € L? (Qext ), the variational formulations of these problems
consist in finding uing € Hg (Qing) such that for all wiy, € HE (Qing)

— fintWine dz = / (Oint — t€0w) Ving - VWint de,
Qint

and finding Ueyy, € HE (Qext) such that for all weyxy € HE (Qext)

- / fextWexs do = / (Oext — 1€0w) Vext - Vext da.
Q Q

ext ext

A.1.5 Second class: second-order model

(Uillt - iﬁow) Aul[rll{ = fint in Qintv

M= oalll o T,

1 _
Uy = on 90N OQnt.
(75)

(Uext - i€0w) AUEX]t = fext in Qext7

ug(]t = —%anugjt on T,

ug{]t =0 on 90N ONext.

Assuming fing € L? (Qng) and fexy € L? (Qext ), the variational formulations reduce to looking
for uins € Ving, such that for all wiy € Ving

2 (Oing — teow)
Ujnt Wint d87

- fintWine dz = / (Oint — t€0w) Ving - VWine dz — / .
Qint r

and looking for ext € Vext, such that for all wexs € Vext

_/ fextwext dr = /
Q Q

ext ext

2 (Uext - iéobd) Wor d
Uext Wext AS,

(Text — t€0w) Vext + VWexs dx — / 5
r

where the spaces Vipe and Veyg have been defined in (62).

Remark 5. The models obtained in this section are very similar to the ones obtained for the
static case, (22) and (23) for the first class and (43) and (45) for the second class. In fact, it is
possible to obtain the models we present in this section by simply substituting the conductivities
Oint ONA Tegp bY Timy — €W and ogpp — i€qw respectively.

A.2 3D axisymmetric configuration

The main objective of this section is the derivation of approximate models in a 3D axisymmetric
configuration. The plan of the section is the following. First we set the model problem we are
interested in. Then, we develop a multiscale expansion in powers of e for the solution to the
model problem and we obtain the equations for the first terms of the expansion adopting the
first approach. Finally, we derive the desired approximate models. We then address the second
class of problems, and for avoiding repetition with the previous sections only the main results
are presented.
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A.2.1 Model problem and scaling

Let Q C R? be the domain of interest described at Figure 14. The Domain € is a cylinder shaped
domain and is decomposed into three subdomains: Qf, Qcy, and Qf, . Subdomain Qf  is a

int?
thin layer of uniform thickness € > 0. We denote by I'f; the interface between Qf ;. and €, ,

int int
and by T'g,; the interface between €} = and €Qg,. In this domain, we study the static electric

potential equation, which read as follows

div(eVu) = f. (76)

M= === =}

€
lay ext

2

T

Figure 14: Sectioned three dimensional domain for the model problem and asymptotic models
of the first class.

Here, u represents the electric potential, o stands for the conductivity and f is the right-hand
side, which corresponds to a current source. The conductivity is a piecewise constant function,
with a different value in each subdomain. Specifically, the value of the conductivity inside the
thin layer Qf  is much larger than the one in the other subdomains and we assume that it
depends on parameter e. We consider a conductivity of the following form

M €
Cint in  Qf,
_ _~ -3 : Qa
0 =< Olay = 00E in lay
M 1>
Oext in Qg
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where oy > 0is a given constant. We assume the right-hand side f is a piecewise smooth function
that is independent of ¢ and vanishes inside the layer.

fint in anty
f= flay =0 in iaay’
fext in ngt'

We assume that we have a solution u € H' (Q) to (76). Then, denoting the solution u by
Uing I Qfy,

u={ Uay in Q.
Uext 1D OF

ext)

Problem (76) becomes

_ : €
UintAuin‘c — fint m int >’
_ : €
Oext Allext = foxt m Qex‘m
_ : €
Aupgy =0 in O,
_ €
Uint = Ulay on int?
(77)
_ €
Ulay = Uext on Fextv

~ _—3 €
Oint On Uint = O0E anulay on int»

~ -3 _ €
gp€ 8n'Uflay = OextOnUext on Fexta

u=20 on 0f),

where 0,, represents the normal derivative in the direction of the normal vector, which is interior
to Qg on I'S,, and exterior to €2, on I'{ , as shown at Figure 14. Due to the cylindrical shape
of the considered domain, we consider these equations to be written in cylindrical coordinates.

Thus, the Laplacian operators of equation (77) have the following form

1 1
A=—0,(r0,) + 7233 + 02.

A key point for the derivation of a multiscale expansion for the solution to Problem (77)
consists in performing a scaling along the direction normal to the thin layer. We begin by
describing domain €)f,  in the following way

¥ 11
My = {7(9,2) +eRn:v(z2) e, Re (_27 2) } 7

where v is a parametrization of the interface I' (see Figure 14), which in cylindrical coordinates
is defined as
(0, z) = (ro, 0, z), for all § € [0,27), 2z € (0, 29),
and n = (1,0, 0) is the normal vector to the curve I'. This domain geometry induces the following
scaling
r=ro+eR & R=c1(r—r).
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As a consequence, we have
ok =ckoF keN.

1 1
This scaling allows us to write the scalar operator —9,. (r9,.) + 75‘3 + 02 in the following way
T T

Or + L
ro+eR ° (ro + eR)?

205 +et 95 + 02.

Now we perform an expansion of the terms in powers of ¢ so that we

d
ro +eR an (’I“o + €R)2
obtain the following expression

2 o1 (R R (R 2
8R+Z ,ma +Z e 95 +02.
k=0
We also notice that on the interfaces I';, and I'y,, we rewrite the normal derivative in the
following form 8,, = 0, = e '0g. Finally we denote by U the function that satisfies

11
Ulay(rv 07 Z) = Ulay(TO +eR, 07 Z) = U(R7 07 Z)7 (R7 97 Z) € <_

2,2> x [0,27) x (0, 2q) -

We rewrite Equations (77) with the newly defined variables and functions and they satisfy
the following equations outside the thin layer

JintAuint = fint in ngnta
(78)
OextAlext = fext 1IN ngw
the following equation inside the thin layer
e 202 U+Z e (CB) d U+Z (k+1) (=1)" RU+I*U i (-1 1 x[0,27) % (0, z0)
: k=0 ot ! k=0 k+2 ’ 272 ’ 20/
(79)
and the following transmission and boundary conditions
€ 1
Uing (TO - 57672) =U (_2797Z> (072:) S [07277) X (O7ZO)a
€ 1
Uext (ro + §,e,z) —U (2,9,2) (9, 2) € [0,2m) x (0, 20),
- 1
Jintanuint (TO - %79, Z) = 00€ 48RU <23 03 Z) (9, Z) € [07 27T) X (0, ZO)? (80)
€ ~ 4 1
Cext Onlext (7’0 + 5,9,2) = o0ge “OrU 5,9,2’ (0,2) € [0,27m) x (0, 20),
u=20 on 0.
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A.2.2 First class of ITCs: construction of a multiscale expansion

We now derive the asymptotic expansion. To begin with, we perform an Ansatz in the form of
power series of e for the solution to Problems (78), (79) and (80). We look for solutions

Uing (7, 6, 2) E eful (1,0, 2) in  Qf,,
k>0
H g
Uext (T, 0, 2) E ekuk  (r,0, 2) in Qf, (81)
k>0

U(R,0,2)~ > eU*R,0,2) in <1,1>><[0,27r)><(0,z0).

272
k>0
Equations for the coefficients of the electric potential

Substituting the previous expressions into Equations (78), (79), and (80), and collecting the
terms with the same powers in ¢, for every k € N, we obtain the following set of equations
outside the layer

UintAuiknt = fillt(Sg in Qlant’ (823)
Oest AUl = foxt 0} in QL (82h)

and the following equations inside the layer

217k | kl(R)kll L (CRMI2 o k2
=0 = O

in (—;,;)x[o,zw)x(azo), (83)

along with the following transmission conditions

u* ( 9,z> =uf, (ro - 7,9,2) (0,2) € [0,2m) x (0,2),  (84a)
1
Uk <2,9,z> = uffxt (ro + %,9,2) (0,2) €10,27) x (0, z0), (84b)
~ k 1 k—4 €
0o0rU (—2,9,z> = OintOn Uy, (7"0 — 5,9,,2) (0,2) €10,27) x (0, zp), (84c)
~ k 1 13
0oO0rU 5,9,2 = OextOn uext (TO + 5,9,2) (0,2) €10,2m) x (0, zp), (84d)

and the following boundary conditions
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uF(Ry,0,2) =0 (0,2) €10,2m) x (0, zp), (85a)
uk(r,0,0) = u*(r,0,2) =0 (r,0) € (0,7’0 - g) U (To + ;RO) x [0,27), (85b)
U*(R,6,0) = U*(R,0,2) =0 (R,0) € (—; ;) x [0,27). (85¢)

For determining the elementary problem satisfied by each of the terms of the expansion, we will
also need the following equation obtained by applying the fundamental theorem of calculus for
a smooth function U,

6UkdeR OrU* 1 — OrU* —l,z.
R 2

2

If we substitute Equation (83) to the left-hand side and Equations (84c) and (84d) to the right-
hand side, we obtain the following compatibility condition

3 k— 1 R k—1—1
/ <a2Uk 2(R,0,2)+ Y ~———0grU'(R,0,2)
= 1=0
k—2 ( R)k72fl 1
+) (k—1-1)————03U" (R,0,2) | dR = — [00,u*"*] . (2). (86)
=0 7"0 0o

We adopt the convention that the terms with negative indices in Equations (82)- (86) are equal
to 0. Employing Equations (82) - (86) we deduce the elementary problems satisfied outside and
inside the layer for any k& € N. For that purpose we employ the following algorithm composed of
three steps.

Algorithm for the determination of the coefficients

Initialization of the algorithm:

Before showing the different steps to obtain function U* and u* for every k, we need to
determine function U® up to a function in the variables § and z, denoted by ¢3. For that
purpose we consider Equations (83), (84c), and (84d), and we build the following differential
problem in the variable R for U (the variables 6 and z play the role of a parameter)

11
0RU°(R,0,2) =0 Re<—2,2>,

1
8083U0 (—2,9,,2) = 0,

1
8083U0 (2, 9, Z) =0.

From these equations we deduce that U° has the following form U°(R,0,z) = ©3(0, z), where
function ¢ has yet to be determined and this will be done during the first step of the algorithm.
After these preliminary steps, we move onto determining U* and u* for any k.
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We assume that the first terms of the expansion (81) up to the order €*~! have already been
calculated and we calculate the equations for the k-th term. We also assume that at rank k we
know the form of U up to a function in the variables 6 and z, denoted by k. We obtain the
expression of U* at rank k — 1. The first step consists in determining the expression of function
U1 up to function 5. Then, at the second step we determine function ¢f involved in the
expression of function U*. Finally, we determine uf, and uf_ at the third step. For every
k=0,1,2,..., we perform the following steps:

First step:

We select Equations (83), (84c), and (84d), and we build the following differential problem
in the variable R for U**! (the variables § and z play the role of a parameter)

11
RUS (R,0,.2) = g+ (,0,2) re(-33).
=N 1 €
UOaRUk+1 <_27 0, Z> — Ulllta ulnt3 (TO - 57 0, Z) ) (87)
N 1 _ €
O'()BRUk+1 (2, 9, Z) = aextanu]gxt?’ (7“0 + 5, 9, Z) 5
where
k k—1
k+1 l )k 1 l 9277k —1
(R,0,z) Z 8RU (R,0,2)=> (k- 7;@ 03U (R, 0,2)-02U*" (R,0,2).
=0 =0

There exists a solution U¥*! to (87) provided the compatibility condition (86) is satisfied. We
deduce the expression of U**! up to a function in the variables 6 and z, denoted by <pk+1(9 z).
The function U**! has the following form

UMY (R,0,2) = VFTU(R,0,2) + o5 (0, 2),

where V*+1 represents the part of U¥*! that is determined at this step and has the form (see
Proposition 6)

0 if k=0,1,2,3
VE(R,0,2) =
oF L(0,2)RF 2+ ok (0, 2)RF 34+ .. +"06,2)R if k> 3.
Function cpkH represents the part of U*+! that is determined at the following rank.

Second step:

We employ the compatibility condition (86) (at rank k + 2), along with Equation (85¢) to
write the following differential problem in the variables 6 and z for function %, present in the
expression of UF.

D20k(0,2) + 39<p0(6‘ 2) =h80,2) (0,2) €[0,27) x (0, 20),

0E(0.0)=0 9 € [0,27), (88)

50’5(9, ZO) =0 NS [Oa 27T)a Inria
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where

1 k _
Rk, 2) = — “o2v* (R0 2) +§ﬂa U!
) - z sy Uy R (R,Q,Z)

k+2—1
1
=z =0 "0

2

= (—R)k- 1 1
+ Z(k —1 + 1)W83Ul (R,Q, Z) + P@gvk(R,H, Z)) dR — ,O._\f [U@nuk_z} Ire (0, Z)
To 0 0

1=0
Solving this differential equation we obtain function ¢k and thus, the complete expression of U*.
Third step:

We derive the equations outside the layer by employing Equations (82a), (82b), (84a), (84b),
(85a), and (85b). We infer that uf, and uf, are defined independently in the two subdomains
Qf . and Qf,,.

O—intAuiknt = O in Qign‘m
1
(o 505) =0 (3.02).
ul, =0 on 90 NON,.
(89)
UextAulgxt =0 in - Qg,
1
ulgxt (TO + ga97z> = Uk (27972> ’
ul, =0 on 9NN IN,.

We will now employ this algorithm to obtain the equations for the first terms of the expansion.
First terms of the asymptotics

Terms of order zero

Thanks to the preliminary steps formerly performed during the initialization of the algorithm
we already know that U° has the form U°(R,0,z) = ¢ (0, z). In the same way we consider
Problem (87) for U!

-11
0RUY(R,0,2) =0 Re< )

272
1
8RU1 (-2,9,2) = 0,

8RU1 (;,9,2) =0.

We deduce that the solution to this equation has the form U(R,0,2) = }(6,2). Then, we
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employ (88) and we build the following problem for ()
0200, 2) + - 39%( 2)=0  (0,2) €0,2m) x (0, z),
¥0(60,0) =0,
(6, z0) = 0.
We conclude that ¢§(6, z) = 0 and thus, U°(R, 0, z) = 0. Finally, employing (89), we obtain

that the limit solution u° satlsﬁes homogeneous Dirichlet boundary conditions on I'j; and I'g,
Thus, the problem satisfied by 1" reads as

0o _ : £
UintAuint - fint n thu
0o _ €
Ui = 0 on 00Q%,.
(90)
0o _ : £
UextAUext = fext m Qext?
0o _ €
Ugyy = 0 on 0N,

Terms of order one

We consider Problem (87) for U?

-1 1
0RU%(R,0,2) =0 Re( ,2),

1

8RU2 (—,9,2) = 07
2
o (1

aRU 5,972«' =0.

We deduce that the solution to this equation has the form U? (R, 6,z2) = ¢Z(6,z). Then, we
employ (88) and we obtain the following problem for ¢}

(0, 2) + 39900( z)=0 (0,z) €[0,2m) x (0, 20),
50(1)(070) =0,
©o(20,0) = 0.

We conclude that o} (6, 2) = 0 and thus, U'(R, 0, z) = 0. Finally, employing (89) we write the
problem satisfied outside the layer by u' as two uncoupled problems
Aul

H £
int — m antv

1 _ €
Uiy = 0 on 0%

int -
(91)
Auly =0 in Qg

1 Inria
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We deduce that u! = 0.

Terms of order two

We consider Problem (87) for U?

-11
0RU%(R,0,2) =0 Rc <2,2>,

1
8RU3 (-2,9,2) = 0,

8RU3 (;,9,2) =0.

We deduce that the solution to this equation has the form U3 (R,0,z) = 3 (6,2). Then, we
employ (88) and ¢? satisfies

1 1
D2p2(0, 2) + ﬁaggog(&z) == [JGTUO]FE (0,z) (0,2) €[0,2m) x (0,29),
0 0

3(0,0) =0, (92)
30(2)(9, 20) = 0.

Solving this problem we obtain the function ¢3(6,z) and thus, the complete expression of
U?(R,0,z). Finally, employing (89) we write the problem satisfied by u? outside the layer
as two uncoupled problems

AuiQnt =0 in O,
ul, (7“0 - g,ﬂ,z) = 3(0, 2),
ul, =0 on 00N 0Q,.
(93)
Augxt = 0 in ngt?
ude (ro+5.0.2) = G106, 2),
ul, =0 on 9INNINE,,.

Terms of order three

We consider Problem (87) for U*

1 -11
ORU (R.0.2) = ~020%(0.2) ~ moReh0.)  Re (Sg).
0

1
6'\OaRUvAL <_2767 Z) = Uintanuiont (TO - %797 Z) )

i 1
RR n° 8998 GoORU* (2,07 z) = aextanugxt (7“0 + %, 0, Z) .
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We deduce that the solution to this equation has the form

UYR,0,2) = aio [00,u° ] (@, Z)R + % {oanu bpe (0,2 YR+ ©3(0, 2).

Then, we employ (88) and we build the followmg problem for 3

82 (9 2) —|— 39@0( z)=— = {a@nuo}rg (0,2) (0,2) €]0,2m) x (0, zp),
oTo
4
©0(6,0) =0, (94)
@8(977:0) =0.

Solving this problem we obtain the function (3(6,2), and thus, the complete expression of
U?(R,0,z). Finally, employing (89) we write the problem satisfied outside the layer by u?
as two uncoupled problems

Aud, =0 in  Qf,,
1
u?nt (TO - 57972> = U3 <_2597Z) )
uf’nt =0 on 90N ON,,.
(95)
Au, =0 in Q.
e
gxt (r0+ t9z>:U‘3 (2,9,2),
ul, =0 on 00N ON,,.

Recapitulation of the asymptotic expansion

Proposition 6. The asymptotic expansion (81), has the following form

Uine(r, 0, 2) = umt(r 0,z)+¢ umt(r 0,z) +¢ umt(r 0,z) —|—O( ) mn QF

int)

uewt<ra 03 Z) = ugzt(r 0 Z) +e uezt(r 0 Z) +e uemt(r’ 9’2) + 0 (54) in S0

ext?

11
U (R,0,2) = £%¢3(0,2) + €245 (0, 2) + O (%) " (_2’2)

x [0, 27) x (0, 20),

where functions u®, u?, u3, 3, and p3 are defined by Equations (90), (93), (95), (92), and (94)
respectively. For k € N, the solution U* to Equation (87) has the following form

0 if k=01,
©t(8,2) if k=23,
UM (R, z) =
k—2 )
S k0, 2)Rif k>4,
=0
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Proof. We conduct the proof by induction on k. For & = 0,1,2,3, we have already calculated
the expressions of «* and U* in the previous section. Now let us assume that for any number
1 € N, such that i < k, function U* has the form

Ui (Ra 0, Z) = @2—2(97 Z)RZ;z + 30273(97 Z)RZ;S +.o.t Soli (0’ Z)R + 906(03 wz),

We begin by considering Problem (87) for U¥. Solving this problem we obtain a solution of
the form

U (R.0,2) = ¢f_o(0,2)R*"% + i _3(0,2)R" > + ...+ o1 (0, 2) R+ 5 (0, 2),
In the above expression of U* we find function V*, defined as
VE(R,0,2) = ¢ _5(0.2)R* 2 + ¢ _3(0,2)R*% + ... + 0} (6,2)R

at the first step of the algorithm.

A.2.3 First class of ITCs: equivalent models

Now that we know the expressions for the first terms of the expansion, we truncate the series
and we identify a simpler problem satisfied by

u® = feut 4. 4 efuF i Q5 UQL,
up to a residual term of order e¥*1. We neglect the residual term of order €**! to obtain an

approximate model satisfied by function ul¥. We formally derive three approximate models of
second, third, and fourth order respectively.

Second-order model

For deriving the model of order two, we truncate the series from the second term and we define
u®) as
U Qs

(1) _,,0 1_,0 : €
w =u +ew =u in Y ot

ot (see Proposition 6).

From (90), we deduce that u(") solves the following uncoupled problem
UintAui(it) = fillt in ant’

M _ g on 90E

Uing int -

(96)

1) _ : e
Oext Auext; = fext m Qext s

W _,

ext —

on O90°

U ext”

In this case, we have ul!) = «() as u(!) does not depend on . We infer a second-order model

satisfied by ul!l solution to Problem (96).

Third-order model
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For deriving the model of order three, we truncate the series from the third term and we define

u® as

u? =ul eut + 2 =u’ 42 in Q5 UQS (see Proposition 6).

ext

From (90), (91), and (93) we deduce that u(® satisfies the following equations

O'intAui(ig = fint in anw
O—extAuggg = fext in ngt’
{u@)} =0,
FE
Ar {u@)} = —€2i [00,u°]
Ie 80 Le
u® =0 on JQNINE.

where Ar = 82 + £ 92. Following the same procedure as in Section 2.2 we obtain the following
z re 6 g

third-order asymptotic model for u/?

O—intAui[il = fint in ignt7
UextAu([j(]t = fext in ngm

(2] —

[«2] =0, (97)
1
(2] — 2= (2]
Ar {u }rs c 0o [Uaﬂu }FE
ul =0 on O0NOANE.

Fourth-order model

For deriving the model of order four, we truncate the series from the fourth term and we define
3)
u'®) as

u® =u® feut + et 4+ 3ud =ul + 2+ in O, UQL, (see Proposition 6).

From (90), (91), (93), and (95), we deduce that u(® satisfies the following equations

(3) : €
Oint Auint = fint m Qint’

(3) : €
Oext AUgry = fexe in Q

ext?
{u(g)} =0,
FE

3 —
Ar {u( )}FE =9 Inria

u® =0 on 0Q2NINE,
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where
1 1
g= —528—0 [aanuo] re = 533—0 [a@nul]rs v {a@nuo}rg

Following the same procedure as in Section 2.2 we obtain the following fourth-order asymptotic
model for u!?!

UmtAUl[n]t = fint in Oy,
aextAuext = fext in Qg
A =0 (98)
Ar {U[S]}Fe - _;2) {a@nu[“ﬂ]ra B Eij“o {Uanu[g]}rs ’
uBl =0 on 00NN

A.2.4 Second class of ITCs: construction of a multiscale expansion

In this section we show the asymptotic models we obtain when we write the asymptotic conditions
across the interface I We expand the solution in power series of €. Then, by truncating
this series and neglecting higher order terms in ¢, we derive approximate models coupled with
equivalent transmission conditions across interface I'. Since we use the same procedure as in the
previous sections, we will concentrate on presenting the obtained results, regarding the multiscale
expansion and the derivation of the asymptotic models. The domain where the approximate
models are defined is depicted at Figure 15. For deriving the equivalent models, we first use an
Ansatz in the form of power series of € for the solution to problems (78) and (80). We look for
solutions

Uint (7,0, 2) E efull (1,0, 2) in  Qf,,
k>0

Uext (7, 6, 2) E ebuk (r,0, 2) in Q.
k>0

11
UR,0,2)~ Y *U*(R,0,2 in ( ) x [0,27) x (0, z) .
( ) ;; ( ) 305 ) % [0,2m) x (0, 20)

where functions (uf,) ey and (ufy) wen are now defined in e-independent domains, contrary to
the first approach. We emphasize that the sequence (uf)), o (respectively (ubs), <) is defined
in Qg (respectively Qeyt) even if its associated series does not approach u in the thin layer. We
assume that for k € N, the terms uf, and u¥ , are as regular as necessary, we refer to [16] which
provides some regularity results. Then, we conduct a formal Taylor series expansion of the terms
ul re and ul re. of the series, in order to write the transmission conditions across interface
I. We tperform the formal Taylor series expansion in the same way as formerly done in Section
3.1. Substituting this Ansatz and the formal Taylor series expansions into Equations (78) and
(80), and grouping the terms with the same powers in € together, for every k € N, we obtain the

ext
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A
F 1
E Qint Qext
’i‘\ y
hmmmmnes >
’ To RO

X

Figure 15: Sectioned domain for the asymptotic models of the second class.
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following set of equations in Qi and Qext
UintAuiknt = fint(sg in Qint; (1003)
Cexct AUE . = foxt O} in Qexct (100b)

and the following equations inside the layer

k—1 k-2
-R k—1 R k—1—2
RU" + R ,)C OrU' + (k—1— 1)7( LU+ 02U =0
=0 "0 1=0 o
. 11
in ——,— | x[0,27) x (0, 2), (101)
2°2
along with the following transmission conditions
F(-1) 1
Z 2141 a’jl fcntl (TO7 9, Z) = Uk (_27 97 Z) (9, Z) € [07 277) X (07 ZO);
i=0
; 1
Z 24 |8$L ]gxtl (T07 9, Z) = Uk (2707 Z) (9, Z) € [07 277) X (07 ZO);
i=0
(102)
= !
Tint 507l O ul =4 (1,0, 2) = GoOpU" <—2,9,z) (0,2) € 10,2m) x (0, 20),
i=0
~ 1
Oext Z 5071 Oyl =4 (10,0, 2) = GoORU” <2,0,Z) (0,2) € 10,2m) x (0, 20),
and the following boundary conditions
uF(Ry,0,2) =0 (0,2) € 10,27) x (0, z0),
k _ .k _ _£ €
u(r,0,0) = u”(r,0,z0) =0 (r,0) € (O,ro 2) U (ro + Z,Ro) x [0, 27), (103)
k k 11
U*(R,0,0) =U"(R,0,20) =0 (R,0) € 55 % [0, 27).

Employing these equations ((100) - (103)), we determine the elementary problems satisfied out-
side and inside the layer for any k € N.

Proposition 7. Following a similar procedure as for the first class, we deduce that U’ = U' = 0.
Thus, the asymptotic expansion (99), has the following form

uint(ﬁ 97 Z) = uznt(r 0 Z) + Euznt(’r’ 9’ Z) + 0o (52) i QE

int’

Uegt(r, 0, 2) = u?nt(r 0,z)+ eu%t(r, 0,z)+ 0O (62) in Q%

el R0, = 0() in (—;;) % [0,27) % (0, 20),
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where the functions u® and u' satisfy the following problems

UintAu?nt = fint m tha
u?nt =0 on  0Qns,
(104)
O-ea;tAu(zzt = fe:z:t n Qezta
ugzt =0 on 0y,
and
CintDAuly, = fint in Qi
1 1 1
Uiy = ianumt on T
Uppy = 0 on 0 NOQ,
(105)
UeztAuizt = fezt mn Qezt;
1 1 1
Weopy = —iﬁnuwt on T
Ut =0 on  0Qey NON.

A.2.5 Second class of ITCs: equivalent models

Once we know the expressions for the first terms of the expansion, we truncate the series and we
identify a simpler problem satisfied by

u® =u feut + . 4 in Qg U Qe

up to a residual term of order ¥*!. We neglect the residual term of order **! to obtain an
approximate model satisfied by function u[*!. Here, we formally derive two approximate models
of order one and order two respectively.

First-order model

[0] :
UintAuint = fint n Qint»

o _

Ui on 0.

(106)

o _ :
UextAuext = fext mn Qext?

ugt = on O eyt.

Second-order model
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JintAui[llllg = fint in Qirlt;7
ul[i]t = ganul[jjt on T,
ul[lll]t =0 on 90N I ns.
(107)
JextAugc]t = fext in Qexta
= Sl o T
u([;(]t =0 on 00N ONext-
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