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#### Abstract

This paper develops a general solution framework based on aggregation techniques to solve NP-Hard problems that can be formulated as a circulation model with specific side constraints. The size of the extended Mixed Integer Linear Programming formulation is generally pseudo-polynomial. To efficiently solve exactly these large scale models, we propose a new iterative aggregation and disaggregation algorithm. At each iteration, it projects the original model onto an aggregated one, producing an approximate model. The process iterates to refine the current aggregated model until the optimality is proved.

The computational experiments on two hard optimization problems (a variant of the vehicle routing problem and the cutting-stock problem) show that a generic implementation of the proposed framework allows us to outperform previous known methods for the vehicle routing problem. For the cutting-stock problem, the method is not effective
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## 1. Introduction

Integer programming models based on network flows with side constraints have been successfully used to solve difficult NP-hard problems by $[6,12,13$, 15]. In such a model, there is a flow that goes through the arcs, visiting some nodes of the network in order to satisfy a given set of constraints. According to the specificities and the objective of each optimization problem, the network that models it may have quite different characteristics. Typically, these problems can be formulated as Mixed Integer Linear Programming (MILP) models, whose variables represent the flow that goes through each of the arcs in the graph. In network flow models designed for solving NP-hard problems, the number of nodes of the network is typically large and depends on the data values of the problem. Therefore, the size of the network is generally not polynomial with regards to the size of the data of the initial problem and neither is the MILP formulation.

To solve a MILP of such large size, an idea is to work on an aggregated network and thus produce an approximate instance of the flow problem. Model aggregation is a classical technique used in several fields of combinatorial optimization (see [17]). One of the most famous examples of aggregation is the state-space relaxation method of [5], and its generalizations (see for example [16]). In integer programming, the most generic aggregation method is the surrogate relaxation, introduced in [11]. In this method, the set of constraints of the original problem is replaced by a single constraint, which is obtained from a linear combination of the relaxed constraints.

Recently, there has been a surge of interest in aggregation techniques in the context of column generation. In [9, 8], the authors aggregate setpartitioning constraints and restrict the sets allowed in the model to those that are compatible with the aggregation. The aggregation is then dynamically updated to obtain the optimum of the column generation. In [2], aggregation is applied to a network design model: nodes are aggregated, and an ad-hoc scheme is proposed to disaggregate the current partition, based on min-cut algorithms.

The technique studied in this paper is rather different. It is based on scaling techniques applied to pseudo-polynomial extended MILP formulations. To our knowledge, such aggregation algorithms were applied to network flow
models for the first time in [14]. The authors proposed an aggregation algorithm to solve a vehicle routing problem with multiple routes using a timeindexed model. The basic idea is to use a partial discretization and dynamically refine the model by adding new discretization points. This aggregation method was further analyzed by [19]: some theoretical results were proposed, but no clues were given for a practical generic implementation. Similarly to [14] and [19], [3] recently addressed a network design problem using iterative disaggregation techniques in which a scaling algorithm is applied to a pseudopolynomial formulation. This latter work confirms that iterative scaling is a very effective tool for problems which can be modelled using integer models based on network flows.

In this paper, we propose a general solution framework, the Iterative Aggregation and Disaggregation Algorithm (IADA), which extends the previous method proposed in [14] and [19]. IADA can be applied to large scale arcflow/circulation models characterized by nodes that correspond to values in a given scale, and arcs that cover elements of a set. An important aspect of our work is its generality. Whereas all aggregation procedures described in previous studies on network-flow problems focus on specific applications, our method applies to a general family of min-cost circulation models which can in turn be applied to a large set of applications. It is based on a given scaling function, which is applied to the arcs' heads and tails. The scaling function determines the level of aggregation as well as the quality of the approximation. It only modifies the possibility of either combining, or not combining, the arcs into feasible paths. As a consequence, a solution that satisfies the side constraints for the original model is obtained directly from the aggregated model. The only question that arises is whether or not the solution respects the flow-conservation constraints. When this is not the case, the method iteratively disaggregates the network until convergence is proved.

Our computational experiments on two hard combinatorial optimization problems (a variant of the vehicle routing problem and the cutting-stock problem) show that a generic implementation of our framework allows us to outperform previously studied methods.

The paper is organized as follows. In Section 2, we define our minimum cost circulation model, and in Section 3 we provide theoretical results related to our aggregation scheme. Section 4 describes the general framework for iterative aggregation and disaggregation of flow/circulation models. In Section 5, we describe two practical problems that can be solved with this algorithm, and present our computational results. Finally, some conclusions
are drawn in section 6 .

## 2. Minimum cost circulation integer models

In this section, we describe the class of integer linear models studied in this paper, and describe precisely two instances of such formulations. Throughout the paper, we use the following notation. Let $\mathcal{I}$ be a set of elements (representing customers, items, jobs, $\ldots$, etc.) and $\mathcal{V}=\{0, \ldots, W\}$ be the ordered set of nodes representing values in a given scale (time, position, ..., etc.). Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a directed acyclic multigraph, where $\mathcal{A}$ is the set of arcs, $s: \mathcal{A} \rightarrow \mathcal{V}$ assigns to each arc its tail, $t: \mathcal{A} \rightarrow \mathcal{V}$ assigns to each arc its head, $e: \mathcal{A} \rightarrow \mathcal{P}(\mathcal{I})$ associates each $\operatorname{arc} a$ to a subset $e(a) \subseteq \mathcal{I}$, and $c: \mathcal{A} \rightarrow \mathbb{R}$ associates $a$ to its cost. Set $e(a)$ represents the elements of $\mathcal{I}$ covered by arc $a$. We assume that $s(a) \leq t(a), \forall a \in \mathcal{A}$, except for a special arc $a^{*}$ of tail $W$ and head 0 . The element $i^{*} \in \mathcal{I}$ covered by $a^{*}$ is a dummy element that we will use in our model. To simplify the notation, we may refer to an arc $a$ by the triple $(s(a), t(a), e(a))$. The source of the network is node 0 , and its sink is node $W$. Set $\mathcal{A}$ contains also $\operatorname{arcs}\left(v, v^{\prime}, \emptyset\right)$, for all $v \in \mathcal{V} \backslash\{W\}, v^{\prime} \in \mathcal{V} \backslash\{0\}$, where $v$ and $v^{\prime}$ are any two consecutive nodes of $\mathcal{V}$. These arcs do not cover any element of $\mathcal{I}$ and are called dummy arcs. These arcs have a cost equal to zero, and thus can be used to complete paths when regular arcs are not sufficient to build a path from 0 to $W$. For each $i \in \mathcal{I}, \mathcal{A}(i) \subseteq \mathcal{A}$ denotes the subset of arcs covering element $i$ (i.e., $\mathcal{A}(i)=\{a \in \mathcal{A}: i \in e(a)\})$. A circulation $x$ in graph $G$ covers an element $i \in \mathcal{I}$ if $x_{a}>0$ for some $a \in \mathcal{A}(i)$.

We focus on a specific class of integer models that can be described as a minimum-cost circulation problem with linking bound constraints. The model takes as an input a multigraph $G$, and lower and upper bounds $\ell_{i}, u_{i} \in$ $\overline{\mathbb{R}} \equiv \mathbb{R} \cup\{-\infty,+\infty\}$ for all elements $i \in \mathcal{I}$. We use variables $x_{a}, \forall a \in \mathcal{A}$, which correspond to the flow going through the $\operatorname{arcs}$ of $\mathcal{A}$. The min-cost circulation model can thus be written as follows.

$$
\begin{array}{lr}
\text { min } \sum_{a \in \mathcal{A}} c(a) x_{a} & \\
\text { s.t. } \quad \ell_{i} \leq \sum_{a \in \mathcal{A}(i)} x_{a} \leq u_{i}, & \forall i \in \mathcal{I}, \\
\sum_{\substack{ \\
a^{\prime} \in \mathcal{A}: s\left(a^{\prime}\right)=v}} x_{a^{\prime}}=\sum_{a \in \mathcal{A}: t(a)=v} x_{a}, & \forall v=0, \ldots, W \\
x_{a} \in \mathbb{N}, & \forall a \in \mathcal{A} \tag{4}
\end{array}
$$

Note that the flow going through arc $a^{*}$ represents the value of the circulation. This value can be fixed by setting $\ell_{i^{*}}=u_{i^{*}}$.

In the remainder of the paper, for a multigraph $G$, an element set $\mathcal{I}$, and two bound vectors $\ell, u \in \overline{\mathbb{R}}^{|\mathcal{I}|}$, we will denote the model (1)-(4) applied to this data as $X(G, \ell, u, \mathcal{I})$, and the optimal value of model $X(G, \ell, u, \mathcal{I})$ as $\operatorname{val}(G, \ell, u, \mathcal{I})$.

In order to show the generality of this model and illustrate the notations above, we describe two examples that represent two very different applications that can be modelled with (1)-(4): a routing problem and a packing problem.

### 2.1. The vehicle routing problem with multiple trips

Our first example, taken from [14], is a routing problem where $K$ vehicles perform several small routes during the same planning period (workday). In this problem, the goal is to lexicographically maximize the number of customers visited and minimize the total distance travelled. The deliveries must be performed during a workday lasting $W$ units of time. The customers can only be served during a given time window.

Let $\mathcal{I}$ be the set of customers to visit. Each possible route $r$ is characterized by a sequence $\mathcal{J} \subseteq \mathcal{I}$ of customers, a duration length $(r)$ and a global time-window $\left[d_{r}^{-}, d_{r}^{+}\right.$] deduced from the individual time-windows of the served customers. The network $G$ is constructed as follows: the node set $\mathcal{V}$ corresponds to time instants $\{0, \ldots, W\}$ of the workday, and the arcs of $\mathcal{A}$ correspond to the different possible (precomputed) routes. Each route $r$ is modeled in the network as a list of $\operatorname{arcs} a_{d}=(d, d+\operatorname{length}(r), \mathcal{J})$, $d \in\left[d_{r}^{-}, d_{r}^{+}\right]$, representing the selection of the route that goes through $\mathcal{J}$, beginning at time $d$ and finishing at time $d+$ length $(r)$. Therefore, a path
supporting a unit flow represents the workday of a vehicle. The cost $c(a)$ of an arc is computed as follows: let $r_{a}$ be the route related to arc $a$, length $\left(r_{a}\right)$ its length, and $n\left(r_{a}\right)$ the number of customers serviced by route $r_{a}$. The cost of arc $a$ is $c(a)=$ length $\left(r_{a}\right)-M * n\left(r_{a}\right)$, where $M$ is a large constant integer value. For each customer $i \in \mathcal{I}$, we set the bounds as follows: $\ell_{i}=0$ and $u_{i}=1$. To take into account the constraint on the number of vehicles, we set $u_{a^{*}}=K$ and since using a vehicle has no additional cost, we set $c\left(a^{*}\right)=0$.

### 2.2. The cutting-stock problem

We also consider the cutting-stock problem, where an integer flow of minimum value has to cover the whole set of elements. The corresponding model, with a different formalism, is used in [6]. In this problem, there is a set $\mathcal{I}$ of items $i$, each of size $w_{i} \in \mathbb{N}$ and demand $\ell_{i} \in \mathbb{R}$, and a unique size $W \in \mathbb{N}$ of a bin. The goal is to find the minimum number $z$ of bins needed to pack $\ell_{i}$ times each item $i$ of $\mathcal{I}$.

The multigraph is built as follows. There is one node $v$ for each position $\{0,1, \ldots, W\}$ in the bin. For each item $i$, the corresponding arc set $\mathcal{A}(i)$ is built as follows: for $j=0, \ldots, W-w_{i}$, add an arc $\left(j, j+w_{i}, i\right)$ that covers only $i$. For each element $i \in \mathcal{I}$, the bounds are computed as follows. The values $\ell_{i}$ are those defined in the original cutting-stock problem, and $u_{i}=+\infty$, $\forall i \in \mathcal{I}$. The cost of each arc $a \in \mathcal{A}$ is 0 , except for arc $a^{*}$, whose cost is 1 . Since the number of bins is not limited, we set $\ell_{a^{*}}=0$ and $u_{a^{*}}=+\infty$. The objective is to minimize the value of the circulation. Practically speaking, many arcs can be removed by preprocessing using dominance rules. These rules are described precisely in [6].

## 3. Aggregation of network flow models

In this section, we formally introduce the concept of aggregation applied to our network circulation model. We consider two types of aggregation: heuristic and conservative. In the first case, some valid paths are not valid anymore, and solving the model obtained leads to a heuristic solution. In the second case, some paths are added to the model, and thus a relaxation is obtained.

We generalize the results of [19], which made two distinct cases of profit maximization and cardinality cover. As explained above, these two cases can both be expressed as a minimum-cost flow problem with linking bounds.

### 3.1. Aggregation

We now give the basic definitions that are used throughout the paper. The three following definitions are modified versions of those from [19]. More precisely, we define more formally the notion of valid aggregation. We first define the notion of discretization function, which allows the projection of a discrete set onto another one. We only consider non-decreasing functions, since they may otherwise break the structure of the model. Without any loss of generality, we will assume that the target set $\mathcal{S}$ of the discretization is a subset of the initial set $\mathcal{V}$.

Definition 1 (discretization function). For a given discrete node set $\mathcal{V}=$ $\{0, \ldots, W\}$, and a target set of discrete values $\mathcal{S} \subseteq \mathcal{V}$ such that $\{0, W\} \subseteq \mathcal{S}$, a discretization function $\rho$ is a non-decreasing function defined from $\mathcal{V}$ to $\mathcal{S}$.

An aggregation of a multigraph is obtained by applying two discretization functions to the two extremities of each of its arcs.

Definition 2 (aggregated network). Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a network flow multigraph and $\left(\rho_{1}, \rho_{2}\right)$ be a pair of discretization functions defined from $\mathcal{V}$ to $\mathcal{S}$. The aggregated network associated to the aggregation function $\Psi=$ $\left(\rho_{1}, \rho_{2}\right)$ is computed as follows: $\Psi(G)=\left(\mathcal{S}, \mathcal{A}, \rho_{1} \circ s, \rho_{2} \circ t, e, c\right)$. Aggregation $\Psi$ is valid if for any pair of consecutive values $v$ and $v^{\prime}$ in $\mathcal{S}$, there exists a dummy arc $a \in \mathcal{A}$ such that $\rho_{1} \circ s(a)=v$ and $\rho_{2} \circ t(a)=v^{\prime}$.

Note that the aggregated network may contain loops, i.e. when $\rho_{1} \circ s(a)=$ $\rho_{2} \circ t(a)$. This is generally bad for the method. However, depending on the side constraints, useful information can still be obtained from the aggregated network when loops are created.

The basic idea of this paper is to work on an aggregated model $X(\Psi(G), \ell, u, \mathcal{I})$, which is hopefully easier to optimize, since it has fewer constraints and variables. Theoretically, such an aggregation only reduces the number of nodes (and thus the number of constraints in the corresponding min-cost circulation models), and not the number of arcs (variables). Practically speaking, after aggregation many arcs covering the same set of elements will have the same tail and head. Therefore, only one replication will be kept, reducing the number of arcs/variables. For the sake of simplicity, our theoretical characterization of aggregation will not consider this arc reduction phase, which does not modify the optimal value of the model. In our framework, aggregation is used to compute iteratively primal bounds, and dual bounds that
converge towards the optimum. Therefore, we will only consider aggregations that lead to an over-constrained model, or to a relaxation.

Definition 3 (conservative and heuristic aggregations). Let $\Psi=\left(\rho_{1}, \rho_{2}\right)$ be an aggregation function, where $\rho_{1}$ and $\rho_{2}$ are defined from $\mathcal{V}$ to a given set $\mathcal{S} \subseteq \mathcal{V}$. We say that $\Psi$ is a conservative aggregation if for any pair of arcs $a_{1}$ and $a_{2}, t\left(a_{1}\right) \leq s\left(a_{2}\right)$ implies that $\rho_{2} \circ t\left(a_{1}\right) \leq \rho_{1} \circ s\left(a_{2}\right)$. Similarly, $\Psi$ is a heuristic aggregation if for any pair of arcs $a_{1}$ and $a_{2}, \rho_{2} \circ t\left(a_{1}\right) \leq \rho_{1} \circ s\left(a_{2}\right)$ implies that $t\left(a_{1}\right) \leq s\left(a_{2}\right)$.

Without loss of generality, in the remainder of this paper, we will consider only discretization functions $\rho$ such that $\rho(0)=0$ and $\rho(W)=W$.

Obviously, if one solves exactly the model obtained after a heuristic aggregation, a feasible solution is found. On the other hand, any dual bound for the problem obtained using the conservative aggregation is also a dual bound for the initial model. To illustrate the notions of conservative and heuristic aggregations, consider the two following discretization functions, $\rho^{-}$and $\rho^{+}$, defined from $\mathcal{V}$ to a given target set $\mathcal{S}$, where $\rho^{-}(v)=\max \{p \in \mathcal{S}: p \leq v\}$ and $\rho^{+}(v)=\min \{p \in \mathcal{S}: p \geq v\}$, for all $v \in \mathcal{V}$. Function $\Psi_{h}=\left(\rho^{-}, \rho^{+}\right)$is a heuristic aggregation and function $\Psi_{c}=\left(\rho^{-}, \rho^{-}\right)$is a conservative aggregation. In the following, $\operatorname{Id}=\left(\rho^{=}, \rho^{=}\right)$represents the identity aggregation function, where $\rho^{=}(v)=v$. By definition, the identity aggregation is both heuristic and conservative.

We now give a new and more precise characterization of the combinations of discretization functions that produce a conservative aggregation.

Lemma 1. Let $\rho_{1}$ and $\rho_{2}$ be two valid discretization functions defined from set $\mathcal{V}$ to set $\mathcal{S} \subseteq \mathcal{V}$. A valid aggregation $\Psi=\left(\rho_{1}, \rho_{2}\right)$ is conservative if and only if $\rho_{2}(v)=\rho_{1}(v), \forall v \in \mathcal{V}$, and $\rho_{1}$ is surjective.

Proof. Necessary condition: consider the path $\mu=a_{1}, \ldots, a_{k}$ composed of all dummy arcs. If $\exists v \in \mathcal{V}$ such that $\rho_{2}(v) \neq \rho_{1}(v)$ then $\exists j \in\{1, \ldots, k\}$ such that $t\left(a_{j}\right)=s\left(a_{j+1}\right)$ and $\rho_{2} \circ t\left(a_{j}\right) \neq \rho_{1} \circ s\left(a_{j+1}\right)$. If $\rho_{2} \circ t\left(a_{j}\right)>\rho_{1} \circ s\left(a_{j+1}\right)$, $\Psi$ is clearly not conservative. If $\rho_{2} \circ t\left(a_{j}\right)<\rho_{1} \circ s\left(a_{j+1}\right)$, we can conclude that $\Psi$ is not valid because there cannot be a dummy arc between $\rho_{2}(v)$ and its successor in $\mathcal{S}$. Suppose such an arc $a_{p}$ exists. This arc $a_{p}$ satisfies $\rho_{1} \circ s\left(a_{p}\right)=\rho_{2} \circ t\left(a_{j}\right)<\rho_{1} \circ s\left(a_{j+1}\right)$, which implies that $p<j+1$ (because $\rho_{1}$ is non-decreasing). This arc $a_{p}$ also satisfies $\rho_{2} \circ t\left(a_{p}\right)>\rho_{2} \circ t\left(a_{j}\right)$, which implies that $p>j$ (because $\rho_{2}$ is non-decreasing). Therefore, there cannot
be such an arc, and $\Psi$ cannot be valid. If $\rho_{1}$ is not surjective, then there are nodes $v \in \mathcal{S}$ such that there is no dummy arc going in or out of $v$.

Sufficient condition: for any pair of arcs $a_{1}$ and $a_{2}$ such that $t\left(a_{1}\right) \leq s\left(a_{2}\right)$, since $\rho_{1}$ is increasing, we obtain $\rho_{2} \circ t\left(a_{1}\right)=\rho_{1} \circ t\left(a_{1}\right) \leq \rho_{1} \circ s\left(a_{2}\right)$, which is the conservative aggregation condition. The fact that $\rho_{1}$ is surjective and increasing directly implies that for any consecutive pair of nodes $v, v^{\prime} \in \mathcal{S}$, there is an arc $a$ such that $\rho_{1} \circ s(a)=v$ and $\rho_{1} \circ t(a)=v^{\prime}$.

### 3.2. Approximations and bounds

We start this section by defining the notions of conflict graph and conflictdifference graph, initially proposed in [19]. They use the notion of conflict between two arcs. Two arcs are said to be in conflict if they cannot be used in the same path. This allows us to give a bound for the ratio between the optimal solution values of the non-aggregated and aggregated models. We need them in the next section to design strategies for computing a suitable initial aggregation.

Definition 4 (conflict between two arcs). Two arcs $a_{1}$ and $a_{2}$ are in conflict in graph $G$ if $\left[s\left(a_{1}\right), t\left(a_{1}\right)\right] \cap\left[s\left(a_{2}\right), t\left(a_{2}\right)\right] \neq \emptyset$.

Definition 5 (conflict graph). Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a multigraph. The conflict graph associated to graph $G$ is the interval graph $\widehat{G}=(\mathcal{A}, \mathcal{C})$ such that the edge $\left\{a_{1}, a_{2}\right\}$ belongs to $\mathcal{C}$ iff arcs $a_{1}, a_{2} \in A$ are in conflict in graph $G$.

Definition 6 (conflict difference graph). Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a network flow multigraph and $\Psi^{+}$and $\Psi^{-}$be two aggregation functions such that $\mathcal{C}^{-}$, the arc set of $\widehat{\Psi^{-}(G)}$, is a subset of $\mathcal{C}^{+}$, the arc set of $\widehat{\Psi^{+}(G)}$. The conflict difference graph of graph $G$ related to $\Psi^{+}$and $\Psi^{-}$is the graph $\widehat{G}\left(\Psi^{+}, \Psi^{-}\right)=\left(\mathcal{A}, \mathcal{C}^{+} \backslash \mathcal{C}^{-}\right)$.

The conflict difference graph represents the conflicts present in $\Psi^{+}(G)$ but not in $\Psi^{-}(G)$. If $\Psi^{+}$is an heuristic aggregation, the set of conflicts of $\Psi^{+}(G)$ contains the set of conflicts of graph $G$ : the conflict difference graph is thus $\widehat{G}\left(\Psi^{+}, I d\right)$. Similarly, a conservative aggregation removes conflicts without creating any. If $\Psi^{-}$is a conservative aggregation, the conflict difference graph is $\widehat{G}\left(\operatorname{Id}, \Psi^{-}\right)$.

Let us consider two examples of cardinality cover minimization problems, whose original multigraphs are illustrated in Figures 1.a) and 2.a), and the


Figure 1: Conservative aggregation. Subfigure $a$ ) is the original multigraph $G$, with its conflict graph $c$ ). Subfigure $b$ ) is the aggregated multigraph obtained using $\mathcal{S}=\left\{0, \mathcal{S}_{i}, \mathcal{S}_{j}, W\right\}$, with the corresponding conflict graph $d$ ). The conflict difference graph is $e$ ).
conservative and heuristic aggregation functions $\Psi_{c}=\left(\rho^{-}, \rho^{-}\right)$and $\Psi_{h}=$ $\left(\rho^{-}, \rho^{+}\right)$, respectively. Figures 1.b) and 2.b) represent the aggregated models when $\Psi_{c}$ and $\Psi_{h}$ are applied, and Figures 1.c), 2.c) and 1.d), 2.d) represent the corresponding conflict graphs. The conflict difference graphs of $G$ and $G^{\prime}$, related to the original and aggregated multigraphs, are represented in Figures 1.e) and 2.e) respectively. In graph $G$, the minimum number of paths that cover all arcs is equal to 3 , while in $\Psi_{c}(G)$ it is equal to 2 . This happens as a number of conflicts was removed (Figure 1.e). For example, a path composed of arcs $a_{1}, a_{2}$ and $a_{3}$ is feasible in the aggregated model but not in the original one. On the other hand, in $G^{\prime}$, the minimum number of paths that cover all arcs is equal to 2 , while in $\Psi_{h}\left(G^{\prime}\right)$ it is equal to 3 . This time, a number of conflicts was added (Figure 2.e). For example, a path composed of arcs $a_{1}, a_{3}$ and $a_{5}$ is feasible in the original model, but not in the aggregated one.

The cliques in conflict-difference graphs play an important role in the remainder of this section. This role is described in the following lemma, which is a rewriting of a lemma by [19].

Lemma 2. For two given aggregation functions $\Psi^{+}$and $\Psi^{-}$and a network flow multigraph $G$, let $\omega\left(\Psi^{+}, \Psi^{-}\right)$be the size of the maximum clique


Figure 2: Heuristic aggregation. Subfigure $a$ ) is the original multigraph $G$, with its conflict graph $c$ ). Subfigure b) is the aggregated multigraph obtained using $\mathcal{S}=\left\{0, \mathcal{S}_{i}, \mathcal{S}_{j}, W\right\}$, with the corresponding conflict graph $d$ ). The conflict difference graph is $e$ ).
in $\widehat{G}\left(\Psi^{+}, \Psi^{-}\right)$. Let $\mathcal{A}^{\mu}$ be the arc set supporting a $0 W$-path $\mu$ in $\Psi^{-}(G)$. At most $\omega\left(\Psi^{+}, \Psi^{-}\right) 0 W$-paths are necessary in $\Psi^{+}(G)$ to cover the arcs of $\mathcal{A}^{\mu}$.

Lemma 2 allows us to determine the approximation factors and worst-case performances obtained by using respectively a heuristic or a conservative aggregation in some specific cases. In the general case (i.e. random values of $c(a)$ ), no approximation ratio can be proved, since the optimal value may be zero and the problem is NP-hard. For some combinations of constraints, feasibility issues can occur: there may be a feasible solution after a conservative aggregation, while no such solution exists for the initial problem. The opposite can occur with a heuristic aggregation. However, in specific cases where maintaining feasibility is not an issue, it is possible to prove that the ratio between $\operatorname{val}(\Psi(G), \ell, u, \mathcal{I})$ and $\operatorname{val}(G, \ell, u, \mathcal{I})$ is bounded by $\omega(\Psi$, Id $)$. Since the clique size is not bounded by any constant in general, the approximation factor is not a constant value.

Proposition 1. Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a network, $\mathcal{I}$ a finite set of elements, and $\ell \in \overline{\mathbb{R}}^{|\mathcal{I}|}$, $u \in \overline{\mathbb{R}}^{|\mathcal{I}|}$ two vectors. Let also $\Psi_{h}$ be a heuristic aggregation and $\omega\left(\Psi_{h}, \mathrm{Id}\right)$ be the size of the maximum clique in $\widehat{G}\left(\Psi_{h}, \mathrm{Id}\right)$. If the two following conditions hold:

1. $c(a) \geq 0, \forall a \in \mathcal{A}$, or $c(a) \leq 0, \forall a \in \mathcal{A}$
2. $\ell_{i}=0, \forall i \in \mathcal{I}$ or $u_{i}=+\infty, \forall i \in \mathcal{I}$
then $\operatorname{val}\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)-\operatorname{val}(G, \ell, u, \mathcal{I}) \leq\left(\omega\left(\Psi_{h}, \mathrm{Id}\right)-1\right) *|\operatorname{val}(G, \ell, u, \mathcal{I})|$.
Proof. First, note that under the first assumption, if $\operatorname{val}(G, \ell, u, \mathcal{I})=0$, then the solution is a circulation of value zero (or using dummy arcs only). In this case, any heuristic aggregation will lead to this solution, and the proposition is true. In the following, we can assume without loss of generality that $\operatorname{val}(G, \ell, u, \mathcal{I}) \neq 0$,

Consider an optimal circulation for $X(G, \ell, u, \mathcal{I})$ such that the flow through $a^{*}$ is $z^{*}$. If this optimal circulation is feasible in $X\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)$, then the proposition directly follows. If it is not the case, we show how we can construct a feasible solution. We know that this circulation can be decomposed into $z^{*}$ circuits. Using Lemma 2, we know that the elements of each of these circuits can be covered by less than $\omega\left(\Psi_{h}\right.$, Id) circuits in $\Psi_{h}(G)$. The way a feasible solution for $X\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)$ is obtained depends on which part of condition 2 is true.

If $u_{i^{*}}=+\infty$, then the solution obtained by using $\omega\left(\Psi_{h}\right.$, Id $)$ circuits is directly feasible because it is always possible to increase the value of the circulation, and the other bound constraints are not modified. Without loss of generality, we assume that we are in the case $c(a) \geq 0, \forall a \in \mathcal{A}$, since the problem is otherwise unbounded. The additional cost of the heuristic solution is $\left(\omega\left(\Psi_{h}, \mathrm{Id}\right)-1\right) c\left(a^{*}\right)$ (the elements covered are the same). The worst case occurs when $c(a)=0, \forall a \in \mathcal{A} \backslash\left\{a^{*}\right\}$. In this case, the difference between the optimal value and this specific heuristic value is $\left(X\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)-\right.$ $1) \operatorname{val}(G, \ell, u, \mathcal{I})$. Since the optimal solution of $X\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)$ is better than this specific heuristic, one obtains $\operatorname{val}\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)-\operatorname{val}(G, \ell, u, \mathcal{I}) \leq$ $\left(\omega\left(\Psi_{h}, \mathrm{Id}\right)-1\right) * \operatorname{val}(G, \ell, u, \mathcal{I})$.

If $\ell_{i}=0, \forall i \in \mathcal{I}$, then we can drop some arcs to obtain a feasible solution. Without loss of generality, we assume that $c\left(a^{*}\right)=0$ (since it is always possible to use dummy arcs to increase the value of the circulation). Because it may happen that $u_{i^{*}} \in \mathbb{R}$, it may not be possible to use all these circuits. In the worst case, $z^{*}=u_{i^{*}}$. In this case, one can recover a valid solution by dropping at most $\left(\omega\left(\Psi_{h}, \mathrm{Id}\right)-1\right) z^{*}$ circuits. This is always possible under the assumption $\ell(i)=0, \forall i \in \mathcal{I}$. The worst case occurs when all circuits have the same value. In this case, one obtains $\operatorname{val}\left(\Psi_{h}(G), \ell, u, \mathcal{I}\right)-\operatorname{val}(G, \ell, u, \mathcal{I}) \leq$ $\left(\omega\left(\Psi_{h}, \mathrm{Id}\right)-1\right) *|\operatorname{val}(G, \ell, u, \mathcal{I})|$.

Similar results stand for the lower bounds. There is an additional condition to check in this case: the solution value must be different from zero.

Under the other conditions, this solution corresponds to a flow of value zero, or using dummy arcs only. In this case, the problem is trivial, thus the condition does not weaken the result.

Proposition 2. Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a network, $\mathcal{I}$ a finite set of elements, $\ell \in \overline{\mathbb{R}}^{|\mathcal{I}|}$ and $u \in \overline{\mathbb{R}}^{|\mathcal{I}|}$ two vectors. Let also $\Psi_{c}$ be a conservative aggregation and $\omega\left(\operatorname{Id}, \Psi_{c}\right)$ be the size of the maximum clique in $\widehat{G}\left(\operatorname{Id}, \Psi_{c}\right)$. If the three following conditions hold:

1. $c(a) \geq 0, \forall a \in \mathcal{A}$, or $c(a) \leq 0, \forall a \in \mathcal{A}$
2. $\ell_{i}=0, \forall i \in \mathcal{I}$ or $u_{i}=+\infty, \forall i \in \mathcal{I}$
3. $\operatorname{val}(G, \ell, u, \mathcal{I}) \neq 0$
then $\operatorname{val}(G, \ell, u, \mathcal{I})-\operatorname{val}\left(\Psi_{c}(G), \ell, u, \mathcal{I}\right) \leq\left(\omega\left(\operatorname{Id}, \Psi_{c}\right)-1\right) *|\operatorname{val}(G, \ell, u, \mathcal{I})|$.
Proof. The proof is similar to the proof of Proposition 1. Network $G$ is now the multigraph with the higher number of conflicts and $\Psi_{c}(G)$ the one with the lower number of conflicts since $\Psi_{c}$ is conservative. The only difference is that the property does not hold if $\operatorname{val}(G, \ell, u, \mathcal{I})=0$, because we cannot guarantee that the relaxation will not result in a negative cost.

We have shown that cliques in conflict difference graphs play a major role in the theoretical quality of the aggregation. We now state the accurate correspondence between cliques in the conflict difference graph $\widehat{G}\left(\Psi_{h}\right.$, Id $)$ and conflicts in the initial graph. For a given arc set $\mathcal{A}$, a scale $\mathcal{S}=\left\{\mathcal{S}_{1}, \ldots, \mathcal{S}_{k}\right\}$ and a value $j<|\mathcal{S}|-1$, let $\mathcal{A}^{j}=\left\{a \in \mathcal{A}: S_{j} \leq s(a) \leq S_{j+1}\right.$ or $\mathcal{S}_{j} \leq t(a) \leq$ $\left.\mathcal{S}_{j+1}\right\}$, i.e., $\mathcal{A}^{j}$ is the set of arcs with at least one extremity between $\mathcal{S}_{j}$ and $\mathcal{S}_{j+1}$. We use the classical notation $\widehat{G}\left[\mathcal{A}^{j}\right]$ for the subgraph induced by the vertex set $\mathcal{A}^{j}$ of $\widehat{G}$.

Lemma 3. Let $G=(\mathcal{V}, \mathcal{A}, s, t, e, c)$ be a network flow multigraph, $\mathcal{S}=$ $\left\{\mathcal{S}_{1}, \ldots, \mathcal{S}_{k}\right\} \subseteq \mathcal{V}$ and $\Psi_{h}=\left(\rho^{-}, \rho^{+}\right)$be a heuristic aggregation. Let $\eta^{j}$ be the set of stable sets in the conflict subgraph $\widehat{G}\left[\mathcal{A}^{j}\right]$, and $\chi\left(\Psi_{h}\right.$, Id $)$ be the set of cliques in $\widehat{G}\left(\Psi_{h}, \mathrm{Id}\right)$. There is a bijection between the set $\chi\left(\Psi_{h}, \mathrm{Id}\right)$ and the set $\bigcup_{j=1, \ldots, k-1} \eta^{j}$.

Proof. We first show that for each element of $\chi\left(\Psi_{h}\right.$, Id $)$, there is a unique element of the set $\bigcup_{j=1, \ldots, k-1} \eta^{j}$. Each clique $Q \in \chi\left(\Psi_{h}\right.$, Id $)$ is clearly related to
a unique stable set $\left\{a_{1}, \ldots, a_{p}\right\}$ of $\widehat{G}$ (otherwise there cannot be a clique in the conflict difference graph). Without loss of generality, we assume that the arcs are sorted by increasing values of tail. It remains to be shown that the stable set $\left\{a_{1}, \ldots, a_{p}\right\}$ associated to $Q$ is such that $\mathcal{S}_{j} \leq t\left(a_{1}\right) \leq s\left(a_{p}\right) \leq \mathcal{S}_{j+1}$ for a given $j$. Let us assume that this is not the case. This means that $t\left(a_{1}\right)<\mathcal{S}_{j}$ or $s\left(a_{p}\right)>\mathcal{S}_{j+1}$. In both cases, $\rho^{+} \circ t\left(a_{1}\right) \leq \rho^{-} \circ s\left(a_{p}\right)$ and therefore $a_{1}$ and $a_{p}$ cannot be in conflict in the aggregated multigraph, which contradicts the initial assumption. Therefore, all arcs of the stable set belong to $\widehat{G}\left[\mathcal{A}^{j}\right]$. Thus we have shown that each clique of $\chi\left(\Psi_{h}, \mathrm{Id}\right)$ is related to a unique stable set of $\eta^{j}$ for a given $j$.

Now let $\pi_{j}=\left\{a_{1}, \ldots, a_{p}\right\}$ for a given $j$ be a stable set of $\eta^{j}$. When the aggregation $\Psi_{h}$ is performed, the $\operatorname{arcs} a_{i}$ such that $\mathcal{S}_{j} \leq s\left(a_{i}\right) \leq t\left(a_{i}\right) \leq \mathcal{S}_{j+1}$ now connect $\mathcal{S}_{j}=\rho^{-} \circ s\left(a_{i}\right)$ and $\mathcal{S}_{j+1}=\rho^{+} \circ t\left(a_{i}\right)$ and thus their associated nodes form a clique in $\widehat{G}\left(\operatorname{Id}, \Psi_{h}\right)$. The possible unique arc $a_{i}$ of the set such that $s\left(a_{i}\right)<\mathcal{S}_{j} \leq t\left(a_{i}\right) \leq \mathcal{S}_{j+1}$ now connects the nodes $\mathcal{S}_{j^{\prime}}$ and $\mathcal{S}_{j+1}\left(j^{\prime}<j\right)$. Similarly, the possible unique arc $a_{i}$ of the set such that $\mathcal{S}_{j} \leq s\left(a_{i}\right) \leq \mathcal{S}_{j+1}<$ $t\left(a_{i}\right)$ now connects $\mathcal{S}_{j}$ and a node $\mathcal{S}_{j^{\prime}}$ such that $j^{\prime}>j$. Consequently these two possible arcs are in conflict with all other arcs of $\pi_{j}$ in the aggregated multigraph. Therefore, all arcs of this set form a clique in $\widehat{G}\left(\operatorname{Id}, \Psi_{h}\right)$.

Practically speaking, since the conflict graph is an interval graph, the maximum stable set in each graph $\widehat{G}\left[\mathcal{A}^{j}\right]$ can be computed in linear time. This lemma led us to design a method for computing an initial scale in our aggregation framework, together with the following proposition.

Proposition 3. Let $G$ be a network multigraph, $\Psi=\left(\rho_{1}, \rho_{2}\right)$ be a conservative aggregation, and $X(G, \ell, u, \mathcal{I})$ be a min-cost circulation model. A solution for the aggregated model $X(\Psi(G), \ell, u, \mathcal{I})$ may only be infeasible for $X(G, \ell, u, \mathcal{I})$ if there are two arcs $a$ and $a^{\prime}$ in the solution such that $\rho_{1} \circ t(a)=\rho_{1} \circ s\left(a^{\prime}\right)$.

Proof. Since $\rho_{1}$ is non-decreasing, $\rho_{1} \circ t(a)<\rho_{1} \circ s\left(a^{\prime}\right)$ implies $t(a)<s\left(a^{\prime}\right)$. Therefore, a path can use both $a$ and $a^{\prime}$ in $X(G, \ell, u, \mathcal{I})$. If $\rho_{1} \circ t(a)>\rho_{1} \circ s\left(a^{\prime}\right)$ then since the aggregation is conservative, no path can use both $a$ and $a^{\prime}$ in $X(G, \ell, u, \mathcal{I})$. Therefore, only the case $\rho_{1} \circ t(a)=\rho_{1} \circ s\left(a^{\prime}\right)$ remains and can lead to an infeasibility.

## 4. A general framework for iterative aggregation and disaggregation of network flow models

The proposed aggregation method is not static. Once a first aggregation has been performed, it is iteratively refined until an optimal solution is found. We now propose our general algorithmic framework, the Iterative Aggregation and Disaggregation Algorithm (IADA), which may be applied to any problem that can be formulated as our circulation model.

We designed two versions of our algorithm, depending on whether or not a heuristic aggregation is used. Figure 3 presents our general framework, where steps in grey are optional. The algorithm can be summarized as follows: given the original network flow model for the considered problem, an aggregated model is created. At each iteration, two aggregated flow models are solved, one corresponding to a relaxation (conservative aggregation) and the other to a restriction (heuristic aggregation) of the original problem. The conservative and heuristic aggregated models respectively provide a dual and a primal bound. At each iteration, the current model is updated by disaggregation of a subset of its nodes, in order to exclude the current solution in the subsequent iterations. The process iterates until either a feasible solution of the relaxed model is obtained or the gap between the dual and primal bounds is closed. Algorithm 1 summarizes our method. There are three main steps to consider in the algorithm: finding an initial scale of aggregated nodes, checking the feasibility of a solution and defining a disaggregation scheme.

### 4.1. Computing a suitable initial scale

On the one hand, considering an initial scale $\mathcal{S}$ with fewer elements implies having a smaller model, with fewer variables (arcs) and constraints (nodes). On the other hand, a coarser scale implies that the quality of the relaxation/heuristic obtained is weaker. Several methods can be used to determine this initial scale. Since the size of the model obtained is strongly correlated with the cardinality of $\mathcal{S}$, each of them is parameterized by a given integer $k$. We propose the following three generic methods to compute the initial scale.

The first generic method is called Regular Initial Scale (RIS). It does not rely on any information on the data. It consists of selecting the following set of values: $\mathcal{S}=\{0, k, 2 k, \ldots, W-(W \bmod k), W\}$. This aggregation is efficient when the data are uniformly distributed on the initial scale.


The second generic method is called Max Extremities (ME). It is inspired from Proposition 3. The idea is to keep the nodes with the largest number of incident arcs. They are computed as follows: the nodes in $\mathcal{V}$ are sorted by the decreasing number of incident arcs. The $k$ first nodes of the list and nodes 0 and $W$ are then selected. This aggregation is efficient when there are several vertices with a large number of in-going and out-going arcs.

The last generic method is called Max Crossing (MC). It is inspired from Proposition 1 and Lemma 3. The idea is to keep the nodes $v$ for which $s(a) \leq v \leq t(a)$ for as much arcs $a$ as possible. The target node set is computed as follows. Nodes $v \in \mathcal{V}$ are sorted by decreasing number of arcs $a$ such that $s(a) \leq v \leq t(a)$. The $k$ first nodes of the list and nodes 0 and $W$ are then selected. This aggregation avoids having a large number of arc tails or heads aggregated in the same node.

### 4.2. Feasibility checking

It is not straightforward to determine if a solution of the current aggregated model is feasible or not for the original one, since a solution of a network flow integer model corresponds to a set of arcs. We will now show that it is not straightforward to transform this set of arcs in the aggregated model into a set of valid paths in the original model.

We will now define precisely the feasibility checking problem. The solution of a network flow model is given by the values of flow variables on the arcs:
$\left\{x_{a}: a \in \mathcal{A}\right\}$, and the flow through arc $a^{*}$, that we denote by $z^{*}$. To ease the presentation, we introduce the following notation: for a given arc $a$, and a given aggregation $\Psi_{c}=\left(\rho^{1}, \rho^{2}\right)$, we note eq $(a)=\left\{a^{\prime} \in \mathcal{A}(e(a)): \rho^{1} \circ s(a)=\right.$ $\left.\rho^{1} \circ s\left(a^{\prime}\right), \rho^{2} \circ t(a)=\rho^{2} \circ t\left(a^{\prime}\right)\right\}$, i.e. the set of arcs that are equivalent to $a$ with respect to $\Psi_{c}$.

Problem 1 (Feasibility problem of an aggregated solution). Given a multigraph $G$, an aggregated multigraph $\Psi_{c}(G)$, and a circulation $\left\{x_{a}: a \in \mathcal{A}\right\}$ in $\Psi_{c}(G)$, the problem of feasibility checking involves determining if there exists a feasible circulation $\left\{\hat{x}_{a}: a \in \mathcal{A}\right\}$ for $G$, such that $\forall a \in \mathcal{A}, \sum_{a^{\prime} \in e q(a)} \hat{x}_{a^{\prime}}=x_{a}$.

To show that this problem is NP-hard, we reformulate it into a highmultiplicity scheduling problem.

Problem $2\left(P\left|r_{j}\right| \sum U_{j}\right)$. Let $\mathcal{J}$ be a set of activities $j$, each having a processing time $p_{j}$, a release date $r_{j}$, a deadline $d_{j}$ and a number of repetition $m_{j}$. We assume that all data are integer. The problem is to schedule the jobs of $\mathcal{J}$ on $M$ machines in such a way that each activity $j$ begins after $r_{j}$. If a job $j$ is late then $U_{j}=1$. The objective is to minimize the number of late jobs (i.e. the number of jobs $j$ ending after $d_{j}$ ).

This problem is strongly NP-hard, since it generalizes $P \| C_{\max }$, which is itself strongly NP-hard ([10]). From the feasibility problem, we construct the scheduling problem as follows: let $\Psi(G)=\left(\mathcal{S}, \mathcal{A}, \rho_{1} \circ s, \rho_{2} \circ t, e, c\right)$ be the current aggregated network. For each arc $a \in \mathcal{A} \backslash\left\{a^{*}\right\}$ such that $x_{a}>0$, we create an activity $a$ with a processing time $p_{a}=t(a)-s(a)$, a release date $r_{a}=\min \left\{s\left(a^{\prime}\right): a^{\prime} \in \operatorname{eq}(a)\right\}$ and a due date $d_{a}=\max \left\{t\left(a^{\prime}\right): a^{\prime} \in \mathrm{eq}(a)\right\}-p_{a}$. The repetition $m_{a}$ is set to $x_{a}$. The number of machines $m=|M|$ is set to $z^{*}$, the value of $x_{a^{*}}$. The answer to the feasibility problem is yes if there is a solution such that $\sum_{j \in \mathcal{J}} U_{j}=0$, and otherwise the answer is no.

### 4.2.1. A MIP formulation for the unit case

We propose a MIP formulation for the feasibility version of the $P\left|r_{j}\right| \sum U_{j}$ problem for the case where the multiplicity of each arc is one. In this case, $z^{*}$ is bounded by the number of arcs used, and an arc supports, at most, one unit of flow. Let $\mathcal{A}^{*}=\left\{a \in \mathcal{A}: x_{a}>0\right\}$ be the set of arcs that are used in the aggregated solution. If we find a solution with an objective value equal to $\left|\mathcal{A}^{*}\right|$ using this formulation, then the aggregated solution can be disaggregated to a feasible solution for the initial model. Each repetition of the same aggregated
arc will be disaggregated as the same arc. We introduce the following decision variables of the problem: for each activity $a, u_{a}$ represents its starting time. Let $\alpha_{a}^{k}, \forall k \in\left\{1, \ldots, z^{*}\right\}, \forall a \in \mathcal{A}^{*}$, be the binary variable that defines whether activity $a$ is assigned to machine $k$ or not. The binary variable $y_{a a^{\prime}}$ equals to one if and only if activity $a^{\prime}$ appears after activity $a$.

$$
\begin{array}{llr}
\max & \sum_{k=1}^{z^{*}} \sum_{a \in \mathcal{A}^{*}} \alpha_{a}^{k} & \\
\text { s. t. } & \sum_{k=1}^{z^{*}} \alpha_{a}^{k} \leq 1, & \forall a \in \mathcal{A}^{*}, \\
& -y_{a a^{\prime}}-y_{a^{\prime} a}+\alpha_{a}^{k}+\alpha_{a^{\prime}}^{k} \geq 1, & \forall a, a^{\prime} \in \mathcal{A}^{*}, k=1, \ldots, z^{*}, \\
& u_{a}+p_{a} \leq u_{a^{\prime}}+\left(W-r_{a^{\prime}}\right)\left(1-y_{a a^{\prime}}\right), & \forall a, a^{\prime} \in \mathcal{A}^{*}, \\
& \alpha_{a}^{k} \in\{0,1\}, & \forall a \in \mathcal{A}^{*}, \\
& y_{a a^{\prime}} \in\{0,1\}, & \forall k=1, \ldots, z^{*}, \\
& u_{a} \in\left[r_{a}, d_{a}\right], & \forall a, a^{\prime} \in \mathcal{A}^{*},  \tag{11}\\
& \forall a \in \mathcal{A}^{*} .
\end{array}
$$

The objective function (5) maximizes the number of activities assigned within their time windows, which is equivalent to minimizing the number of late activities. Constraints (6) ensure that each activity in $\mathcal{A}^{*}$ is assigned to at most one machine. Moreover, if two jobs $a$ and $a^{\prime}$ are scheduled on the same machine, either activity $a$ begins after the end of activity $a^{\prime}$ or the opposite occurs (7), while constraints (8) guarantee that the starting time of the activities are consistent with the $y_{a a^{\prime}}$ variables (the value $W-r_{a^{\prime}}$ plays the role of a "big $M$ "). Even though the problem is NP-hard, it can be solved efficiently (depending on the application problem) with the MIP formulation we propose. This is true since the number of arcs in a solution is typically small when compared with the total number of arcs in the original problem,

### 4.2.2. Heuristic method for the general case

In cases where the number of arcs in $\mathcal{A}^{*}$ is too large, or if their multiplicity is high, we need a fast constructive heuristic to check the feasibility of a solution. The main idea is to try to build $z^{*}$ feasible paths with the set of arcs in the solution. If the heuristic is able to build these paths, the solution is feasible. If not, we cannot prove its feasibility.

Treating each unit of flow independently leads to a large pseudo-polynomial number of paths in the solution. Therefore, the proposed heuristic (Algorithm 2) does not build each path individually, but rather builds paths with multiplicities. Let $A_{R}$ be the set of weighted arcs of $\mathcal{A}^{*}$, each arc $a$ with a residual multiplicity $m(a)$, which is initially equal to $x_{a}$. For any path $\mu$ under construction, we denote by $t(\mu)$ the head of this path, which corresponds to the head of the last arc in $\mu$, i.e. $t(\mu)=\max \{t(a): a \in \mu\}$. Let $\Gamma$ be a set of paths $\mu$, each with a multiplicity $m(\mu)$, equal to the flow going through that path. We will refer to the arcs of $\mu^{j}$ as $a_{1}^{j}, \ldots, a_{\left|\mu^{j}\right|}^{j}$. The arcs from $A_{R}$ are considered by non-decreasing tails. At each iteration, the first arc $a^{*}$ from $A_{R}$ is added to the compatible path with the largest value of head. A path $\mu^{j}$ is compatible with an arc $a_{i}$ if $t\left(\mu^{j}\right) \in\left[r_{a_{i}}, d_{a_{i}}\right]$. When an arc is appended to a path, its tail becomes not necessarily the tail it had in the solution, but the smallest possible tail of an equivalent arc in the non-aggregated model. When an arc $a$ is appended to a path $\mu$, the multiplicity of $a$ and $\mu$ are updated. If $m\left(a_{i}\right)>m\left(\mu^{j}\right)$, the flow going through $a_{i}$ in $\mu^{j}$ is $m\left(\mu^{j}\right)$. The multiplicity of $a_{i}$ is updated to $m\left(a_{i}\right)-m\left(\mu^{j}\right)$ in $A_{R}$. If, on the other hand, $m\left(a_{i}\right) \leq m\left(\mu^{j}\right), a_{i}$ is removed from $A_{R}$, and path $\mu^{j}$ is duplicated in two identical paths $\mu^{j}$ and $\mu^{|\Gamma|+1}$ such that $m\left(\mu^{j}\right)=m\left(a_{i}\right)$ and $\mu^{|\Gamma|+1}$ has the residual multiplicity. Then, $a_{i}$ is appended to path $\mu^{j}$. If a compatible path does not exist, a new path is created with an initial multiplicity $m\left(a_{i}\right)$ and $a_{i}$ is removed from $A_{R}$. If all arcs are successfully allocated to at most $z^{*}$ paths, the method returns "true". The complexity of this algorithm is independent of the number of repetitions of the arcs. It only depends on the number of $\operatorname{arcs}$ in $\mathcal{A}^{*}$.

Proposition 4. The complexity of Algorithm 2 is in $O\left(\left|\mathcal{A}^{*}\right|^{3}\right)$.
Proof. We first show that $|\Gamma| \leq\left|\mathcal{A}^{*}\right|$. In fact, we show that at any iteration of the algorithm, $|\Gamma|+\left|A_{R}\right| \leq\left|\mathcal{A}^{*}\right|$. At step 1 , in any case a unique path $\left\{a^{*}\right\}$ is created, and one arc is removed from $A_{R}$. Thus the property is initially true. Assuming that at a given step, $\left|A_{R}\right| \leq\left|\mathcal{A}^{*}\right|-|\Gamma|$, there are three possibilities.

1. $a^{*}$ is appended to a path $\mu^{j^{*}}$ such that $m\left(a^{*}\right) \geq m\left(\mu^{j^{*}}\right)$. In this case, $|\Gamma|$ and $\left|A_{R}\right|$ remain unchanged. Thus the property remains true after this step.
2. $a^{*}$ is appended to a path $\mu^{j^{*}}$ such that $m\left(a^{*}\right)<m\left(\mu^{j^{*}}\right)$. In this case, $a^{*}$ is removed from $A_{R}$, and a new path is created if $m\left(a^{*}\right)<m\left(\mu^{j^{*}}\right)$. Therefore, the property remains true.
3. $a^{*}$ cannot be inserted in any open path and a new path is created. In this case, $a^{*}$ is removed from $A_{R}$ and a unique new path is created. Therefore, the property remains true in this case.

Since $|\Gamma| \leq\left|\mathcal{A}^{*}\right|$, after a maximum of $\left|\mathcal{A}^{*}\right|$ iterations, arc $a^{*}$ is deleted from $A_{R}$ (either all its repetitions are allocated to existing paths, or a new path is created). Therefore, after a maximum of $\left|\mathcal{A}^{*}\right|^{2}$ iterations, all arcs are deleted from $A_{R}$ and the algorithm stops. Again, since $|\Gamma| \leq\left|\mathcal{A}^{*}\right|$, and since an arc cannot appear twice in a path, each execution of the while loop can be executed in $O\left(\left|\mathcal{A}^{*}\right|\right)$ (seeking the first compatible path, and copying a path are the two most expensive operations), leading to a total complexity of $O\left(\left|\mathcal{A}^{*}\right|^{3}\right)$. The cost $O\left(\left|\mathcal{A}^{*}\right| \log \left|\mathcal{A}^{*}\right|\right)$ for initially sorting the arcs is dominated by this cost. Therefore, the overall complexity of the algorithm is $O\left(\left|\mathcal{A}^{*}\right|^{3}\right)$.

### 4.3. Disaggregation schemes

When the model finds an infeasible solution, a disaggregation scheme must be applied. Generally, it consists of adding nodes to the current aggregated multigraph, in such a way that the previous solution is not repeated in the next iteration. Once the disaggregation is performed, the updated model is once again solved, and the whole process is iteratively repeated. These additional nodes correspond to values that do not belong to the current target set as they are aggregated in one of its nodes. Therefore, this procedure is designated as disaggregation.

A simple straightforward way of performing a disaggregation is to do it in a global and regular way. This means that an additional node is considered between every two consecutive nodes of the current scale. The disadvantage of this method is that it does not take into account the solution obtained by the model and may create nodes that are unnecessary. We call this disaggregation procedure Globally Regular Disaggregation (GRD).

Node disaggregation can also be performed locally. This means that the additional nodes to consider originate from the disaggregation of nodes whose aggregation is potentially causing the infeasibility of the current solution. Considering Proposition 3, given the current solution, only nodes that are both tails and heads of arcs used in the solution are considered relevant to disaggregate. This leads to the following procedure, which consists in selecting two of those nodes $v$ and $v^{\prime}$ that are contiguous in the current set $\mathcal{S}$. Then, given a parameter $r$, we add to $\mathcal{S}$ the set $\{v+k * r: k \in \mathbb{N}, v<$
$\left.v+k * r<v^{\prime}\right\}$. We call this procedure Locally Regular Disaggregation (LRD).

### 4.4. Convergence

Let $X(G, \ell, u, \mathcal{I})$ denote a flow model. Let $\mathcal{V}=\{0,1, \ldots, W-1, W\}$ be the set of nodes of graph $G$, and $X(\Psi(G), \ell, u, \mathcal{I})$ be the aggregate model where only the nodes in $\mathcal{S} \subset \mathcal{V}$ are considered. It is trivial that $\Psi^{\mathcal{V}}(G)=G$. In the following, we will consider that we use a non-degenerate disaggregation algorithm, i.e. if this algorithm is applied to a given set $\mathcal{S}$, it disaggregates at least one element of this set. Note that this can be done without loss of generality, since any disaggregation algorithm can be turned into a nondegenerate one by adding a random element of $\mathcal{V} \backslash \mathcal{S}$ to the output set $\mathcal{S}$.

Theorem 1. The Iterative Aggregation and Disaggregation Algorithm converges to an optimal solution in a finite number of iterations for any nondegenerate disaggregation scheme.

Proof. Let $k$ be the current iteration, with $x^{k}$ the optimal solution of model $X\left(\Psi^{\mathcal{S}^{k}}(G), \ell, u, \mathcal{I}\right)$, where $\mathcal{S}^{k}$ is the current set of nodes. If $\mathcal{S}^{k}=\mathcal{V}$ or $x^{k}$ is feasible for model $X(G, \ell, u, \mathcal{I}), x^{k}$ is optimal, since $X\left(\Psi^{\mathcal{S}^{k}}(G), \ell, u, \mathcal{I}\right)$ is a relaxation of $X(G, \ell, u, \mathcal{I})$. Thus, the method has converged. Otherwise, the method proceeds to the next iteration, with a consequent addition of $n_{k}>0$ new nodes to $\mathcal{S}^{k}$, in the disaggregation step. Consequently, it takes at most $W-\left|\mathcal{S}^{1}\right|$ iterations to reach an iteration $n$, where $\mathcal{S}^{n}=\mathcal{V}$, and thus to convergence.

## 5. Applications

As mentioned before, the exact solution algorithm we are proposing can be applied to a variety of problems that may be formulated as our min-cost circulation problem. The aim of our computational experiments is to assess the efficiency of the IADA. To do so, we compare the results of the original network flow model with the results of aggregated models within the frame of our algorithm. We also intend to compare the different approaches for the three main steps of the algorithm (finding an initial scale of aggregated nodes, checking the feasibility of a solution and defining a disaggregation scheme) that were proposed in Section 4. Many combinations of these approaches and their parameters can be used, and the results we present in this section represent a selection of them. This selection was based in some preliminary
tests, which are not reported in this paper. The algorithm was implemented in C++ and the network flow model was solved with ILOG CPLEX 12.6. The computational tests were run on a cluster of computers using one Quad-core Intel Xeon E5420 CPU with 2.5 GHz and 32 GB of RAM.

### 5.1. Vehicle routing problem (VRP) with time windows and multiple routes

We present some computational results concerning the application of the IADA to the VRP with multiple routes and Time Windows (MVRPTW, see Section 2). We conducted a set of computational experiments on benchmark instances from the literature. The considered instances are those of [18] adapted by [1] for the problem. They are divided into three different groups, according to the distribution of the customers' location, $R$ (randomly generated by a random uniform distribution), $C$ (clustered) or $R C$ (randomly generated and clustered). We take into account the first 40 customers of the considered instances. The maximum duration of a route $t_{\max }$ is fixed to 75 for instances $R C$ and $R$, and to 220 for instances $C$. The maximum length of a workday is respectively 960,1000 and 3390 for $R C, R$ and $C$.

Furthermore, we consider that the distances between customers are equal to the corresponding Euclidean distances, truncated to two decimal places and then multiplied by 100 , to obtain integers. Table 1 reports the computational results obtained for instances with 40 customers. The aggregation function used in our experiments is the conservative function $\Psi_{c}=\left(\rho^{-}, \rho^{-}\right)$. Four different values for the initial scaling factor were tested (500, 1000, 1500, 10000 ). If this value is equal to 500 and $|\mathcal{V}|$ is the number of nodes in the original network, then $|V| / 500$ nodes are used in the first aggregation. For each of these values, we tested the three different methods presented in Section 4.1 to compute the initial scale (RIS, ME, MC). As the number of arcs in a solution of the MVRPTW is very small when compared to the total number of arcs in the original problem, the feasibility checking is performed by solving the MIP formulation proposed in Section 4.2.1. Finally, the disaggregation scheme used (Section 4.3) is the local regular disaggregation (LRD), with a number of added nodes equal to 10 . The models were run with a time limit of 900 seconds. Columns $t$ of Table 1 report the time, in seconds, required to solve to optimality each of the models. A time equal to 900 seconds represents an instance where optimality was not proved within the defined time limit. Those instances for which the best found solution corresponds to the optimal solution are marked with an $\left(^{*}\right)$. Columns it of Table 1 report the number of iterations needed to find the optimal solution (including the first).

A value equal to one means that no disaggregation phase was performed. Instances for which no feasible solution was found within the time limit are marked with an (-). The last line reports the average time, in seconds, required to solve each group of instances, for those which were solved by all models. The non-aggregated model was tested, but no feasible solution was found within the time limit of 900 seconds for any of the instances. However, it is important to note that the distances between customers were truncated to two decimal places and then multiplied by 100 to obtain integers, which greatly increases the size of the model. In preliminary tests, the optimality of the solution for the MVRPTW was almost always proved by the feasibility checking, and so we apply the IADA described in Algorithm 1, without using the heuristic version.

Table 1: MVRPTW instances with 40 customers. The values on top of the table correspond with the aggregation factor used (i.e. the value by which the initial size is divided). The three methods RIS, ME, MC indicated as those of Section 4.1.


From Table 1, we can see that, as expected, the average number of iterations always grows for larger values of the initial scale aggregation factor, even though the maximum average number of iterations is 2.8 , and the maximum number of iterations for one instance is 8 . The average computational times almost always decrease, independently of the method being used (RIS, ME, or MC). In preliminary computational experiments, RIS almost always performs better for smaller problems, even though it tends to be dominated by the other methods as the scale factor grows. This may mean that as the size of the graph decreases, the more elaborate strategies tend to perform better. On the other hand, in Table 1 none of the three methods clearly dominates.

### 5.2. Cutting-stock problem

We will now consider the cutting-stock problem (see Section 2). We conducted a set of computational experiments on difficult benchmark instances from recent studies [4], which were also used recently in [7], to survey the best methods for solving the cutting-stock problem. We used the instances called ANI in [7] to perform our expriments. In preliminary tests, the optimality of the solution for the CSP was almost always proved by closing the gap, and so we apply the extended variant of IADA with the heuristic version. The aggregation functions used in our experiments are the conservative function $\Psi_{c}=\left(\rho^{-}, \rho^{-}\right)$and the heuristic function $\Psi_{h}=\left(\rho^{-}, \rho^{+}\right)$, where $\rho^{+}$and $\rho^{-}$are defined from $\mathcal{V}$ to $\mathcal{S}$ for different values of $|\mathcal{S}|$. The settings are the following: to compute $\mathcal{S}$, we used the Regular Initial Scale (RIS) with parameter values $|\mathcal{V}| / 2,|\mathcal{V}| / 5,|\mathcal{V}| / 10,|\mathcal{V}| / 50,|\mathcal{V}| / 100,|\mathcal{V}| / 200$, and $|\mathcal{V}| / 500$. Globally Regular Disaggregation (GRD) was used with parameter 1 (one point added between each consecutive infeasibilities). The heuristic checker (Algorithm 2) is used. We run each model for a maximum time of one hour. Each class of instances contains 50 instances. Testing the 250 instances with the 8 different versions of the algorithm amounts to almost 2000 hours of computing time. Note that we use the four cores of our processor, whereas only one core was used in [7].

The results obtained by our method does not allow to compete with state-of-the-art algorithm. The results are even worse than the ones obtained using the arc-flow formulation with no aggregation.

The first results that we had obtained seemed to indicate that the method had an excellent behaviour. This was due to a flaw in the computer implementation, and an early convergence of the algorithm.

Our conclusions for the cutting-stock problem is that for the hard instances proposed by [7], even removing a small subset of possible values in the scale decreases the value of the dual bound. Other techniques must be used for this kind of instances.

### 5.3. Analysis and comparison of the results for the MVRPTW and CSP

The method to find the initial scale and the disaggregation method that performed better for both applications were respectively RIS (Regular Initial Scale) and LRG (Locally Regular Disaggregation).

For the initial aggregation factor, the computational times for the MVRPTW decrease with its growth, whereas for the CSP the aggregation factor has to be chosen carefully depending on the size of the model. A too small scale will lead to a large number of iterations because symmetries may allow the same non-valid configuration to appear several times. Note also that the computational times tend to be worse for large disaggregation factors. As far as the number of iterations is concerned, it always increases with the aggregation factor of the initial scale for both applications. The most significant difference between the two application problems has to do with the fact that the original arcs of the MVRPTW have less repetitions than the arcs of the CSP. These repetitions are constrained to a smaller part of the graph for the routing problem, due to the time windows. This explains the identified differences in what concerns the methods for the feasibility checking and the optimality proof (with the feasibility checking or the gap closure). The aggregated models always outperform the non-aggregated ones in our experiments. They help to produce tractable models, whereas non-aggregated models generally cannot be solved within the defined time limit (and sometimes cannot even be loaded into the memory).

## 6. Conclusions

In this paper, we introduce a general framework for solving network flow models through an iterative aggregation and disaggregation scheme. We provide a thorough analysis of the different key aspects underlying this general framework, including the relation between the level of aggregation and the quality of the approximations. The framework proposed in this paper is general and applies to a variety of network flow models. To assess the efficiency of the IADA, we analyze it experimentally against two different relevant problems, a variant of the vehicle routing problem and a cutting stock
problem, by comparing the results of the original models with the results of aggregated models within the frame of our algorithm. We propose generic and alternative approaches for the initial aggregation, feasibility checking and disaggregation methods. The results show that even a simple application of our method often produces tractable models for instances where non-aggregated models cannot be solved within the defined time limit, and that it is able to outperform the best methods from the literature.
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```
Algorithm 1: Iterative Aggregation and Disaggregation Algorithm
    Input: A network flow multigraph \(G=(\mathcal{V}, \mathcal{A}, s, t, e, c)\), a set \(\mathcal{I}\), lower
            and upper bounds \(\ell, u\)
    Output: An optimal solution \(x^{*}\) for \(X(G, \ell, u, \mathcal{I})\)
    Compute an initial target set \(\mathcal{S}^{1} \subseteq \mathcal{V}\);
    optimal \(\leftarrow\) False;
    \(k \leftarrow 1\);
    while optimal=False do
        Let \(\Psi_{c}^{k}=\left(\rho_{1}^{c}, \rho_{2}^{c}\right)\) be a conservative aggregation function defined
            from \(\mathcal{V}\) to \(\mathcal{S}^{k}\).
        Solve the aggregated model \(X\left(\Psi_{c}^{k}(G), \ell, u, \mathcal{I}\right)\), obtaining solution \(x\);
        Check if \(x\) is feasible ;
        if \(x\) is feasible then
            \(x^{*} \leftarrow x\);
            optimal \(\leftarrow\) True
            if optimal \(=\) False and the heuristic version is used then
            Let \(\Psi_{h}^{k}=\left(\rho_{1}^{h}, \rho_{2}^{h}\right)\) be a heuristic aggregation function defined
            from \(\mathcal{V}\) to \(\mathcal{S}^{k}\).
            Solve the aggregated model \(X\left(\Psi_{c}^{k}(G), \ell, u, \mathcal{I}\right)\), obtaining
                solution \(y\);
            if \(x\) and \(y\) have the same objective value then
                \(x^{*} \leftarrow x ;\)
                optimal \(\leftarrow\) True \(;\)
            if optimal \(=\) False then
            Apply a disaggregation scheme, obtaining a new node set
            \(\mathcal{S}^{k+1} \subseteq \mathcal{V} ;\)
            \(k \leftarrow k+1 ;\)
    return \(x^{*}\);
```

```
Algorithm 2: Feasibility heuristic
    Input: a set of weighted \(\operatorname{arcs} A_{R}\), a value \(z^{*}\) of flow;
    Sort the arcs in \(A_{R}=\left\{a_{1}, \ldots, a_{\left|A_{R}\right|}\right\}\) such that \(s\left(a_{i}\right) \leq s\left(a_{i+1}\right)\);
    \(\mu^{1} \leftarrow \emptyset ; t\left(\mu^{1}\right) \leftarrow 0 ; m\left(\mu^{1}\right) \leftarrow 0 ;\)
    \(\Gamma=\left\{\mu^{1}\right\}\);
    while \(A_{R} \neq \emptyset\) do
        Let \(a^{*}\) be the first element of \(A_{R}\);
        // find the path compatible with \(a^{*}\) with the maximum head
        Let \(j^{*}=\min \left\{j \in\{1, \ldots,|\Gamma|\}: d_{a^{*}}-p_{a^{*}} \geq t\left(\mu^{j}\right)\right.\) and
        \(\left.\max \left\{t\left(\mu^{j}\right), r_{a^{*}}\right\}+p_{a^{*}} \leq W\right\} ;\)
        if \(j^{*}\) exists then
            \(/ / a^{*}\) is appended to path \(\mu^{j^{*}}\)
            if \(m\left(a^{*}\right) \geq m\left(\mu^{j^{*}}\right)\) then
                \(m\left(a^{*}\right) \leftarrow m\left(a^{*}\right)-m\left(\mu^{j^{*}}\right) ;\)
            else
                \(/ /\) if the number of repetition of \(\mu^{j^{*}}\) is too large, it is split
                into two paths
                \(A_{R} \leftarrow A_{R} \backslash\left\{a^{*}\right\} ;\)
                copy \(\mu^{j^{*}}\) into \(\mu^{|\Gamma|+1}\);
                \(m\left(\mu^{|\Gamma|+1}\right) \leftarrow m\left(\mu^{j^{*}}\right)-m\left(a^{*}\right) ;\)
                \(m\left(\mu^{j^{*}}\right) \leftarrow m\left(a^{*}\right) ;\)
                \(\Gamma \leftarrow \Gamma \cup\left\{\mu^{|\Gamma|+1}\right\} ;\)
            \(\mu^{j^{*}} \leftarrow \mu^{j^{*}} \cup\left\{a^{*}\right\} ;\)
            \(t\left(\mu^{j^{*}}\right) \leftarrow \max \left\{t\left(\mu^{j^{*}}\right), r_{a^{*}}\right\}+p_{a^{*}} ;\)
        else
            // a new path is created
            if \(\sum_{j=1}^{|\Gamma|} m\left(\mu^{j}\right)+m\left(a^{*}\right) \leq z^{*}\) then
                \(A_{R} \leftarrow A_{R} \backslash\left\{a^{*}\right\} ;\)
                \(\mu^{|\Gamma|+1} \leftarrow\left\{a^{*}\right\} ; t\left(\mu^{|\Gamma|+1}\right) \leftarrow r_{a^{*}}+p_{a^{*}} ; m\left(\mu^{|\Gamma|+1}\right) \leftarrow m\left(a^{*}\right) ;\)
                \(\Gamma \leftarrow \Gamma \cup\left\{\mu^{|\Gamma|+1}\right\} ;\)
            else return False;
    return True
```
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