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Abstract—In this paper we are interested in area monitoring
using Unmanned Aerial Vehicles (UAVs). Basically, we propose
a path planning approach for area monitoring where UAVs are
considered as mobile collectors. The area to be monitored is
divided into cells. The goal is to determine the path of each UAV
such that each cell is covered by exactly one UAYV, fairness is
ensured in terms of the number of cells visited by each UAV
and the path of each UAV is minimized. To meet our goal, we
proceed in two steps. In the first step, we assign to each UAV
the cells to visit. In the second step, we optimize the path of
each UAV visiting its cells. For the first step, we propose two
solutions. The first solution is based on cluster formation, each
cluster is made up of the set of cells monitored by a same UAYV.
The second solution is based on game theory and uses coalition
formation to determine the cells to be monitored by each UAV.
In the second step and for both solutions, we propose to apply
optimization techniques to minimize the path of each UAV that
visits all its cells.

I. INTRODUCTION

The Unmanned Aerial Vehicles (UAVs) industry is projected
to grow considerably in the near term along with the range
of commercial capabilities. Current UAVs go from advanced
technology requiring high technical skills and expertise to
simple ones offering more flexibility and simplicity of use,
thus, allowing a wide spectrum of mission profiles. UAVs were
initially adopted by military for missions that are considered
dangerous. Moreover, the absence of an aircrew means that
a great deal of space and weight can be saved. Now, UAVs
can perform increasingly sophisticated missions due to their
small size, discretion and accuracy of observation. The devel-
opment of unmanned aerial vehicles over a wide range from
small UAVs on infantryman scale, to the strategic UAVs of
high technology, encourages armed forces to integrate them
gradually into the panoply of air assets involved in operational
theaters.

Although the market is almost nonexistent today, this is
most likely in the civil field that UAVs are expected to play
the largest role, and that due to the flexibility and versatility of
their use. The range of potential applications is almost unlim-
ited. UAVs are being the more credible to meet the need that is
not covered by manned aircraft. This is the case of missions
that can be considered dangerous or physically painful for
the crew. As a first approach, by simple effect of imitation,
civilians may observe the culture of UAVs among military,
and its gradual extension outside the security and defense use.
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Many civilian uses also remain to be discovered and, with
them, the need for equipment and specialized software.

The use of UAVs in commercial applications is expected to
expand in a number of areas. Some of the currently proposed
civil and commercial applications of UAVs include security
awareness, disaster response including search and support to
rescuers, critical infrastructure monitoring, etc. [1][2].

In this paper, we are interested in area monitoring using
UAVs. One classical approach for area monitoring is to use
mobile robots. The goal is to simply collect information from
this area and report it to the central point. Unfortunately, mo-
bile robots may fail to monitor the whole area since obstacles
may exist. These obstacles may prohibit mobile robots to reach
some points. However, UAVs could be considered as a serious
alternative for area monitoring. Indeed, the use of UAVs will
make the monitoring much easier: first there is no need to
avoid obstacles, which mean fewer constraints on the UAV
trajectories. Second, since the sensing range may cover a large
area, the monitoring will be faster. Third, a few number of
UAVs will be sufficient to monitor the large area.

II. RELATED WORK

In this section, we describe some studies related to area
monitoring using UAVs. Most of the existing works considered
mobile robots, and focuses mainly on path planning problem.
The most famous path planning problem is the Traveling
Salesman Problem, TSP, [3], [4]. It has been proved NP-hard
in [5]. A formalization of this problem is given in [3]. Some
enhancements have been brought in [4] to avoid subtours.
Recently, this problem has been generalized to m-TSP with
multiple traveling salesmen. An overview of formulations and
solutions is given in [6]. The m-TSP problem has many
real-life applications such as school bus routing, workshop
scheduling, technical crew scheduling, transportation planning
in smart cities, truckload pickup and delivery, etc. The lit-
erature provides solutions for TSP and m-TSP. Near-optimal
solutions can be obtained with genetic [7], [8]. Some of
them [7] are applied in real applications such as iron and
steel industries and the production improvements obtained are
considerable.

In [9], the path of a single mobile robot deploying wireless
sensor nodes and placing them at some given positions (i.e.
those of points of interest) is minimized by selecting turn
points of the robot. Another robot path is found to collect



data from these sensor nodes by minimizing the number of
stops done by the robot, taking advantage of the proximity of
some sensor nodes to upload their data without moving like
in [10], where however multiple robots are considered. The
solution proposed did not address fairness among robots tour
duration, unlike ours.

In [11], we defined the MRDS problem where multiple
robots are in charge of deploying wireless sensor nodes and
placing them at some given positions called points of interest.
The problem addressed in this paper differs from the MRDS
problem by the objectives considered. The fairness is ex-
pressed here by the Jain’s index. The computation of the flight
duration of a UAV differs (no rotation time). Furthermore, in
this paper, the number of UAVs is given and all of them are
used unlike in the MRDS problem where the number of robots
used is minimized.

The originality of this contribution is the simplicity of
the solutions proposed. The processing time is lower than
this obtained by genetic algorithm [11] because the space of
solutions explored in reduced.

III. SYSTEM MODEL

In this paper, we focus on monitoring applications that
require full coverage of the area to be monitored. Permanent
connectivity is not needed to meet the latency requirements.
Temporary connectivity is provided by UAVs visiting these
points to collect their data. The latency requirements are met
by any UAV visiting at most [~ “mj\?zcnzg Tpg}”fj At‘isvim] That
is why we do no longer consider latency requirements but we
focus on the fairness between UAVs in terms of the number

of points visited.

Fig. 1: Area monitoring using UAVs

In order to ensure full area coverage we propose to apply
the optimal deployment on this area that corresponds to the
triangular tessellation. The optimal deployment ensures full
coverage with the minimum number of sensor nodes. Then,
each sensor node has 6 neighbors. Each node ensures the
coverage of an hexagonal cell.

Let A be the 2D-geographical rectangular area to be moni-
tored. Let n be the number of cells in A. Let u be the number
of UAVs. In this paper, the number of UAVs is set to 4.

Our first goal is to select the set of cells to be visited by
each UAV provided that each cell should be visited exactly
once by one of the UAVs. The second goal is to optimize the
tour duration of each UAV in charge of monitoring the area

A. For that, we apply the 2-Opt [12] heuristic to optimize the
UAV path’s.

To meet our goal, we proceed in two steps. In the first step,
called cell assignment, we assign to each UAV the cells to visit.
In the second step, called path optimization, we optimize the
path of each UAV visiting its cells. For the cell assignment,
we propose two solutions, one based on cluster formation and
the other based on coalition formation. Path optimization is
done using 2-Opt algorithm [12].

Figure 2 presents a solution for 4 UAVs to monitor an
200m*200m Area.

Fig. 2: Path planning Fro 4 UAVs

IV. FIRST SOLUTION : CELL ASSIGNMENT BY CLUSTER
FORMATION

In this section, we present a simple algorithm to select for
each UAV the set of cells to monitor. This algorithm proceeds
in iteration. At each iteration, each UAV selects a cell to be
monitored. The selection of the cell depends on :

o The free cells : cells which have not yet been selected by
UAVs.

o The cells already selected by this UAV. To minimize its
path, any UAV is only allowed to choose a cell, among
the free cells, that is adjacent to its already selected cells.

« The distance of the candidate cell to all cells selected by
the other UAVs. The idea is to choose the farthest cell
to the cells selected by other UAVs in order to ensure
fairness between UAVs.

Algorithm 1 presents the algorithm used to build the clusters
corresponding to the set of cells visited by each UAV. This al-
gorithm uses the principles previously given. A result obtained
by this algorithm in an area of 200m * 200m is depicted in
Figure 2.

V. SECOND SOLUTION : CELL ASSIGNMENT BY
COALITION FORMATION

A. Notations and definitions

A coalition formation game models groups of agents or
players acting together. It is defined by a set of n rational
players, denoted {j,j € [1,n]} that form coalitions in order
to increase their payoff.



Algorithm 1 Cluster formation

Grid_List the set of cells to be visited including the sink
cell
Cluster{i} = a given cell adjacent to the sink cell
Free_cells = Grid_List — {Sink, Cluster{i}}
while Free_cells # () do
All_Chosen_Cells = Cluster{1} U Cluster{2} U
Cluster{3} U Cluster{4}
Candidate{i} = all free cells adjacent to Cluster{i}
tab = Table of distances initialized to +oo
for j = 0 to Candidate{i}.size do
for k = 0 to size(All_Chosen_Clells) do
Dist = min Distance(Candidate{i}[j],
All_Chosen_Clells|k])
tablk] = Dist
end for
max = tab|0]
index =0
for k =1 to size(tab) do
max = max tablk]
index =k
end for
cell = Candidate{i}[index]
Cluster{i} = Cluster{i} U cell
remove cell from Free_cells
end for
end while

For any player j € [1,n], let u;(C) be the payoff of player
47 when belonging to coalition C.

According to [13], a coalition formation is said hedonic, if
and only if the two following conditions are met:

o The payoff of any player i belonging to coalition C
depends only on the players present in C'.

o According to the preference relation: each player always
prefers to belong to the coalition increasing its payoff.

B. Hedonic coalition formation

Data gathering by UAVs is modeled as a hedonic coalitional
game with n rational players, where n is the number of collect
points to visit. The set of players is denoted {j,j =1...n},
where j is a cell to be visited by a UAV.

The coalitional game ensures that at any time, any player
belongs to exactly one coalition. Each coalition represents the
set of cells visited by a same UAV. Initially, each cell forms
a coalition reduced to itself. There are 4 particular coalitions
in Cyqv, one per UAV that can be joined by the cells. Each of
these 4 coalitions contains a cell adjacent to the sink cell that
is the initial position of the UAV.

Each player plays in sequence. Let C,,, denote the
coalition formed by the UAVs when any player j is playing.
Player j in a coalition C' tries to strictly increase its payoff
by joining another coalition C’ € C,q,, provided that j is

adjacent to at least one cell in coalition C”.

In this hedonic coalition game, each player i applies the
switching rule to increase its payoff as follows:

Switching rule: Any player ¢ leaves its current coalition C'
to join coalition C’ € C,q, if and only if

ui (C' | J}) > i (C)

and j is adjacent to at least one cell in coalition C”.

Notice that each player is selfish: it leaves a coalition to
join another independently of the effects of this move on the
other players.

More precisely, the payoff «;(C') of any player j belonging
to coalition C is defined as:

Algorithm 2 Payoff of player j € C'

if size(C') == lorC € History{j} then
u;(C) = —o0
else
if (size(C) =
(size(C) ==

if (centroid(C) < 7@24“"/2) then

ui(C) = u;(C) + |55 ]
end if
end if

o centroid(C) denotes the centroid of the cells belong-
ing to the coalition C. A player is discouraged to
belong to a coalition whose centroid is far from it-
self. This player would increase the maximum dis-
tance of coalition members to the centroid, denoted
by maxjccdistance(j, centroid(C)), leading to a poor
payoff.

o size(C) denotes the size of the coalition (i.e. the number
of its members).

o History{j} denotes the set of coalitions that j left.

e L and W are the length and the width of the area to be
monitored.

The payoff of any player is computed in order to favor the
fairness between coalitions and coalitions made up of close
cells. Each player is strongly discouraged to join again a
coalition that it previously left.

VI. COMPARATIVE EVALUATION

In this section, we compare the results obtained by the
cluster formation and the coalition game, both followed by
path optimization, in terms of the number of cells visited by
each UAV, fairness, average distance traveled by an UAV and
processing time.



In order to evaluate the fairness between UAVs, we compute
the Jain’s fairness index:

> Ti
= (1)
i=1
We apply this index to :
o the number of cells visited by each UAV, in such a case
x; denotes the number of cells visited by U AV;.

« the distance traveled by each UAV, in such a case z;

denotes the distance traveled by U AV/.

We consider, 4 UAVs and 5 configurations where the
dimension of the area to be monitored, L = W ranges from
200m to 400m by step of 50m.

Assuming a sensing range of 20m which corresponds to the
hexagon radius to get a number of hexagonal cells ranging
from 39 to 161.

All our experiments were conducted using a desktop com-
puter Intel (R) E7 5600U processor with 8-Core 2.6GHz and
16 Gb of memory.

Figures 3 and 4 depict the results obtained by the cluster
formation and coalition game, respectively, for a monitored
area of 300m * 300m. In this configuration, the sink occupies
the cell 46. The UAVs occupy initially the cells 54, 55, 37 and
38. In both figures, each UAV visits only adjacent cells and
there is no overlap between paths. With regard to the number
of cells visited by each UAV, a better fairness is achieved by
the cluster formation.

Fig. 3: Solution provided by the cluster formation method

Figure 5 illustrates the number of cells visited by each UAV
in various configuration for both solutions. We observe that for
small configurations (e.g. area size < 250m*250m), both solu-
tion provide very good results with a fairness index better than
0.98 as shown in Figure 6. But for large configurations (e.g.
area size < 400m * 400m), the fairness index becomes poor
(0.76) with the coalition game whereas it remains excellent
for the cluster formation (1).

Similar results are obtained for the fairness index applied
to the distance traveled by each UAV as shown in Figure 7.

As expected, the average distance traveled by a UAV
increases when the size of the area to be monitored increases.

Fig. 4: Solution provided by the coalition formation method
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Fig. 6: Fairness in terms of number of nodes visited by each
drone

We observe that the cluster formation solution provides smaller
distances in all configurations tested as depicted in Figure 8.
This can be explained by the fact that the cells visited by a
UAV occupy a smaller zone with the cluster formation than
with the coalition game.

Table I, gives the processing time of both solutions for vari-
ous configurations. It clearly appears that the cluster formation
is time efficient (with a processing time < 0.047 seconds)



TABLE I: Processing time in seconds

Configuration | #Cells || Cluster formation || Coalition formation # switches | # iterations
200%200 39 0.016 62.9 34 4
250%250 63 0.016 61.8 58 5
300%300 85 0.016 151 80 6
350%350 120 0.047 774 115 8
400*400 161 0.047 12300 156 9
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Fig. 7: Fairness in terms of distance traveled by each drone
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whereas the coalition game needs up to 12300 second for
400m * 400m configuration.

To explain this high processing time for the coalition game
we compute the total number of switches and the number of
iterations for each configuration. We observe that, in all con-
figuration tested the number of swithes is equal to the number
of cells minus 5. These 5 cells correspond to the cells occupied
by the UAVs and the sink. Hence, each free cell switches only
once. Similarly the number of iterations increases slightly with
the number of cells. We can conclude that the principle of the
coalition game scales. But the functions called to compute the
utility function takes a lot of time: the computation of the
centroid for each coalition requires to sort the set of cells to
minimize the path visiting them. In this paper, we use the
2-Opt heuristic than is expensive when the number of cells
increases. The processing time of the coalition game can be

considerably improved by selecting a more efficient method

to compute the payoff.
VII. CONCLUSION

In this paper, we show how to monitor a given area using
Unmanned Aerial Vehicles (UAVSs), also known as drones. In
order to maximize the battery lifetime of each UAV, we need to
minimize the distance traveled and the number of cells visited
by each UAV. To achieve our goal, we proceed in two steps. In
the first step, we proposed two solutions based either on cluster
formation or on coalition game to assign to each UAV the
cells to visit. In the second step, we optimize the path of each
UAV visiting its cells based on an optimization heuristic. The
two proposed solutions are compared in terms of the number
of cells visited, distance traveled and processing time. Both
solutions provide good results. However, the cluster formation
solution performs better than the coalition game when the area
size increases. This is due to an expensive computation of the

payoff.
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