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Abstract. It is a well-known fact that a nondeterministic automaton
can be transformed into an equivalent deterministic automaton via the
powerset construction. From a categorical perspective this construction is
the right adjoint to the inclusion functor from the category of deterministic
automata to the category of nondeterministic automata. This is in fact an
adjunction between two categories of coalgebras: deterministic automata
are coalgebras over Set and nondeterministic automata are coalgebras
over Rel. We will argue that this adjunction between coalgebras originates
from a canonical adjunction between Set and Rel.

In this paper we describe how, in a quite generic setting, an adjunction can
be lifted to coalgebras, and we compare some sufficient conditions. Then
we illustrate this technique in length: we recover several constructions
on automata as liftings of basic adjunctions including determinization of
nondeterministic and join automata, codeterminization, and the dualiza-
tion of linear weighted automata. Finally, we show how to use the lifted
adjunction to check behavioral equivalence.

1 Introduction

Coalgebra offers a general framework for specifying transition systems with various
branching types. Given a functor F': Set — Set, describing the branching type
of the transition system, an F-coalgebra is a function ¢: X — FX, where X
represents the state set and ¢ the transition function. Depending on the choice
of F', one can describe labeled, nondeterministic, probabilistic or various other
types of branching and it is possible to combine several of them. Coalgebras come
with a natural notion of behavioral equivalence, and coalgebra homomorphisms
can be seen as functional bisimulations, mapping states to equivalent states.

In recent years, it has also become customary to study coalgebras in categories
different from Set. There are several reasons, for instance, one can impose an
algebraic structures on the states, or one can work in presheaf categories in order
to model name passing [7]. Particularly relevant to this paper is the study of
coalgebras in Kleisli categories, where a monad offers a way to model side-effects
that can also be understood as implicit branching, different from the explicit
branching that can be modeled directly in Set. Such coalgebras have for instance



been studied in [8], where nondeterministic automata are specified as coalgebras
in Rel, the category of sets and relations, which is isomorphic to the Kleisli
category of the powerset monad on Set. The behavioral equivalence induced by
such coalgebras in Rel is indeed trace (or language) equivalence, as desired, and
not bisimilarity.

When studying coalgebras in various categories a natural question to ask
is how to transform such coalgebras from one representation into another. Our
motivating examples come from the world of deterministic and nondeterministic
automata where various forms of determinization can be seen as functors which
map coalgebras living in one category, into coalgebras living in another category.
For instance, nondeterministic automata living in Rel can be transformed into de-
terministic automata in Set via the powerset construction. In the other direction,
a deterministic automaton in Set can be trivially regarded as a nondeterministic
automaton in Rel. It turns out that the transformations together form an ad-
junction between categories of coalgebras where the powerset construction is the
right adjoint. In the same vein various other determinization-like constructions
arise as adjunctions.

In the following we will first show under which circumstances adjunctions
on categories can be lifted to adjunctions on coalgebras. Part of the answer was
already given by Hermida and Jacobs [9] and we extend their characterization by
giving another, equivalent, condition. Then we study several examples in detail,
especially various forms of automata. Apart from the well-known deterministic and
nondeterministic automata, we consider codeterministic automata (also known
as dtomata, see [6], or backwards-deterministic automata) and deterministic join
automata, i.e. automata that have an algebraic structure on the states, allowing
to take the join of a given set of states. Such automata live in the category of join
semilattices JSL, which is the Eilenberg-Moore category of the powerset monad
on Set (whereas Rel is the Kleisli category of the powerset monad) and have
already been considered in [I7]. In total we consider four different adjunctions
between such automata.

In addition we consider an adjunction in the realm of linear weighted automata,
where we take up an example from [3], transforming input into output linear
weighted automata (and vice versa).

In order to explain what these adjunctions really mean in terms of behavioral
equivalence, we study a general notion of behavioral equivalence for arbitrary
categories. We first observe that the final coalgebra, if it exists, is preserved by
right adjoints and hence can be “inherited” from coalgebras living in a different
category. Furthermore we show how queries on behavioral equivalence can be
translated to equivalent queries on coalgebras in another category. This reflects
the well-known construction of determinizing a nondeterministic automaton
before answering questions about language equivalence.



2 Theoretical Background — Lifting Adjunctions

Within this section we are first going to present a short, motivating example
which introduces our approach. Then we will recall some basic definitions from the
theory of adjunctions (mainly to introduce our notation) and start to develop our
theory which is then summarized in our main theoretical result. The result itself
is not very surprising and, in fact, was discovered already earlier by C. Hermida
and B. Jacobs [9] in a different setting (we will compare our approach with their
result) and can be obtained using standard (2-)categorical methods [12]. However,
the focus of our work is not just the theory itself but we are more interested
in how this theory helps to understand certain (algorithmic) constructions on
automata by applying it to various types of automata, modeled as coalgebras.

2.1 Motivating Example

Consider the following (non-commutative) diagram of functors where the bottom
part is a (canonical) adjunction (see below for a definition) between Set and
Rel.

!

!

|

|

|

| R (“determinize”)

! U 14
| L (“consider as relation”)

!
!
|
|
|
|

2x (A C Sete=—— 1 = Rel DAx_+1

R (“convert to function”)

Let A be an alphabet, i.e. a finite set of labels. It is known (and we will also recall
this in that the coalgebras for the functor 2 x (_)* on Set are the
deterministic automata (DA) and the coalgebras for the functor A x _ + 1 on
Rel are the nondeterministic automata (NDA). (For final coalgebra semantics of
NDA see [8].) We aim at finding the functors L, R (dashed arrows on top) that
form an adjunction which is a lifting of the original adjunction and we will see
that for this particular example everything works out as planned and the lifted
right adjoint R “performs” the well-known powerset construction to determinize
an NDA.

2.2 Adjunctions

We recall some basics from category theory [14J2] to fix our notation.

Definition 1 (Adjunction, Adjoint Functors). Let C and D be categories.
An adjunction between C and D consists of a functor L: C — D, called left ad-
joint, a functor R: D — C, called right adjoint and two natural transformations



n: 1lc = RL, called unit, and £: LR = 1p, called counit, satisfying
eLoln=1g, and ReonR=1g. (1)
We denote such an adjunction by (L 4 R,n,e) : C — D.

A functor L: C — D [R: D — C] is a left adjoint [right adjoint] if it is the left
adjoint [right adjoint] of some adjunction (L 4 R,n,e) : C — D. One can prove
that L [R] determines the other parts of the adjunction unique up to isomorphism.
Since this is not trivial, we will always give the full adjunction.

There are special cases of adjunctions which have their own names.

Definition 2 (Equivalence and Duality of Categories). We call an adjunc-
tion (L 4 R,n,e) : C — D an equivalence if both n and ¢ are natural isomor-
phisms. Whenever such an equivalence exists, the categories C and D are called
equivalent. Similarly, we say that the categories C and D are dually equivalent
if there is an equivalence (L 4 R,e,n) : C — D°P.

Let us now consider our first example of an adjunction (which is well-known in
the literature and also the adjunction from our motivating example).

Example 1. Let L: Set — Rel be the inclusion functor from Set to Rel mapping
each set X to itself and each function f: X — Y to the corresponding relation
f+ X < Y. Moreover, let R: Rel — Set be the functor which maps each set X to
its powerset 2% and each relation f: X <+ Y to the the function Rf: 2%X — 2V
given by (Rf)(S)={y €Y |3z € S: (x,y) € f} for every S € 2X. We obtain
an adjunction (L 4 R, 7n,¢) : Set — Rel where the unit 7: lget = 27 is given
by all the functions nx: X — 2% nx(z) = {x} for every set X and the counit
£: 27 = 1Re consists of all the relations ex: 2% <+ X where (S,z) € ex <=
x € S for every set X.

2.3 Lifting an Adjunction to Coalgebras

The theory of coalgebras [I0/T6] has proven to be an appropriate tool for modeling
and analyzing various types of transition systems. We will examine several of the
standard examples (deterministic, nondeterministic, codeterministic and linear
weighted automata) in detail in the following sections and hence will not provide
any examples here. Besides these examples also probabilistic automata [I8] and
even arbitrary labeled Markov processes [I5] or probabilistic transition systems
[13] can be seen as coalgebras in suitable categories.

Recently the coalgebraic treatment of automata has provided new views on
algorithms for minimization and (co)determinization [1J43]. In these works the
authors make use of certain adjunctions of categories to obtain the minimization
of (various kinds of) automata.

We shall hereafter try to find and analyze a common and generic pattern
on how we can make use of an adjunction (L 4 R,n,e) : C — D to reason



coalgebra homomorphism to the underlying
arrow. \ )

about and to find constructions (algorithms) on automata modeled as coalgebras
For that purpose let us fix two endofunctors / T 3
F:C — Cand G: D — D and look at ! _@_ﬂ l
the (non-commutative) diagram of functors | Coalg(F) L ~ Coalg @) |
on the right where U: Coalg (F) — C and ! R |
V: Coalg (G) — D are the forgetful func- | UJ L JV |
tors mapping a coalgebra to its carrier and a | C @ D 1

The question we are interested in is whether we can in some canonical way
obtain the functors L and R as indicated by the dashed lines such that they form
an adjunction which “arises” from the initial adjunction. A precise definition for
this is given below. In several cases such adjoint functors transform coalgebras in
a way that we (re)discover algorithmic constructions on the modeled automata
and we will back this hypothesis by the examples given in the following sections.

Definition 3 (Lifting). Let C and D be categories, F: C — C, G: D — D be
endofunctors and U: Coalg (F) — C and V: Coalg (G) — D be the forgetful
functors mapping a coalgebra to its carrier and a coalgebra morphism to the
underlying arrow. Let (L 4 R,n,e) : C — D be an adjunction.

1. We call a functor L: Coalg (F) — Coalg (G) | R: Coalg (G) — Coalg (F) ]
a lifting of L [R] if it satisfies the equality VL = LU [ UR =RV }

2. We call an adjunction (L 4 R,7,€) : Coalg (F) — Coalg(G) a lifting of
(LA R,n,e): C— D if L is a lifting of L, R is a lifting of R and we have
Un=mnand VE =¢.

Although this definition is straightforward it has one setback: it does not tell us
how to construct a lifted adjunction. Let us therefore introduce a method for
handling this. If we had a natural transformation o: LF = GL it is not hard to
see that we obtain a functor L: Coalg (F) — Coalg (G) by defining

f(X%FX)z(LXiLFX“—’SGLX), If=Lf (2)

for all F-coalgebras c: X — FX and all F-coalgebra homomorphisms f and
analogously, given a natural transformation 8: RG = F R we can define a functor
R: Coalg (G) — Coalg (F) by

R (Y 4, GY) - (RY B pay P, FRY) , Rg=Ryg (3)

for all G-coalgebras d: Y — GY and all G-coalgebra homomorphisms g. By
definition these functors are liftings and thus the only remaining question is
whether we obtain a lifting of the adjunction. The equation Uf = n can be
spelled out as the requirement that for all F-coalgebras c¢: X — FX the arrow
nx: X — RLX is an F-coalgebra homomorphism ¢ — RLc and likewise the
equation V& = ¢ translates to the requirement that for every G-coalgebra
d: Y — GY the arrow ey : LRY — Y is a G-coalgebra homomorphism LRd — d.



This is the case iff the outer rectangles of the following two diagrams commute.

Td

X = FX R GLRY
e I

nx RMK%@X@ Fnx ey mewmy@<h

/ X \

RLc Prx ® eay

RLX FRLX Y GY

RLc d

These diagrams certainly commute if their inner parts commute: ® commutes
because 7 is a natural transformation, @ by definition of RLc and commutativity
of @ is equivalent to Fnx = Brx o Rax o nrpx. Moreover, @ commutes by
definition of ZRd and ® because ¢ is a natural transformation. Finally, the
commutativity of ® is equivalent to eqy = Gey o ary o Lfy.

With these observations at hand it is easy to spell out a sufficient condition
for the existence of a lifting which we will do in the following theorem.

Theorem 1 (Lifting an Adjunction to Coalgebras). Let F: C — C and
G: D — D be endofunctors and (L 4 R,n,e) : C — D be an adjunction. There
is a lifting (L 4 R,7,€) : Coalg (F) — Coalg (G) of the adjunction if one of the
following equivalent conditions is fulfilled.

(i) There are two natural transformations oc: LF = GL and B: RG = FR
satisfying the following equalities.

Fn=pLoRaonF (4)

eG=GeoaRoLf (5)

(i) There is a natural isomorphism B: RG = FR. [9, 2.15 Corollary]
If holds, the adjoint mate a® of a, which is defined as
= RGeo RaRonFR (6)

is the inverse of 3. Conversely, if (i) holds we can define o as the adjoint mate
(B~ of B~ which is defined as

(B H*=eGLoLB Lo LFy. (7)
In both cases L and R are defined by and .

By the observations from above it should be quite clear, that is sufficient
for a lifting to exist. The fact that the second condition of this theorem is
also sufficient for the existence of a lifting is due to a result by C. Hermida and
B. Jacobs [9, 2.15 Corollary]. They derive this as a “by-product” from a quite
generic result in 2-categories using the fact that coalgebras are certain inserters
in the 2-category CAT of categories, functors and natural transformations. Thus
in order to prove the theorem we just have to show that (fil) and are equivalent
using the provided definitions of f~! @ and « .



Proof (of :
= : The equations By o oy = lpgy and o3 o By = lrgy are equivalent
to commutativity of the outer rectangles of the following diagrams.

Rary RGey NFRY Ra
RLFRY — RGLRY — RGY FRY — RLFRY 4’ RGLRY
@ Brry] ® @ RLBy | @
NFRY Fr FRLRY FRe By Py - RLRGY RGey
FR FRY RGY
1FRy—F1Ry ]-RGY

The diagrams commute because their inner parts commute: For the left diagram
@ is applied to X = RY, @is F applied to the second unit-counit equation
(1) and ® is the natural transformation diagram for 5. For the right diagram

we observe that @ is the natural transformation diagram for n, ® is the second
unit-counit equation applied to GY and ®is R applied to . Thus S is
indeed a natural isomorphism with inverse a®.

. We have to show that a defined by (7)) satisfies and (| .

. Let X be an arbitrary C-object. Then Fnx = BLX o Rax onpx holds
if and only if ﬁLX o Fnx = Regrx © RL,BLX o RLFnx o nrx holds which in
turn is equivalent to commutativity of the outer part of the following diagram.

Brx
FX FRLX RGLX lreLx
NFx | @® nFrLx | ® Nerarx | @
RLFX RLFRLX RLRGLX RGLX
RLFnx RLB; x EGLX

@ and @ commute because 7 is a natural transformation from 1¢ to RL, functors
preserve inverses and @ is the second unit-counit equation (1) applied to GLX.
. Let Y be an arbltrary D-object. Then: EGY = Gey o ary o LBy holds
if and only if egy o Lﬁy = Gey o (6GLRY o LBLRY o LFnRy) holds which in
turn is equivalent to commutativity of the outer part of the following diagram.
LA~L
Ly pprpy —2PE L pGnRy SR Gppy

1orr ® |LFRey ® I LRGey ® 1 Gey
—@ LFRY LRGY )%

LFRY

LBy
@ commutes by applying LF' to the second unit-counit equation , ® due

to the fact that 8! is a natural transformation and ® because ¢ is a natural
transformation. ad

Remark 1. We immediately make the following observations about

(a) Due to the fact that Coalg (F) = Alg (F°P), where F°P is the opposite
functor to F', we can apply the theorem to obtain liftings to algebras.

(b) If (L4 R,n,e) is an equivalence [a dual equivalence] of categories then
<L 4R,n, e > is an equivalence [a dual equivalence] of categories.



3 Nondeterministic Automata and Determinization

Within this section we will first shortly recall how deterministic (DA), nonde-
terministic (NDA) and codeterministic (CDA) automata can be modeled as
coalgebras in suitable categories. We will then consider adjunctions between these
categories and apply our theorem to obtain a lifting. Via this we will recover the
(co)determinization of an automaton via the powerset construction.

The content of this (and the following) section can be summarized in the
diagram of categories and functors below. While DA live in Set, NDA can be
seen as arrows in Rel and CDA as arrows in Set®® (see[Section 3.1)). Furthermore
in we will in addition consider deterministic join automata (DJA)
which live in the category of complete join semilattices (JSL), see Sections
and [1.2] Between these categories of coalgebras there are four adjunctions, which
will be treated in the following sections.

: PR |
C2x (A CSet— @ L T Rel DAx_+1
? o] e 3
‘ /—\ |
2x()ACCISLT_ @ 1 Set™ _ DAx_ 41

For the rest of this and the following section let A denote an alphabet, i.e. a
finite set of labels. In a coalgebraic treatment of labeled transition systems, one
usually omits initial states and the state spaces are not required to be finite.

3.1 Automata as Coalgebras

Deterministic Automata. In the category Set of sets and functions, deter-
ministic automata can be modeled as coalgebras for the functor 2 x (_)“. We can
represent a deterministic automaton with states X and alphabet A as a coalgebra
c: X — 2 x X where each state € X is mapped to a tuple (0, s) in which the
output flag 0 € {0,1} determines whether x is final (if and only if o = 1) and
the successor function s: A — X determines for each letter a € A the unique
a-successor s(a) € X of the state z. We thus define the category of deterministic
automata and automata morphisms to be DA := Coalg (2 x (_)4: Set — Set).

Nondeterministic Automata. Given a set X of states, we model a nonde-
terministic automaton by a coalgebra for the functor A x _ 4+ 1 in Rel. Given
a coalgebra c: X < A x X + 1, each state x € X is in relation with v if
and only if it is a final state. For any letter a € A the y € X such that
(x,{a,y)) € c are the a-successor(s) (one, multiple or none) of z. We thus de-
fine the category of nondeterministic automata and automata morphisms to be
NDA := Coalg (A x _ +1: Rel — Rel).



Codeterministic Automata. Given a set X of states, a codeterministic (back-
wards deterministic) automaton (CDA) is given by a function ¢: Ax X+1 — X
where ¢(v') € X is the unique final state and for each pair (a,z) € A x X the
unique a-predecessor of z is ¢({a, z)). Hence we can model them as coalgebras for
the functor A x X + 1 on Set°? and define the category of codeterministic au-
tomata and their morphisms to be CDA = Coalg (A x _ + 1: Set®” — Set?).

Note that Set°® is equivalent to CABA, the category of all complete atomic
boolean algebras, with boolean algebra homomorphisms. So instead of thinking
of these automata as codeterministic, one could think of them as deterministic
automata with a rich algebraic structure on the states, even richer than the
deterministic join automata introduced in

Codeterministic automata are studied in [6] under the name atomata. An

example automaton is shown in (right).

3.2 Determinization of Nondeterministic Automata

Let us reconsider the adjunction (U between Set and Rel which we presented in

We aim at applying to this adjunction to get a lifting and
claim that this will yield the well known powerset construction to determinize

nondeterministic automata.
Recall that, by W . for such a hftlng to exist it is sufficient to

define a natural isomorphism 3: 24X—+1 = 2 x (2~ ) Thus we define for every
set X the function Sy : 24%X+1 5 2 x (2X)A via

Bx(S) = <XS(/), (s: A= 2% s(a)={recX|(az)€ S})> (8)

for every S € 2AXX +1 Here Xs is the characteristic functlorﬁ of S. The inverse

function By : (2X) — 2AXX+1 5 given by
B ((0,9)) i={v [o=1}U | J {a} x s(a) )
acA

for every (o0,s) € 2 x (2%)A. By [Theorem 1} Theorem we obtain a lifting. We calculate
the natural transformatlon a: 2 X 1= .A X _ 41 by using @ to obtain for
every set X the relation ax: 2 x XA A x X +1 given by

ax = {<<1,s>, />, <<0,3>, <a,s(a)>> \ oez,seXA,aeA} . (10)

With these preparations at hand we can now construct the lifted functors. The
new left adjoint L: DA — NDA maps a DJA ¢: X — 2 x X4 to the NDA

L(c): X ¢+ Ax X + 1 which is given by
reX
a€ A} (11)

oo em e @)

3 Given a set X, the characteristic function ys: X — {0, 1} is defined for any subset
S C X by xs(z) =1iff x € S and xs(x) = 0 otherwise.
m:2x XA = 2and m: 2 x XA — X4 are the projections of the product.

706 = {t2.)

4



which is simply the same automaton, but interpreted as a nondeterministic one.

The lifted right adjoint R: NDA — DA maps a nondeterministic automaton
d:Y + AxY +1 to the deterministic automaton R(d): 2¥ — 2 x (2V)A.
A state of this new automaton is just a set of states Q € 2¥ of the original
automaton. For each such @ the tuple R(d)(Q) = <0, s: A— 2Y> is given as
follows: We have o = 1 if and only if there is a ¢ € @ such that (¢, v') € d, i.e.
@ is final if and only if one of the original states in @ is final. Moreover, the
a-successor of @ is determined by s(a) ={y € Y | 3¢ € Q : (¢, (a,y)) € d} which
we can easily identify to be exactly the definition of the transition function of
the usual powerset automaton construction.

3.3 Codeterminization of Nondeterministic Automata

Let us now consider adjunction (2) between Rel and Set°? which we automatically
obtain by dualizing the adjunction between Set and Rel from and the
fact that Rel is a self-dual category. This adjunction has already been considered
in [18].

The left adjoint L: Rel — Set°® maps a set X to its powerset 2% and a
relation f: X <> Y to the function Lf: 2% « 2Y given by, for every S € 2,
(LA(S) = {ze X |TyeS:(xy) € f}. The right adjoint R: Set’® — Rel
is the inclusion, i.e. it maps a set X to itself and a function f: X < Y to
the corresponding relation f: X <> Y. The unit n consists of all the relations
nx: X < 2% defined via (z,9) € ex iff z € S and the counit ¢ is given by all
the functions ey : 2% < X mapping each € X to the singleton set {z}.

We proceed to define a lifting as before by specifying a natural isomorphism
B: Ax _+1= Ax_ + 1. The obvious choice is to let Sx be the identity
relation on A x X 4+ 1 which indeed yields a natural isomorphism. Moreover,
using we obtain the natural transformation a: 24—+ = A x 2~ + 1 where
for each set X the function ax: 24*¥+1 « A x 2% 4 1 is given by a(v) = 1
and a({a,S)) = {a} x S for every (a,S) € A x 2.

The lifted left adjoint L: NDA — CDA performs codeterminization: Given
an NDA c¢: X <+ A x X +1 we obtain a CDA L(c): 2% + A x 2% 4+ 1 where
v is mapped to the set {x € X | (z,1) € ¢}, i.e. the unique final state of the new
automaton is the set of all final states of the original automaton. Given a set of
states S € 2% and a letter @ € A the a-predecessor of S is the set

L(e)({a,8)) ={z € X | Iy € §: (z,(a,y)) € c} (12)

containing all the a-predecessors of the states in S. We conclude that the new
automaton is indeed a codeterministic automaton which is (language) equivalent
to the original one.

While in the previous example the lifted left adjoint was trivial (as was
the original left adjoint), in this case we obtain a trivial lifted right adjoint
R: CDA — NDA: it “interprets” a CDA d: Y + AxY +1 as NDA, i.e. as
the corresponding relation R(d): Y <+ A x Y + 1.



4 Deterministic Join Automata

We will now try to take a different perspective to look at powerset automata
instead of just considering them to be determinized nondeterministic automata.
In order to do that we briefly recall the notion of complete join semilattices and
the corresponding category.

4.1 Complete Join Semilattices

A complete join semilattice is a partially ordered set X such that for every
(possibly infinite) set S € 2% there is a least upper bound, called join and
denoted by LIS. If Y is another join semilattice we call a function f: X — Y join-
preserving if, for all S, it satisfies f(LUS) = U{f(s) | s € S}. The join semilattices
and the join-preserving functions form a category which we will denote by JSL.
It is isomorphic to the Eilenberg-Moore category for the powerset monad on set.

If we equip the set 2 = {0, 1} with the partial order 0 < 1, we get a complete
join semilattice with U =0, U{0} =0, U{1} =1 and U2 = 1.

The product of two join semilattices X and Y is the cartesian product of the
base sets equipped with a partial order given by (z1,y1) < (z2,y2) if and only if
x1 < y1 and y; < ys for all 1,29 € X, y1,y2 € Y and analogously, given a set
X we can equip X with a partial order based on a given one on X by defining
for f,g € XA that f < g if and only if f(a) < g(a) for every a € A. This is a
complete join semilattice if X is one. Given a subset F C X its join is given by
UF: A— X,UF(a) =U{f(a)| f € F}.

4.2 Deterministic Join Automata

We can interpret a coalgebra c: X — 2 x X for the functor 2 x (_)* on
JSL as a deterministic automaton just as we did before on Set. Since the
arrows of JSL are join-preserving functions, such an automaton possesses a
certain additional property. Given a set S € 2% of states, we know that there
is a join-state LS. By the join-preserving property of the transition function
¢ we know that ¢(US) = U{c(z) |z € S} and we conclude that LS is final
if and only if one of the states € S is final and moreover any transition
of an z € S can be “simulated” (see below) by LS. We define the category
DJA := Coalg (2 x (_)4: JSL — JSL) and call its objects deterministic join
automata.

Example 2. Take a look at If we equip the set X = {L,u,z,y, T} with
the partial order given by the Hasse diagram on the left we obtain a complete
join semilattice. The diagram in the middle shows a deterministic join automaton
on this join semilattice. Note that the join of two final states is again final and
that for every pair of states and alphabet symbol a, the a-successor of the join
of the states is the join of the a-successors. This implies a general property of
DJA that for every subset of states there exists a state accepting the union of
the languages of the given states.



Fig. 1. Hasse diagram of a complete join semilattice, a deterministic join automaton
and its codeterminization (from left to right)

4.3 From Deterministic Automata to Deterministic Join Automata

We will now consider adjunction 8 in order to transform DJA into DAs and vice
versa. Given a conventional DA, a suitable algorithm to obtain a DJA is (again)
the powerset construction. We will see that this is a reasonable construction in
the sense that it arises from an adjunction between Set and JSL. As said before,
the category of complete join semilattices is equivalent to the Eilenberg-Moore
category for the powerset monad on Set. The theory of adjunctions gives us a
generic construction of an adjunction which we will now spell out in details.

The left adjoint L: Set — JSL maps any set X to 2% which is partially
ordered by set inclusion. The join operation is set theoretic union and it is easy
to see that we indeed obtain a complete join semilattice. Any function f: X — Y
is mapped to its image map f[.]: 2¥ — 2Y which we can easily identify as
join- (i.e. union-)preserving function. The right adjoint R: JSL — Set takes a
complete join semilattice to its base set and forgets about the order and the
join operation. Analogously, a join-preserving function is just considered as a
function. The unit of the adjunction is given, for every set X, by the function
nx: X — 2% nx(x) = {x}. The counit consists of the join-preserving functions
E(v,uy <2Y, U> — (Y, ) mapping each set S € 2¥ to its join LIS in Y.

In order to obtain the lifting we define 3/ x : 2 x XA = 2 x X4 to be the
identity function on 2 x X for every join semilattice (X, L) which obviously
yields a natural isomorphism S. Using (|7]) we construct the natural transformation
« where for each set X the join preserving function ax : 22X X% 9y (2%)4 is

given by, for every S € 22xX™

ax(8) = (| {o] (o.5) € S}, {s] (0.5) € 8}) . (13)

7

The lifted left adjoint L: DA — DJA performs the powerset construction on
a deterministic automaton: For a deterministic automaton ¢: X — 2 x X A the
deterministic join automaton L(c): 2% — 2 x (2%)“ is given by, for all S € 2%,

L()(8) = (| {m(c(@) | € Sh,| [{m(c(@) [z € s}) . (14)

The lifted right adjoint R: DJA — DA takes a DJA and interprets it as DA
by forgetting about its join property.



4.4 Codeterminization of Deterministic Join Automata

Finally, we will describe an unusual construction translating DJA into CDA,
based on adjunction @. It is unusual, since the unit of the adjunction (which
must be join-preserving) maps every element to the complement (!) of its upward-
closure (more details are given below).

The left adjoint L: JSL — Set°” maps any join semilattice (X, L) to its base
set X and each join-preserving function f: (X,U) — (Y, U) to the Set°P-arrow

Lf: XY, Lfly)=| {zeX|f@)Cy}. (15)

The right adjoint R: Set®® — JSL maps a set X to its powerset 2% equipped
with the subset order, i.e. to the join semilattice <2X , U> and each Set°P-arrow
f: X < Y to the reverse image f'[.]: 2% — 2Y. The unit of this adjunction is
given by the join-preserving functions

X,y <X,u>%<2X,U>7 r— te={decX |2 D2} (16)
for every join semilattice (X, L) and the counit is given by, for every set X,
ex: 285 « X, xw {a}. (17)

We construct a natural isomorphism [3: <2AX7+1, U> = <2 x (27)A, I_|> in order
to get a lifting. For every join semilattice (X,U) we take Sx to be the same

function as in of our first example given in [Section 3.2[ and claim that
this is a join-preserving function: for two sets Q1,Q2 € 24%X+1 let (o, s) :=
Bx (Q1UQ2) and (05, s;) = Bx(Q;) for i € {1,2} then we have o = xg,u0,(v) =
max {xqg, (v'), xg,(v))} = max {01,02} = 01 U o and for each a € A we have

s(a) ={z e X | {a,z) € Q1 UQ2}
={zeX|(az)cQi}U{re X | (a,z) € Q2} =s1(a)Usa(a)

which can be generalized to arbitrary unions.
We calculate a: 2 x 4 < A x __ + 1 where for every join semilattice (X, L)
the function ax,yy is given by a(x,y(v') = (0,(sy: A —= X,5,(a) = T)) and

a(X,u)(<a7x>) = <]-7 (S(a,z>: A— X73<a,m) (a/) = {? Z, ; Z>> . (18)

The lifted left adjoint L: DJA — CDA maps a DJA ¢: (X, L) — <2 x XA, u)
to the CDA Lec: X + A x X + 1 whose unique final state is the join of the non-
final states of the original automaton, i.e. Le(v') = | {2’ € X | m1(c(z’)) = 0}.
For every action a € A and every state x € X the unique a-predecessor of x is
the join of all the states of the original automaton whose a-successor is less or
equal to z, i.e. Le({a,z)) = | |{z’ € X | m2(c(2))(a) C z}.

The lifted right adjoint R: CDA — DJA mapsa CDA d: Y + AxY +1
(which can also be regarded as nondeterministic automaton) to its determinization



R(d): (2¥,U) — (2 x (2¥)4, 1) via the usual powerset construction, i.e. for
every S € 2¥ we have R(d)(S) = By o d~1[S]. Since the reverse image of any
function preserves arbitrary unions, this is indeed a DJA.

Ezample 3. Take another look at The DJA of (in the

middle) is transformed into a CDA with the same state set X = {1, z,y,u, T}
(the diagram on the right). Its unique final state is L (the join of the non-final
states) and the unique a-predecessor of a state is the join of the previous a-
predecessors, for instance the new a-predecessor of L is y (the join of L, u,y). If
we transfer this automaton into a DJA with state set 2% via the right adjoint
the unit 7 x ) maps every state to the complement of its upward-closure. For
instance state z is mapped to {1, u,y}.

5 Linear Weighted Automata

In the previous sections we looked at automata over Set, Rel and JSL. Now we
will look at automata over the category Vect of linear maps between vector spaces
called linear weighted automata. There are two flavors: input linear weighted
automata (category: WAut;) and output linear weighted automata (WAut,).
We will use to obtain an adjunction between WAut; and WAut,.
We have taken this example from [3] Section 4] and extended it from finite to
arbitrary vector spaces. For this section, let A be an arbitrary set (not necessarily
finite).

5.1 Vector Spaces

Let us recall some facts about the category Vect of vector spaces. To begin Vect
has all products and coproducts. Let V' and W be vector spaces. The product
of V and W is simply the cartesian product V' x W with coordinatewise addition
and scalar multiplication. The coproduct of V and W is V' x W as well; the
coprojections V' "% V x W < W are given by ko(v) = (v,0) and 1 (w) = (0, w)
forveVand weW.

Similarly, given a set B the vector space V2 of functions from B to V is the
B-fold product of V. However, the coproduct of infinitely many vector spaces is a
bit more interesting. Let B be a set and V' a vector space. The B-fold coproduct
of V is the following subspace of VE.

B-V = { fc VB |suppf is finite }

Here supp f := {b € B | f(b) # 0} denotes the support of f € VE. Let b € B
be given. The b-th coprojection xp: V. — B -V is given by, for every v € V:
kp(v) (D) = v and kp(v)(b') = 0 for all b’ € B with b’ # b.

Note that the B-fold product and the B-fold coproduct coincide, i.e. BV =
VB if and only if V = {0} or B is finite. In fact, we even have B - R = R? if
and only if B is finite.



5.2 Input Linear Weighted Automata

An input linear weighted automaton is a linear map
of the form ¢: A-V + R — V. That is, it is an
algebra on Vect of type A - (_) 4+ R. Accordingly we
define the category WAut; of input linear weighted
automata to be Alg (A - (_) + R). 0.25 press 1 press

For an example of an input linear weighted automaton we draw on our experiences
with turning on electrical devices such as printers and projectors. Let us say that
the state of such device is either “ON” or “OFF” or a superposition of both. We
can represent the state space as R? where ON := (1,0) and OFF := (0,1). When
we approach the device it is fair to say it is as likely that we find it running as it
is that we find it turned off. So the initial state is

I := (0.5,0.5) = 0.5-ON+0.5- OFF.

When the device is turned on and we press the “power on” button, surely nothing
will happen, but when the device is turned off and the button is pressed the
device will only turn on with probability, say, 0.75 (see diagram above).
Formally, pressing the button is represented by a linear map P: R? — R?
with P(ON) = (1,0) and P(OFF) = (0.75,0.25). There is precisely one such P:

P((z,y)) = (é 8;?) (z) for 2,y € R.

Together, the initial state I and P form an input linear weighted automaton
c: A-R?+ R — R? with A := {press}. Indeed, c is given by, for x,y, u € R,

e(foress (e 1) = (g 092 ) (1) + 0 (03) -

5.3 Owutput Linear Weighted Automata

An output linear weighted automaton is a linear map 51 0.75 press 105

of the form d: V — R x V4. That is, it is a coalgebra
on Vect of type R x (_)A. The category of output @ @
linear weighted automata WAut, is the category () ()

Coalg (R x (_)*) of coalgebras for R x (_)*4 . 0.25 press 1 press

We get an example of an output linear weighted automaton (see diagram) if we
reverse all arrows of the input linear weighted automaton of Formally,
let d: R? — R x (R?)A with A = {press} be given by, for z,y € R,

d((z,y)) = ((0.5 0.5) (;) Aat. <0.175 025) (;‘") )

We could say that the output linear weighted automaton d is the dual (or
transpose) of the input linear weighted automaton c¢. We will generalize this
construction to arbitrary input linear weighted automata using the dual of a
vector space (see below) and



5.4 Dual of a Vector Space
Let V be a vector space. The dual of V is the following subspace of RV .
V¥ = { peRY | ypis linear }

Let us determine the dual of R™ for some natural number n. Recall that for every
linear map ¢: R™ — R there is a unique u € R™ with, for all x € R”,

o) = wmxy + -+ + upxy, = u-x.
So we get a bijection ¢: R™ — (R™)* given by, for z,u € R"
P(u)(x) = u-x. (19)

It is not hard to see that @ is linear, so (R™)* is isomorphic to R™. Consequently,
V* 2V for any finite dimensional vector space V.

For an infinite dimensional vector space V the situation is different. Let B be
a basis for V (so B-R =V and B is infinite). Define ¥: (B -R)* — R? by, for
€ (B-R)*and b€ B, ¥(p)(b) = ¢(b). Then it is not hard to see that ¥ is an
isomorphism. Since B is infinite we know that B-R % RZ so B-R % (B -R)*.
Hence V* 22 V for any infinite dimensional vector space V.

To apply [Theorem 1|to the dual vector space construction we need to recognize
the assignment V +— V* as part of an adjunction. To begin, note that V +— V*
extends to a functor (_)*: Vect — Vect? as follows. Given a linear map
f: V. — W define f*: W* — V* by, for p € W*, f*(¢) = ¢o f.

This also gives us a functor (_)*: Vect®® — Vect. Now, given a vector
space V define vy : V. — V** by, for v € V and ¢ € V*, 1y (v)(p) = ¢(v). Then
we have an adjunction ((_)* 4 (_)*,¢,¢) : Vect — Vect®’.

If V. =R" for some n € N, then ¢y is an isomorphism. So if we restrict the
adjunction to the category FVect of linear maps between finite dimensional
vector spaces we get a duality ((_)* 4 (_)*,¢,¢) : FVect — FVect®.

5.5 Dual of a Linear Weighted Automaton

We will now lift the adjunction between Vect and Vect®?. The result will be:




For a vector space V define By : (A-V+R)* — Rx (V*)A by, for f € (A-V+R)*,
Bv(f) = (D), Aaxe” £ (ko (ka(v))) ) -

Then By is invertible and we get a natural iso 8: (A - (_) +R)* — R x ((_)*)A.

Hence we get an adjunction lifting by as depicted above.
Let ¢: A-V 4+ R — V be an input linear weighted automaton. Then

Vs Rx (VA and ¢® = Byoc.

If we take ¢ to be as depicted in the diagram in then ¢° will be as
depicted in the diagram in [Section 5.3| (if we identify (R?)* with R? via the

isomorphism in [Equation 19)).

Let d: V — R x V* be an output linear weighted automaton. Then

d: AV +R->V* and d = d*oay,
where ay: A-V*+R = (Rx VA)* and for h€ A-V*, p,v €R, f € VA,

av((h)({p, f)) = n-v+ Y hla)(f(a)). (20)

acA

If we take d as in the diagram of [Section 5.3] then d* will be as depicted in the
diagram of In particular, we see that (d*)° = c. More generally, since
we have a duality ((_)* - (_)*,¢,¢) : FVect — FVect® we get a duality

(L)' H()%¢,¢) : FWAut, — FWAut,

where FWAut, and FWAut,; are variants of WAut, and WAut;, respectively,
for finite dimensional vector spaces.

6 Checking Behavioral Equivalences

Finally, we will show how the results on adjunctions can be used to check
behavioral equivalences. Since our coalgebras do not necessarily live in Set,
where we could address elements of a carrier set, we use the following alternative
definition, where we specify whether two arrows are behaviorally equivalent. This
is reminiscent of equipping a coalgebra with start states, similar to the initial
states of an automaton.

Definition 4 (Behavioral Equivalence). Let C be a category, F': C — C be
an endofunctor such that a final F-coalgebra w: 2 — F 2 exists. Furthermore let
c1: X1 — FXq and co: Xo — F X5 be two F-coalgebras and U be a C-object.

X, ﬁl_ U _552_) X, We say that two C-arrows x1: U = X1, zo: U = Xo
1l Leg are behaviorally equivalent (in symbols x1 ~3% x3),
FX, W™ h FX, whenever the diagram on the left commutes where

F'\" w| /F' l1: 1 = w and la: co — w are the unique coalgebra
1opo 42 homomorphisms into the final coalgebra.



In Set the choice for U will typically be a singleton set and then the problem
reduces to asking whether two given states are behaviorally equivalent.

Now assume that we have an adjunction (L 4 R,n,¢) : C — D that is lifted
to coalgebras as specified in Now, since R is a right adjoint, it
preserves limits, specifically it preserves the final coalgebra. Let us take another
look at the first diagram in It can easily be determined that A*, the
set of all finite words, is the carrier of the final coalgebra in Set°P. Via the right
adjoint, this translates to the carrier set A* in Rel, where the arrow !; into the
final coalgebra is a relation, relating each state with the words that are accepted
by it (in [8] this final coalgebra is discussed in detail). The final coalgebra can
also be transferred into JSL and Set, where it has carrier set 24",

Hence, the adjunctions allow to construct final coalgebras and to transfer
results about final semantics from other categories. Furthermore, it is possible to
check behavioral equivalence in a different category, by translating queries via
the adjunction.

Proposition 1. Let C be a category, F: C — C and G: D — D be endo-
functors, (L 4 R,n,e) : C — D be an adjunction together with a lifting in the
sense of i.e. an adjunction (L 4 R,n,e) : Coalg (F) — Coalg (G).
Furthermore assume that a final G-coalgebra exists and that R is faithful.

Let di:' Y7 — GYq, do: Yo — GYs be two G-coalgebras and let y,: U — Y1,
yo: U — Y5 be two arrows in D. Then the following equivalence holds.
d1,d2

G

Y1 Y2 = Ry, ~2 % Ry,

In all our examples the right adjoint R is faithful. If this is the case and the
final coalgebra exists, this allows us to check behavioral equivalence in a different
category, where this might be easier or more straightforward. The classical
example is of course the lifted adjunction between Set and Rel. In order to check
language equivalence for nondeterministic automata, the standard technique is
to determinize them via the right adjoint into Set. Then, language equivalence
can be checked on the powerset automaton.

7 Conclusion, Related and Future Work

We have shown how to lift adjunctions between categories to adjunctions on
coalgebras. Furthermore we gave several examples for such adjunction liftings
and showed how they can be used to transfer behavioral equivalence checks from
one category to another.

Several open questions remain, both concerning the examples and the general
technique. Our main example involving deterministic and nondeterministic au-
tomata is strongly related to the powerset monad, since one adjunction is based
on the Kleisli and another on the Eilenberg-Moore construction for this monad. In
this specific case we obtain two more adjunctions by considering Set°?, however
this will not work for any monad. Still, it would be interesting to investigate
which monads allow such a rich structure of adjunctions, in what way these



adjunctions can be lifted to adjunctions to coalgebras and whether this results in
well-known constructions. There exists also the comparison functor between the
Kleisli and the Eilenberg-Moore category, which however is not necessarily part
of an adjunction. It would be interesting to find out which behavioral information
can be transported over the comparison functor.d

In [I] the authors used the adjunction between Rel and Set°” in order
to characterize a factorization structure that is employed for a minimization
algorithm. Hence, an obvious question is whether other adjunctions can be used
for such algorithmic purposes, for instance for minimizing a coalgebra in one
category, but using the structure of another category. It also seems plausible that
up-to techniques can be explained in this way, for instance by checking language
equivalence for nondeterministic automata in Rel, using the algebraic structure
of JSL via the comparison functor (similar to [3]).

We also showed how to transfer equivalence checking queries through a right
adjoint. Can they also be transferred in the other direction, via a left adjoint?

Finally, the conditions in [Theorem 1| (Lifting an Adjunction to Coalgebras)
are sufficient for the lifting to exist. However, it is unclear whether they are also
necessary.

Related Work. The adjunction between Rel and Set°P, transforming nonde-
terministic automata into codeterministic automata has already been considered
in [I] and similarly in [8]. The paper [I7] is concerned with the adjunction
between Set and JSL and uses it to determinize automata, but different from
the approach in this paper. More concretely, in [I7] a nondeterministic automaton
specified by a function X — 2 x (2X)4 in Set is translated into a join-preserving
function 2%X — 2 x (2%X)4, which does not give an adjunction on coalgebras.
Another closely related paper is [IT] which is also concerned with the Kleisli and
Eilenberg-Moore constructions for the powerset monad and uses the comparison
functor in order to determinize automata. Furthermore our example in
is based on a duality of categories [3].

Hence, many ideas that are summarized in this paper are not completely new,
but have been stated in various forms. However, we think that it is insightful to
present this theory strictly from the point of view of adjunction lifting and to
clearly spell out what it means to preserve and reflect behavioral equivalences by
adjoints. Furthermore, to our knowledge, the adjunction between join semilattices
and Set°P, that gives rise to a quite surprising and unusual construction, has
never been studied in this setting.
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