N
N

N

HAL

open science

Hybridizable Discontinuous Galerkin method for the
simulation of the propagation of the elastic wave

equations in the frequency domain

Marie Bonnasse-Gahot, Henri Calandra, Julien Diaz, Stéphane Lanteri

» To cite this version:

Marie Bonnasse-Gahot, Henri Calandra, Julien Diaz, Stéphane Lanteri. Hybridizable Discontinuous
Galerkin method for the simulation of the propagation of the elastic wave equations in the frequency
domain. [Research Report] RR-8990, INRIA Bordeaux; INRIA Sophia Antipolis - Méditerranée. 2015,
pp-46. hal-01408705v2

HAL Id: hal-01408705
https://inria.hal.science/hal-01408705v2
Submitted on 13 Dec 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/hal-01408705v2
https://hal.archives-ouvertes.fr

Hybridizable
Discontinuous Galerkin

method for the simulation
of the propagation of the
elastic wave equations in
the frequency domain

Marie Bonnasse-Gahot, Henri Calandra, Julien Diaz, Stéphane
Lanteri

RESEARCH
REPORT

N° 8990

June 2015

Project-Teams Magique 3D and
Nachos

ISSN 0249-6399 ISRN INRIA/RR--8990--FR+ENG







V4

: in]armu!ics,mathematics

Hybridizable Discontinuous Galerkin method
for the simulation of the propagation of the
elastic wave equations in the frequency domain

Marie Bonnasse—Gaho Henri Calandraﬂ, Julien Diaz*,
Stéphane Lanteri '

Project-Teams Magique 3D and Nachos

Research Report n° 8990 — June 2015 — [43] pages

Abstract: In this report, we study the hybridizable discontinuous Galerkin (HDG) method for the
resolution of the 2D elastic waves equations in frequency domain, so called Helmholtz equations. We

give the formulation of the method and we compare the obtained results to a nodal discontinuous
Galerkin (DG) method : the upwind flux DG method.
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Méthode de Galerkine discontinue hybride pour les
équations d’Helmholtz élastiques

Résumeé : Dans ce rapport, nous étudions la méthode Galerkine discontinue hybride (GDH)
pour la résolution des équations 2D des ondes élastiques en domaine fréquentiel, appelées aussi
équations d’Helmholtz élastiques. Nous présentons la formulation de la méthode et nous comparons
les résultats numériques & une méthode Galerkine discontinue nodale: la méthode GD a flux
décentrés.

Mots-clés :  imagerie sismique, résolution du probléme direct, domain fréquentiel,ondes
élastiques, méthodes de Galerkin discontinues, méthode GD hybride
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1 Introduction

Discontinuous Galerkin (DG) methods have been studied for a lot of problems, particularly in
time-domain where they give suitable results. They present a lot of advantages among which a
high flexibility to the type of mesh used for discretizing complex geometries, hp-adaptativity (i.e.
local adaptation of the discretization parameter and interpolation degree) and easy parallelization.
Their main drawback is their computational cost (CPU time and memory) as compared to
classical (continuous) finite element (CG) methods because they incur additional degrees of
freedom, especially when an arbitrarily high order interpolation of the field components is used.
This is due to the fact that the degrees of freedom belong to only one element (because basis
functions are discontinuous at the interfaces of the elements) and so, the degrees of freedom
placed at the interfaces have to be duplicated. As a consequence, DG methods lead to larger
sparse linear systems with a higher number of globally coupled degrees of freedom as compared
to CG methods on the same given mesh.

To get around this drawback, we consider here a new DG method: the hybridizable DG
method (HDG) (see [1] for more details). The basic principle of this HDG method consists in
introducing a Lagrange multiplier representing the trace of the numerical solution on each face of
the mesh cells. This new variable exists only on the faces of the mesh and the unknowns of the
problem depend on it. This allows us to reduce the number of globally coupled unknowns and
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4 Bonnasse-Gahot € Calandra € Diaz & Lanteri

thus the number of degrees of freedom of the global linear system. Now the size of the matrix
to be inverted only depends on the number of degrees of freedom of each face and the number
of faces of the mesh. It is worth noting that for a nodal DG method, this size depends on the
number of degrees of freedom of each element and on the number of elements of the mesh. Finally
the solution of the initial problem is recovered thanks to a simple linear independent elementwise
calculation. Moreover, the parallelization of the HDG formulation does not induce any additional
difficulty in comparison with classical DG methods.

The HDG method has been introduced in [2] for a model second order elliptic problem.
Recently it has been applied for many problems such as for the time-domain elastodynamic
equations time integrated implicitly [3], the frequency-domain Maxwell Maxwell equations [4]-[5],
convection-diffusion problems [6]-[7] or fluid flow problems [8]. To the best of our knownledge,
there is no similar work for the solution of the frequency-domain elastodynamic equations. This
report is divided in four main sections. We first present the problem that we consider and the
notations that we used in our work. The second part describes the nodal centered and upwind DG
methods that we previously developped in [9]. In the remaining parts, the upwind DG method is
used to be a reference method to which we compare the HDG method results. The third part
explains the HDG formulation for the 2D elastic Helmholtz equations, while the last part is
dedicated to numerical results.

2 Problem statement and notations

2.1 Time-harmonic 2D elastic wave equations

We consider the first order formulation of the 2D elastic wave equations in harmonic domain.
We have, for x = (z,2) € Q C R?

{in@v@)

iwa(x) =

IQ <«

(x) + f(x) in Q,

g

- (2.1)
(%) €(v(x)) in ©,
where ¢ is the imaginary unit, w the angular frequency. Then p(x) defines the mass den-
sity and f(x) the source term, which is generally associated to volumic forces. The vec-
tor v(x) = ( ve(x), v.(x) )T is the velocity vector and ¢ the strain tensor, where ¢;; =

2 2
1 (%i an .. . :
B} ( a9 + 2 ) 1,j =z, 2. g is the stress tensor; in the general case, 0;; = ,; ;Cijklfkl
and in the particular isotropic case, o;; = Aoj;tr(e) + 2uei;, i,j = ,2, with X\ and p Lame’s
coefficients. The tensor (' is a fourth order symetric tensor contening the elastic coefficients.
Using Voigt’s notation, we reduce it to a 3 x 3 matrix

ij o aorkl—p=11—1,

22 — 2,
12 — 3.
In the general anisotropic case we have
Cunn Cr2 Cis
Cx)=| Ciz2 Coa Caz |,
Ci3 Caz Css

Inria



HDG method for the elastic Helmholtz equations 5

while in the isotropic case

A(x) + 2p(x) A(x) 0
C(x) = A(x) A(x)+2u(x) O
0 0 1(x)

Thereafter we do not write space dependencies for physical parameters p, A and u, tensors
C,0 and ¢ and for the vector v and we assume that physical parameters (p, A and p for the
isotropic case and p and the C;j coefficients in the general case) are piecewise constant.

We can develop the equations of the system ([2.1)).
In the anisotropic case, we have for (z,z) € Q C R? :

. 1 (00p 00y
WU, = o\ s + Ep + fa
iov., = L (00e= 00m2) f
= p\ oz 0z =
Ovy v ov v
WOy = C Cpa—=+0C i 2, 2.2
iwo 15 T 025~ + 0| 5=+ - (2.2)
. ov Ov, ov ov
wo,, = C(Clo— oz L4 Cyp—= Ey + Cas a; + a; ,
) Ovy ov, Oovg,  Ov,
Wwoy, = Ci3— o + Coz— 9% =+ Ca3 92 o
and for the isotropic case, we have for (z,z) € Q C R? :
. 1 (00y, 004,
iwu, = p 8: + 8: ) + fe
v, = L (00w= 002 f
= p\ oz 5 0z A =
Wwoge = (A+2p) LA U7 (2.3)
v O ’UZ
iwo,, = )\% + (A +2p) 5
. B v, n Ov,
W2z = B 0z ox
The boundary conditions are given by
ag-n=0 only (2.4)
oc-n+ PA@)PTv=0 onT,, (2.5)

[A+2
where I UT, =9Q and I''NT, =0, v, = o is the P-wave velocity, vy = \/ﬁ the S-wave
P P

velocity, n the outward unit norm vector and t the unit tangent. Relation (2.4]) defines a free
surface condition whereas (2.5 represent an absorbing boundary condition in the anisotropic case.
The matrices P, A(f) and ¢’ will be defined in section In the isotropic case, the condition

(2.5) is reduced to

g-n—pvp(v-n)n+ pvg(v-t)t =0on T, (2.6)

RR n°® 8990



6 Bonnasse-Gahot € Calandra € Diaz & Lanteri

2.2 Notations

We consider a triangulation 7, of €2 and we define

e F(K) : the set of the faces of an element K of Ty,

F one face of K,

e F3 : the set of the boundary faces Fy, i.e. F, = 0K NI, where I' = 012,

F; : the set of the interior faces F; i.e. F; = 0K N 0K’ where K and K’ are neighbours,
e Fj : the set of all the faces of the mesh, i.e. F, = F; U Fyp,

e n : the outward unit normal vector to K, t its tangent.

For an interior interface F = OKT N K~ € F; we define the jump [-] of a vector v such as

[v.n]=v' -nt+v -n".
For a boundary face F' = 0KT NT € F, we define it such as

[v-n]=v*t .nt.

The jump of a tensor g is defined for an intern face F; such as

l[c-n]=¢" nt+g -n,
and on an external face Fj such as

[c-n] =" -n".

We denote P,(D) the set of polynomials degree at most p on the domain D. For each element
K € Ty, we define V?(K) as the space P,(K), VP(K) as the space (P,(K))? and $?(K) as the
space (P, (K ))?. The discontinuous finite element spaces are then given by

VP={veL*Q): v|lgeVPK)VKEeT,}
VP = {ve (L*Q)”: v|k e VP(K),VK € T}
P =f{oe (L3(Q)": ok € ZP(K),VK € Th},

where L?(f) is the space of square integrable functions on the domain Q. Finally we introduce
the traced finite element space

My, = {n € (L3(Fn)*:  nlr € (B,(F))? VF € Fi}.

where M, represents the space of functions that are continuous on an edge but discontinuous at
its ends.

Inria



HDG method for the elastic Helmholtz equations 7

3 Hybridizable Discontinuous Galerkin (HDG) method

3.1 HDG formulation

We consider equations (2.1)) on an element K of 7. The classical discontinuous Galerkin
method seeks an approximate solution (vp, gh) in the space V§ x X satisfying for all K in T

/Kiwpth-w_/K(V.gh).w /Kf'w’ »
/szah 5_/1( (QKE(WL)) 1€ 0.

We denote by a : b the scalar product between two tensors g and b. Integrating by parts we

obtain
/iwpKvwar/gh:wa Qh-n~w = /f-w7
K K OK K (32)

/Kiwgh:éJr/th'v'(gKé)7/(9[{%'21(9“ —

We then replace the boundary terms by the numerical traces o, and v which are respectively the
approximations of ¢ and v on K. The principle of the HDG formulation is to express (v, o )
in terms of a hybrid unknown X, only. This unknown )\, € Mj, is a Lagrange multiplier and 1 15
mainly introduced in order to replace the numerical trace v. This is written as

Vi = A, VE € Fy, An € MY. (3.3)
Then, we define the numerical trace Qh in terms of the other unknowns through the relation

g, =0, —S(Vvi—Ax)®n on OK. (3.4)

The matrix S is a local stabilization matrix which has an important effect on both accuracy and
stability of the HDG scheme. Note that we have deduced the numerical trace from the one
adopted in [3] where the authors consider the displacement gradient-velocity-pressure formulation
of the elastodynamics equations, and define

pHY + 5L = pHY 4 ppT — S (v, — V) @1, (3.5)

where H = Vu is the displacement gradient tensor and p = (1 + A\)(V - u) is the hydrostatic
pressure. We have

V (uHjp, +ppI) = Va. (3.6)
Assuming that
v (uﬁg + ;3;;1) = V5, (3.7)

and replacing (uﬁﬁ + f)ﬁl) in this equation by its definition giving by (3.5, we found that

Vg =V (z—S(vh—Vs) ®@n), (3.8)

and so the definition (3.4)). Moreover, in [3], it is proved from the energy identity that S should
have the form 7I where 7 > 0 is a local stabilization parameter and I the identity matrix.

RR n°® 8990
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By summing (3.2) over all elements and enforcing the continuity of the normal component of
g, the problem can be rewritten in the following way: find (vi,a,,\) € VI x 3 x My, such
that V(w,{,n) € VP(K) x ZP(K) x M,

WPK VR - W + /g :Vw — / g, n-w = /f’-w7
K;Th/K o KGZT}L K=" KEZTh, ox " K;h K
wa, €+ /V-V-Qﬁ— //\~Q§-n=O,
K;/K = K; K (7K:) K; o =2
> [ig uln = o
FeFy F

(3.9

We remark that the continuity of the normal component of g, is imposed by the last equation of
(3.9) which is called the conservativity condition. According to (3.4), we note that on K

g, n=g, -n—8(vy,—Vp). (3.10)

It is clear that for a face F = 0Kt N oK~

[ nln= [ Iz, n =S =9l
:/F<ghK+'nK+_SK+ (V}€{+—Gh)>'77
+/F (ef - nf" =S5 (vie =w)) m,

SN IALREDY

FeFy KeTy,

In order to obtain the global HDG formulation, we rewrite system (3.9) as

thus

/{)K(gh.n).n—z S (Vi — V1) - 7.

KeT;, 70K

Z/iwpth'wf Z/ V~gh -W
KeT, 'K KeTh K( )
—l—Z/ S(vih—An)-w = Z f-w,
KeT;, VK KeT;, VK
Z/iwghngrZ/vh-v-(gKg)— Z/ No-Cén = 0,
KeT, 'K KeT, 'K KeT;, 9K
Z/ (ghon)wa/ S(vi—An)-n = 0.
KeT;, /oK KeT;, VK
(3.11)
The local problem on an element K is then written as
/iwpKv,]f-w—/ (V-gf)-w—&-/ S(v,]f—/\h)-w = /fK-w,
K K - 0K K (3.12)

/Kz'cugK:é+/KV{f.v.(gKé)_/aKAh.gKén I

Inria



HDG method for the elastic Helmholtz equations 9

3.2 Relationship between HDG and upwind flux DG
The conservativity condition is given by

Z/ ‘n]-n=0 Vne M,

FeF;

Considering interpolation spaces with p constant, we can deduce that
[[gh~n]]:0 VFGJT';

Substituing @, by the expression (3.4) and assuming ST + S~ # 0, where ST is the stabilization
matrix on the element K and S~ the stabilization matrix on K ~, we obtain

lg, n—=S(vi—M)] =g, -n] - (S*vii +S7v,) + A (ST+87).

Solving for A\p, we get

V== (ST +87) (Stvi +Svy) — (8T +57) g, ] (3.13)

Inserting this expression for A, into the following expression

5t .t = ot + +

g, -0t =g, 0T+ (ST (v — ) 0 (3.14)
we finally obtain

Ehi nt = Qh -n7,
where
=S (St +87) g +ST (St +S7) g, ~ST (ST +S7) ST [vy @nl.

Considering S = 71, we rewrite equation (3.13)) and g, as
1

1
_ Fot 4o
A= (rt +77)I(T Vi T vh) a (T++T7)I[[gh.n]]’
1 v
&= (T++T_)I(T g, +T gh) B (T++T_)I[vh®n]].

3.3 Well-posedness of the local problems
We consider the local equations (3.12) with no source term

/zwpth "W — / V or w+/ S(vf—)\h)«w:o, Yw € VP(K),
oK

/Kio.)o g/ : (C g) /MAh-gKgn:a VE € 3P(K).

We choose w = vh and £ = CK 7h as test functions and we add the two above equations. We

obtain
/ iwpva-V,lf—/ <V-gf)-v;lf+/ S(v{f—)\h)-th—i—
K K oK

LK (—1=K K —K —K
wo, :C T +/v ~V-(U ) Ap - -n=0.
/ Zh = =h h Zh P h

(3.15)

11Q
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Setting \;, = 0, we get

/ iwpKv{f-th+/ iwC gk :gfj+2$(<v.gfj) ~th) +/ SvE . TK =0, (3.16)
K K oK

Assuming that w, p, g_l, and S are strictly positive real numbers and matrices, if we consider

the real part (3.16), we have / Svf - ¥ = 0 which implies that vi¢ = 0 on 9K. For the
oK
HDG-P; formulation, all the degrees of freedom are on 0K, so th = 0 on the entire element K.

4 Implementation

4.1 Discretization for the isotropic case

We first consider the isotropic case and we assume that the right-hand side f is equal to zero.
Taking as test function the basis function ¢, we develop the local equations and write
the local solution (v, o) as a function of A (simplified notation for A;). In order to avoid
confusion with A the Lamé’s coefficient and A the Lagrange multiplier, we denote by A7 the
Lamé’s coefficient.

K K dok, K do ¥ K K, K K K K
/iwval.sa - | =5 = | % +/ L —/ TH At =0,
K x Ox Kk 0z oK oK

. Ok 0ok
/ iwpr vl o™ — 7””‘2@0}{—/ 7“@K+/ TvasOK—/ ™A = 0,
K k Oz k 0z K K
0¥ 0K
/iwoﬁ,g@K—i—/ ()\L—|—2,u)vfi+/ )\vai
- / (AL + 200) Aapny — / MApFn. = 0,
oK oK
. O 0K
/zwafchK—i—/ ALU?(‘)L—’_/ ()\L—|—2,u)vfai
K K 4 K z
—/ )\LAIQOKTLI—/ ()\L+2/L)>\Z(pan = 0,
oK oK
. DX 0¥
/zwcrfzgaKJr/ ,uvfaLJr/ ,uvf%f/ u)\zgoanf/ phofn, = 0.
K K Z K €T oK oK
(4.1)

For an element K, we define (@5{ )j=1 aK the basis functions with dX the number of degrees of

freedom. We decompose the local solutions (v, %) on the basis () as follow

d¥
Ul —Zyll)(j@] ) l:$,27
j=1
K (4.2)
Okl = ngm@j , kil=ux,z,
j=1
For a face F', X is represented by
ar
)\F:ZAﬁ] JF7 l_.I‘,Z, (43)
j=1
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where ¢f are the basis functions of P,(F) and df” the associated degrees of freedom. We denote
by B(K,1) the global index of the I-th face of the element K (I = 1,2,3). For example if the
I-th face of K is the j-th face F; then S(K,[) = j. Similarly, if F} is the common face between
K¢ and K/, we define n(l,+) = e and n(l, —) = f. After discretization, the local linear system
resulting from writes

T

3

. T T

iwpM v — DE ok DXl + T FVEf
=1

T(K’l)IF‘lKgﬁ(K’l) =0,

NE

~

1

iwpME v D

z

&x

TQK 7}1))5 K+ZTKI)EK K

Tz
=1

T(K’Z)FIKA’S(K’Z) =0,

NE

l

1

3
iwME o fw + (AL + Qu)nyf + )\L]D)ng Z (AL +2u) )\B(KZ)QK

(4.4) =1
3
- Xl =0

=1

3
iWwMF o, (AL +2)DEuE + ALDEVE = (AL + 2u) AT QE

z U
=1

3
- > Nk =0

=1
iwMF ok 4+ (DEvE 4+ DEE)

3

o (g g =0
=1

The entries of the local matrices are defined by

K _
MZ] _/ SD’L SDJ dX
K Ko K :
Dy, i :/ o; Oupy dx,  withu=uw,z,
K
]ElKU :/a o cijds

RR n°® 8990 K B(K,l) K
Fr; :/ P; ©; ds,
OK!

K K, B K .
ul,ij = / Ny, V; i,  withu=ux,z.
K
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where OK! denotes the face of index [ of the element K. From (4.4) we can obtain the unknowns
. T
variables W5 = (vX, i, oK oK oK)

T
providedbyAKz(Ag(K’l), Ag(K’Q), Ag(K’?’), AE(KJ), AE(K’Q), AE(K’3)> . The local linear

system on the element K can be written as

AKWE 4 cKAR =0, (4.5)
with
[iwpME 30 | 7KDEK 0 -DE" 0 —DK"]
0 iwpME + 30 FKDEK o DK _pK”
AR = EDE A DE iwME 0 0 |
ALDE (DK 0 wMKE 0
DX uDE 0 0 iwMK |
(UK fKARK H(K)RK 0 0 0
0 0 0 KUK p(KDFE (KIHFL
Cl=—] fOf €0 @k MQN MQE MQb
QA Q ALQR Q% Q%% €Q%%
L nQ2 pQL% nQ% pQ pQL nQgs

with & = A + 2. We consider now the discretization of the transmission condition (the last
equation of (3.11)). We remind that the transmission condition on a face F; = 0K NOK~ such
as j = B(KT,1) = B(K~,g) is written as, ¥n € My,

(o m g on = (T =) n =S5 (v ) ) =

The resulting discretization is given by the two following systems

T T T .
@K+ Kt + @5+ g£(2+ - T(K+’Z)Fll(+ Q§+ +T(K+’1)GJA’§(K+J)—|—

xl Zrx
i i . (4.6)
ifl’ lec(a; + g’ sz’ _T(Kil)FlK’ yif’ +T(K’,I)GjA§(K‘J) =0,
and
KtT Kt KtT Kt (KT D)mpK+T K+ (KT.0) i \BKT,)
Qxl Orz +Qzl O,z —T ’ IFl v, +7 ’ GJAZ 4
(4.7)
K71 4 QN I — KRR UG
where

Gl = / Vithmds.
Fj

Inria



HDG method for the elastic Helmholtz equations 13

From (4.6) and (4.7) we can write a local system for A

BEWE + LEAK + RE =0, (4.8)
with
_ . B -
—r(FDF 0 Q¥ 0 QX
_T(K,Q)Fgf 0 Qi(QT 0 QZT
SRS 0 el 0 of
BX = 7
0 —r(EDFET o QKT QK
0 _TucmF§T 0 ng Qﬁ;
0 —rEIFET 0 QKT QK
_T(Kvl)Gﬁ(Kal) O O O O 0 -
0 T(Ka2)GB(K72) 0 0 0 0
0 0 7(K:3) GAK.3) 0 0 0
LK =
O O 0 T(K,l)Gﬂ(K,l) 0 0
0 0 0 0 r(K2)GAE.2) 0
L 0 0 0 0 0 T(K3)GAE3) |

and RX gathers the contributions from the neighboring elements. We denote by N ie’l) the number
of degrees of freedom (dof) of the I-th face of K., Ny the total number of dof of A and

Ne. 3
=33 N,

e=1[=1

We define the trace space spreading operator Ap pg as a matrix of size Ny x Ny which allows to
map the unique global trace space values A onto their local values on each face of the element K|
AK . We can organize Ay pg by elements such as

Al
Aupa = and AgDGA = AKX,
Al
Then we rewrite (4.5) such as
ARWH + CRAfpeA =0, (4.9)

and consequently we can express W in terms of A

W = —(AK)"1CEAK LA (4.10)

RR n°® 8990



14 Bonnasse-Gahot € Calandra € Diaz & Lanteri

By summing all the equations of the transmission condition on all the faces of each element,
element by element, we obtain

S (AR )" BEWE + LEAK L GA] =0, (4.11)
KeTh

where the sum over all the elements along with the left application of the transpose of A% G
allow to gather the element-wise contributions corresponding to faces. By remplacing W™ in
(4.11)), we obtain a global system in A

> (Afpe)” [-BF(AF)TICK + LX) Af LA = 0. (4.12)
KeTy,

Considering now a nonzero source term, (4.9) becomes
ARSWE + CKE AR A = SK.
That leads to

WK = (AK) 7 s — (AK) T CKAE A

Finally we obtain the following global system

> (Afipe)" [-BX(AF)TICK + LX] Al pe = D —(Afipe) BN (AF)TISK. (4.13)
KeTy, KeTn

4.2 Discretization for the anisotropic case

Taking the basis function <p]K as test function and developing the local equations ([3.12)) for

the anisotropic case as we have done in the previous section, we write the local solution (v, g%)
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as a function of A

(4.14)
do K do K
- K K _ Tx K_ Tz K K K K
/KZWPKUz ©; P ©; . 0= ©; +/8KT Vg P
- / TKALEQO_f( = 07
OK
Ok do K
. K K _ Tz K_ zz K K K K
- / TK)\zgog( = 07
OK ’
_ Ok Dl Ol Ok
/wafmgo][-{ + /Cnyf 83 +/ Crovl 2 +/ Chs | v 4 K 20
- Cll>\x<P§(nx - / 012)\z§0§(nz - / Cis (/\ac‘P]an + Az‘Pf”x) =0,
oK oK oK
O O D’ Ok
. K K KY¥; KY¥; KYFj KY%j
A C C. C.
/KWUZZ% * /K 12% " +/K 2% "5, +/K B\% g, T Ox
- ClZAIQanI - / 022)\2@5(7’% - / 023 ()\ISDJKTLZ + )\chfnm) = 0;
oK 0K oK
O O O’ O
/iwofzgaf + /0131)5 8j +/ Cogvl —2 +/ Cs3 | v 1L 40T
- CizAatpfny — / CazA.pfn, — / Cs3 (Ao nz — Aol ng) = 0.
OK OK OK
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Using the discretization given in section the local linear system resulting from (4.14)) writes
as

. T T
iwpME K — DE oK DK K

3 3
+ Y FEDER K ST R USDRR S —
=1 =1

. T T
iwpMF p K Dy of, - DI of

3 3
4 ZT(K,Z)]Eleﬁ( _ Z T(K,l)H_:IKAf(K,l) =0
=1 =1
WMEgE  + CEDEyE + CEDEyK

=TT
+ C{g (ID)KvK —HD)fyf)

Tr =z

3 3
_ Zcﬁéﬁ(fﬂl)@fl _ ZC@AE(K’”QZ

=1 =1

3
= YOl (AU0QE + ANk = 0
=1

. K K KmnK,K KmnkK,K
iwM Oz + ClQDm Uy +C22]D>z v,

(4.15)
+ Of5 (D v +DEvyy)

3 3
— > CENEEIQE Y eIl
=1 =1

3
- YOk (XL + A2FOQE) = 0
=1

: K _K KmnkK,,K KnkK, K
iwM Oz + ClS]D)z Uy +023]D)z U,

+ C¥ (DEuK +DEWE)

3 3
= D ORI - Y oAl
=1 =1

3
= Yook (AENgk + A QK <o,
=1

with matrices M%, DX EX FX and Q¥ defined in section The local linear system on element
K is written as in the isotropic case

AKWE L CEAK =0, (4.16)
with
_Ag(K,l)_
y;; AP(F2)
K Q;{ AK AQ(K,:S)
w = Qaig ) 4 = A3(1{71)
i APE2)
—Tz XB(K,B) Inria
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Matrices A% and CK are now given by

3
iwpME + Z T(K’Z)EZK 0 fID)fT 0 —DfT
=
1 3 T T
0 iwpMX + 3 rEDES 0 -DET _DE
AEK — =1 s
CEDE + CiDE CEDE + CEDE iwME 0 0
CEDE + CEDE CEDE + CEDE 0 iwMK 0
CEDE + CEDE CEDEK + CEDK 0 0 iwM¥ |
T(K’l)ﬂ?f T(Kﬁ)Ff T(K’g’)lﬁ‘g{
0 0 0
Cf = - |CHQE +ClQE  CfiQ + Qs ClQl + chaf

CHQE +CEQY  CKQK + CEQE, CEQL + CEQE

[CI3Qz + C55Qf OfSQ% + CHQY  CHQL + CHQf
0 0 0 T
T(KJ)F{( T(sz)Fé( T(K’P’)]Fé(
Ci5Q% + CQN  CRQE + CfiQy, CfhQ% + CHQs,

KK KK KOk KK KOk KK
CoQz + C3Q  C55Q0% + CQgy  C35Q705 + CQu

C35Q% +CHQ  CEQE + C5Q  CQ% + CH5Q%.
The transmission condition on a face F; = 9K NJK ~ is unchanged and its local discretization
reads as
BEWHE + LEAR + RE = 0.
The matrices BX and L and the operator R* are the same than in the isotropic case. Finally,
considering a nonzero source term and using the trace space operator Ay pg, we obtain a global

system similar to (4.13)
Z (Afipe)" [-B(A%)ICK + LF] Afjpeh = Z —(Afipe) TBY (AF) ISR,
KeTh KeTh

4.3 Boundary conditions

So far, we do not have described the discretization of the transmission condition on a boundary
face. Before doing that, we remind the boundary conditions (2.4), (2.6) and (2.5) that we are

considering

e Free surface condition over I'; : o -n = 0;

e Absorbing boundary condition over I'; : g -n + PA@)PTv =0
where
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Ny —MN.
_p— :
N, Ng
a11() ai2(9)
— A(f) = with

a21 (9) as2 (9)

K cos? 6 + sin? 0

ann(f) = —py, Ny Iy (1 cos® 0 + sin® 9),

a12(6) PUp \/'ZCQO;;Z ;_’S_H;HZ - —(k—1)cosfsinb),
N
an(l) = —pu, \(/Z;Ciijzsf 22299 ((k — 1) cos@sinf) — pvs.

To establish these expressions, we restrict ourselves to tilted transverse isotropic
(TTI) media. The parameter 6 is the tilted angle of the wave in the TTI medium,
k = /1 —2¢e, with € one of Thomsen’s constants defining the TTI nature of the

Ci—C
medium and expressed by € = L
— ¢’ is defined such as
cos® = —n.sinf + n, cosb,

sin@ = /1 —cos? 6.

In the isotropic case, 8 = 0 and thus the expression of matrix A(0) is reduced to:

A(0) = (‘ffﬁ _2@3) |

The boundary conditions are taken into account in the last equation of the global formulation
(3.11)) and modify the expression of the transmission condition. Using the notation Bc for the
matrix PA(0")PT, we can write a general global formulation for both isotropic and anisotropic

(e s 5[

FE]‘—h\FlUFa Fely
+ > / BC)\h)) (4.17)
Fer,
Z/gl n-+ Z /ga ,
Fely Fel,

where in our case, g; = 0 and g, = 0. Replacing @h -1 by the expression (3.10), we obtain

Z/ - Z/svh—xh ’7+Z/ (Behn) -1 = 0. (4.18)

FeFn FeFp Fel,
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Now, taking into account the boundary conditions in the transmission condition, the HDG
formulation writes as, find (vz, g, ,An) € Vi x BJ x M such that ¥(w,&,7) € VP(K) x BP(K) x

M,

Z/KWPKV’L'W - Z/K(V.gh).w

KeTy, KeTy,
+ S(V —/\ )-W: /fw’
K;rh A K;rh * (4.19)
) V- (C — A, -C £-n=0,
KZE;—}L/KM% & + K;—’L/th (:Ké) K;’;L‘/SK hoCpém=0
Z/(gh-n) no— Z/S(Vh_)\h)'n"’ Z/(Bckh)-n=0-
Fer, VF rer, ¥ Fer, /¥

The discretization of the last equation of on the boundary I', is

QEoE + Qi ok, — rEVFL K 4 rFDGINITD 4 Bey GFASHD 4 BenGFAYRD = 0, (4.20)
and

QEoE +QEgK — r(EOFK K 4 7EDGINED o Beyy GEAPED 4 Bey GFASRD — 0, (4.21)

The expressions of Bc¢'s coeflicients in the isotropic case are given by

2 2
Beiyp = —p (vfnf +vEnk ) ,
Beiy = Be2l = —pnfnX (vf - vf() ,

_ K, K? K K?
BCQQ—_p<Up n, —+vg ng )

For an element having a face on the absorbing boundary, the matrix B is not modified, whereas
matrix L¥ becomes, for example if the edge [ = 1 of K is an absorbing edge,

[(7 + Bew ) 6P 0 0 BeaGAUD 0 0o ]
0 AE2)GHK) 0 0 0 0
0 0 FK.3) GB(K.3) 0 0 0
Bexn GPUSD 0 0 (7D + Bean ) GAUD 0
0 0 0 0 FK2)GA(K2)
L 0 0 0 0 0 (K3 GAK.3) |

5 2D numerical results

In this section, we provide some numerical results in 2D to assess the performances (accuracy and
efficiency) of the proposed HDG scheme. This scheme has been implemented in a Fortran 90 software.
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We use the MUMPS sparse direct solver for the resolution of the linear system (see [10] for more details)
resulting from the HDG discretization scheme.

Numerical experiments are performed on a hardware system equipped with 2 quad-core Nehalem
Intel® Xeon® X5550/2,66 GHz CPUs and 24Go (DDR3 1333 MHz) of RAM.

Two simple problems, the propagation of a plane wave in a homogeneous medium and the scattering
of a plane wave by a disk, and one heterogeneous problem, the scattering of a plane wave by a solid disk,
are considered. We remind that to propagate the waves we have to solve the elastic Helmholtz equations.
For each test problem, we compare the HDG results with those obtained with a nodal DG method, the
upwind flux DG method [].

5.1 Plane wave propagation in an homogeneous medium

We first consider the simple test problem of the propagation of a plane wave in an homogeneous
medium. The computational domain €2 is a 10000 m x 10000 m square. The physical properties of the
medium are p = 1000 kg.m ™ and values of Lamé’s coefficients A and p that are set to 8 MPa and 4
MPa respectively. These values imply a velocity v, of P-waves equal to 4000 m.s~* and a velocity vs of
S-waves equal to 2000 m.s~'. On the boundaries we impose an absorbing condition with a plane wave
incident field

VZO
Vo
Ozz0
0220
Tx20

_ i(kg cos Ox+k, sinfz) i(kg cos Ox+k, sin 6z)
U = Veilke z —_ etk z ,

where k = k2 + k2 = “ s the wavenumber, k, = Y cos6 and k. = “ sin 0, and 6 is the incidence
v

P Up Up
angle. Here, w denotes the angular frequency, w = 2w f where f is the frequency. If we choose arbitrarily
Vzo0, we can express the other components as

bbb
pw? — k2p — k2X +2p)

Vo =
-1
Orz0 — j (kz (A + 2#) Vzo + AkZVZ())

-1
0220 = 7 (Akzvfo + (A + 2”) kZVZO)

Oxz20 = %’u (szrO + kazO) .

In the simulations we choose #=0 and f = 2 Hz, so that w = 47 ~ 12.56 rad.s~'. We discretize the
computational domain 2 into three unstructured meshes with respectively 3000, 10 000 and 45 000
elements. Two of these meshes are shown on figs. and their characteristics are given in tab.
The last mesh is too fine to be represented.
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Figure 5.1: Discretization of Q: Figure 5.2: Discretization of
mesh M1, 3000 elements. mesh M2, 10000 elements.

Mesh | # Mesh elements | # Mesh vertices | hmin | Pmaz | Pmin/Pmaz
M1 3100 1620 193.6 | 625.0 3.2
M2 10 300 5200 107.5 | 312.5 2.9
M3 45 000 22 500 45.4 | 156.2 3.5

Table 5.1: Characteristics of the three meshes.

We compare the obtained numerical solutions by focusing on the V, component. When using the
coarsest mesh with 3000 triangles and the HDG-P; formulation, we obtain the numerical solution shown
on fig. (-4 On fig. -5} we compare this numerical solution to the exact one represented on fig. 5.3
Clearly, for this relatively coarse mesh, the HDG-P; scheme is not enough accurate. Increasing the
interpolation degree (fig. leads to a numerical solution which is closer to the exact one. If we increase
the resolution of the mesh (fig. , the numerical solution is closer too to the exact one but we clearly

see that the second mesh is not again well adapted for the HDG-P; scheme with our choices of parameters
for this test problem.

Figure 5.3: Exact solution, V,, component.

RR n°® 8990



22 Bonnasse-Gahot & Calandra & Diaz € Lanteri

Result
00104 g0

Figure 5.5: Absolute error between the exact
solution and the solution computed with the
HDG-P; scheme on mesh MI1.

Figure 5.4: Numerical solution, mesh M1,
HDG-P; scheme, V, component.

Result
00104 507

9.54e-09

Figure 5.7: Absolute error between the exact
solution and the solution computed with the
HDG-P5 scheme on mesh M1.

Figure 5.6: Numerical solution, mesh M1,
HDG-P5 scheme, V,, component.

9.54e-09

Figure 5.9: Absolute error between the exact
solution and the solution computed with the
HDG-P; scheme on mesh M2.

Figure 5.8: Numerical solution, mesh M2,
HDG-P; scheme, V, component.

Fig. [5.10] shows the numerical convergence of the HDG method. As with classical finite element
methods or with the upwind flux based DGFD method, we observe a convergence with order p + 1 when
the interpolation order is p, i.e with optimal rate.
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20

0.0, 0. T

Figure 5.10: Convergence order of HDG method for plane wave propagation in a homogeneous
medium.

Tabs. and compare the mean and the relative errors obtained using the HDG formulation
and the upwind flux based DG formulation for the V, and 0., components respectively. If we focus on
the V, component, the error, mean or relative, is larger with the HDG scheme for given mesh resolution
and interpolation order. However, if we compare both methods for a target accuracy, see tab. using
the same mesh, the HDG method requires one interpolation order more than the upwind flux based DG
method (UDG in tabs. and but is less expensive in terms of memory consumption. In tab. we
use the same interpolation order for the two schemes: the HDG method needs a more refined mesh than
the UDG method, but, except when the the interpolation degree is equal to 1, it is still less expensive
from the point of view of memory space. For a same accuracy the computational time is quite the same
for both methods.

When we compare both methods on the same mesh and with the same interpolation order, in terms
of memory requirement (see tab. and computational time (see tab. 7 the HDG method is more
efficient as a result of the fact that the HDG method leads to a discrete system with a lower number
of globally coupled unknowns in comparsion to the classical DG method. If we consider an uniform
interpolation degree (i.e. same interpolation degree for all the elements), for the 2D elastic Helmholtz
equations, in the classical DG framework we have, Npe = 5 X nde x N, globally coupled unknowns,
where nde is the number of degrees of freedom in each element and N, is the number of elements, whereas
this number of unknowns with the HDG method is Nypg = 5 x ndf x Ny, where ndf is the number of
degrees of freedom on each face (edge in 2D) and Ny is the number of faces. Moreover, ndf = p + 1,

w, and Ny ~ gNe. The number of unknowns which corresponds to the number
of degrees of freedom (dof) for each method is given in tab. We also give the number of dof per
wavelength (A,,) which is for the considered test problem equal to 2000 m (we recall that A, = UTP) We

nde =

observe that for a given error level, for instance 1072 on the V, component, using the mesh M1 (3100
elements), the upwind DG-P; scheme requires 9.4 10* unknowns while the HDG-P; scheme leads to a
number of unknowns equal to 3.8 10%, i.e. 3 times less unknowns.

For this test problem, we also look at the pattern of the global matrix of each method, fig. for
the HDG method and fig. [-12] for the upwind flux DG method. We clearly see that the two matrices are
sparse matrices as expected. For example, for the mesh M2, the fill rate of the HDG-P; matrix is 0.038%
and the one of the DG-P; matrix is 0.015%. The advantage of the upwind DG matrix is that it is more
sparse than the HDG one, but its size is larger (approximately 3 times bigger).

The condition numbers of these global matrices are represented on fig. [5.13]to[5.16] for each interpolation
degree and for different frequencies (from 1 Hz to 8 Hz).
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h (m) | Interpolation Mean Error V, Relative Error V,
degree HDG scheme Upw. scheme | HDG scheme Upw. scheme

625.0 1 1.6 1.8e-02 52.8 6.0

312.5 1 0.1 1.7¢-03 13.7 1.8

56.25 1 1.2e-2 9.9¢-05 5.5 0.4

625.0 2 6.7e-2 1.6e-03 2.1 0.5

312.5 2 5.9e-3 5.7e-05 0.6 5.8e-02

56.25 2 3.1e-4 1.4e-06 0.1 6.1e-03

625.0 3 5.4e-3 1.3e-04 0.2 4.1e-02

312.5 3 2.6e-4 3.1e-06 2.7e-2 3.2e-03

56.25 3 6.5e-6 3.7e-08 2.9¢e-3 1.7e-04

625.0 4 3.9e-4 1.0e-05 1.2 3.2e-03

312.5 4 9.5e-6 6.8¢e-08 9.7e-4 7.0e-05

56.25 4 1.1e-7 3.1e-10 4.9e-5 1.4e-06

Table 5.2: Mean and relative errors on V.
h (m) | Interpolation | Mean Error o,, | Relative Error o,, | Convergence order
degree HDG Upw. HDG Upw. HDG Upw.
scheme scheme | scheme  scheme | scheme  scheme

625.0 1 4721.2 72.9 38.8 6.0 - -

312.5 1 333.8 6.6 8.7 1.7 2.5 1.7

56.25 1 19.6 0.4 2.2 0.4 2.0 2.0

625.0 2 64.4 5.9 0.5 0.5 - -

312.5 2 1.9 0.3 5.0e-2 6.5e-02 3.3 2.9

56.25 2 3.6e-2  6.2e-03 | 4.0e-3 6.9e-03 3.5 3.2

625.0 3 4.1 0.4 3.2e-2 3.1e-02 - -

312.5 3 8.7e-2  1.0e-02 | 2.2e-3 2.7e-03 3.9 3.7

56.25 3 1.2e-3  1.4e-04 | 1.4e-4 1.5e-04 4.1 4.2

625.0 4 0.3 3.4e-02 | 2.7e-3 2.7e-03 - -

312.5 4 2.8¢-3  3.1e-04 | T.1le-5 7.9¢e-05 5.3 5.2

56.25 4 1.4e-5 1.5e-06 | 1.5e-6 1.7e-06 5.6 5.6

Table 5.3: Mean and relative errors on 0., and convergence order.
Error | # Mesh Interpolation Memory (MB) Construction Solution
elements degree time (s) time (s)
HDGm UDGm | HDGm UDGm | HDGm UDGm | HDGm UDGm

le-02 3100 2 1 97 288 1.3 4.0e-02 0.6 1.5
1e-03 3100 3 2 170 804 4.8 0.1 1.0 6.0
le-03 10300 2 1 355 1076 2.8 0.1 2.3 7.2
le-04 3100 4 3 254 1656 5.8 0.2 1.6 14.4

Table 5.4: Comparison between computational time and memory requirement for the same mesh.
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Error | Interpolation # Mesh Memory (MB) Construction Solution
degree elements time (s) time (s)
HDGm UDGm | HDGm UDGm | HDGm UDGm | HDGm UDGm
le-02 1 45000 3100 797 288 3.3 4.0e-02 6.1 1.5
le-03 2 10300 3100 355 804 2.8 0.1 2.3 6.0
le-04 3 10300 3100 624 1656 8.1 0.2 4.4 14.4

Table 5.5: Comparison between computational time and memory requirement for the same

interpolation order.

# Mesh elements | Interpolation Non-zeros terms Memory (MB)
degree
HDG scheme Upw. scheme | HDG scheme Upw. scheme

3100 1 4.5e+05 1.5e-+06 44 288

10300 1 1.5e+06 5.1e4-06 161 1076
45000 1 6.4e+06 2.2e4-07 797 5492
3100 2 1.0e+06 4.3e+06 97 804

10300 2 3.3e+06 1.4e+07 355 3097
45000 2 1.4e+07 6.2e4-07 1746 15965
3100 3 1.8e+06 9.4e+06 170 1656
10300 3 5.9e+-06 3.1e4-07 624 6600
45000 3 2.6e+-07 1.3e+08 3080 34597
3100 4 2.8e+06 1.8e+07 254 2749
10300 4 9.2e+06 5.9e+4-07 947 10098
45000 4 4.0e+07 2.6e+4-08 4653 50297

Table 5.6: Number of non-zero terms in the global matrix and memory used.

# Mesh elements | Interpolation Construction time (s) Solution time (s)
degree
HDG scheme Upw. scheme | HDG scheme Upw. scheme
3100 1 0.2 4.0e-02 0.2 1.5
10300 1 0.8 0.1 1.0 7.2
45000 1 3.3 0.7 6.1 68.0
3100 2 1.3 0.1 0.6 6.0
10300 2 2.8 0.3 2.3 28.8
45000 2 12.2 1.5 15.4 224.5
3100 3 4.8 0.2 1.0 14.4
10300 3 8.1 0.8 44 78.2
45000 3 35.8 3.4 32.2 643.2
3100 4 5.8 0.5 1.6 28.1
10300 4 21.1 1.8 8.7 135.2
45000 4 106.1 7.6 70.7 1077.4

Table 5.7: Time required for the global matrix construction and for the system resolution.
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# Mesh elements | Interpolation # dof #dof/wavelength
degree
HDG scheme Upw. scheme | HDG scheme Upw. scheme

3100 1 1.9e+04 4.7e+04 9 23
10300 1 6.2e+04 1.5e+05 31 77
45000 1 2.7e+05 6.7e+05 134 334
3100 2 2.8e+04 9.4e+04 14 46
10300 2 9.3e+04 3.1e+05 46 154
45000 2 4.0e+05 1.3e+06 201 668
3100 3 3.8e+04 1.6e+05 19 78
10300 3 1.2e+05 5.1e+05 62 256
45000 3 5.4e+05 2.2e+-06 268 1114
3100 4 4.7e+04 2.3e+05 23 117
10300 4 1.5e+05 7.7e+05 77 384
45000 4 6.7e+05 3.3e+06 335 1671

Table 5.8: Total number of dof and number of dof per wavelength (Ay).

nz = 2774232 4

Figure 5.11: Pattern of the HDG matrix for mesh M2 and an interpolation degree p = 2.
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P, e e s .“‘A et e el
0 0.5 1 1,5 2 2.4 3
nz = 14243692 5

x 10

Figure 5.12: Pattern of the upwind flux DG matrix for mesh M2 and an interpolation degree
p=2.

1010
107

108

HDG-P; (M1)
== HDG-P; (M2)
== HDG-P; (M3)

107

1006

Condition number

10°

104

Frequency (Hz)

Figure 5.13: Condition number of the HDG-P; matrix as a function of the frequency.
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108

107

=@= HDG-P, (M1)
== HDG-P2 (M2)
== HDG-P, (M3)

106

Condition number

10°

10%

[N}
IS
(@)
%)

Frequency (Hz)

Figure 5.14: Condition number of the HDG-Py matrix as a function of the frequency.

108

: 107
E
= =®= HDG-P3 (M1)
g 106 me== HDG-P3 (M2)
£ == DG-P3 (M3)
§ |

10° =

104 | | |

[N}
e
(=)
[o's}

Frequency (Hz)

Figure 5.15: Condition number of the HDG-P3 matrix as a function of the frequency.
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108

. 107 g
Jé r N
e I || =@= HDG-P, (M1)
g 10° g - | == HDG-P, (M2)
o} o
= — =0 == HDG-P, (M3)

10° £ E

4 | | |
1007 4 6 8

Frequency (Hz)

Figure 5.16: Condition number of the HDG-P; matrix as a function of the frequency.
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5.2 Disk-shaped scatterer

We consider now the problem of the scattering of a plane wave by an infinite elastic cylinder. The
computational domain €2 is the ring included between the circle of radius a = 2000 m whose boundary is
T", and the concentric circle of radius b = 8000 m whose the boundary I', is assume to be an artificial
boundary (see fig. [5.17). On the boundary I', we apply the free condition ; on I'y, we apply the
absorbing condition (2.6)) in order to simulate an infinite isotropic medium. The homogeneous material is
characterized by a mass density p = 1.10° kg.m ™2 and Lamé’s coefficients A = 8 MPa and p = 4 MPa,
which imply a P-waves velocity v, equal to 4.010° m.s™! and a S—waves velocity v, equal to 2.010°
m.s~!. The distance between the two circles of radius a and b is such that it corresponds to 1.5 times the
Up , where f is the frequency. Here, f is chosen equal to 4Hz.

wavelength A\,. We remind that \, = 7

Figure 5.17: Configuration of the computational domain 2 for the elastic disk-shaped scatterer.

We discretize the computational domain §2 thanks to three unstructured meshes with respectively 1200,

5100 and 21 000 elements. Two of these meshes are shown on figs. [18(a)| and [L8(b)} their characteristics
are given in tab. 5.9

Mesh | # Mesh elements | # Mesh vertices | hpin himaz | Pmin/Pmazx
M1 1200 640 440.5 | 1016.9 2.3
M2 5100 2630 212.4 | 490.1 2.3
M3 21 000 11 000 105.9 | 245.9 2.3

Table 5.9: Characteristics of the three meshes

We plot the exact solution of the scattering problem for the V, component on fig. The
corresponding numerical solution computed on the second mesh and using the HDG-P2 method is shown
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(b) Mesh M2, 5100 elements.

Figure 5.18: Discretization of the computational domain 2 for the elastic disk-shaped scatterer.

on fig. This numerical solution is not enough accurate and suitable, its comparison with the exact
solution is given on fig. To obtain a better numerical solution, we can increase the interpolation

order, using the same mesh (see fig.

00985 RgsuIT

2,1e-08

(a) Numerical solution, mesh M2, HDG-P» (b) Absolute error between the exact solu-
tion and the solution computed with HDG-P2

scheme, V; component.
scheme, mesh M2.
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O-gO0
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(¢) Numerical solution, mesh M2, HDG-P3 (d) Absolute error between the exact solu-
scheme, V; component. tion and the solution computed with HDG-P3
scheme, mesh M2.

-0201 =02

(e) Numerical solution, mesh M3, HDG-P» (f) Absolute error between the exact solu-
scheme, V; component. tion and the solution computed with HDG-Pq
scheme, mesh M3.

The numerical convergence is presented on fig. [5.20] We also plot the numerical convergence of the
upwind DG method on fig. [.2I] We remark that we do not obtain the expected convergence orders
for both schemes, and that the two schemes behave similarly. This is probably due to the fact that the
geometric error dominates. Indeed, for this test problem, the curved boundaries are discretized by affine
elements which a limitation for obtaining higher convergence orders.

When we compare the mean and relative errors for V, and o, components (see tables and ,
we observe that, except for the coarsest mesh (mesh M1), we obtain the same error level for both methods.
When we compare the memory requirement (see table and the computational time (see table
we note that the HDG scheme requires less memory than the upwind DG method (around 10 times less
for this test problem). The construction of the HDG global matrix requires more time than the one
of the upwind DG method but this additional time is drastically compensated by the resolution time.
Finally, as with the previous test problem, the HDG method requires less computational time for a whole
simulation than the upwind DG method.
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Figure 5.20: Numerical convergence of the HDG method.
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Figure 5.21: Numerical convergence of the upwind flux DG method.
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h (m) | Interpolation Mean Error V, Relative Error V,
degree HDG scheme Upw. scheme | HDG scheme Upw. scheme
1016.9 2 2.2 1.0 273.4 123.4
490.1 2 0.3 8.1e-02 122.7 36.8
245.9 2 6.3e-03 1.8e-03 11.1 3.2
1016.9 3 1.5 0.5 154.2 56.4
490.1 3 2.5e-02 1.6e-02 10.9 7.2
245.9 3 1.0e-03 9.6e-04 1.8 1.7
1016.9 4 0.5 0.4 48.5 37.3
490.1 4 1.2e-02 1.3e-02 5.4 5.5
245.9 4 9.9¢-04 9.9¢-04 1.7 1.7
Table 5.10: Mean and relative errors on V.
h (m) | Interpolation | Mean Error 0., | Relative Error o,, | Convergence order
degree HDG Upw. HDG Upw. HDG Upw.
scheme scheme | scheme  scheme | scheme  scheme
625.0 2 7101.5  3802.5 242.7 128.0 - -
312.5 2 635.5 159.8 83.3 20.9 1.0 2.0
56.25 2 9.9 4.8 5.1 2.5 4.0 3.2
625.0 3 3687.6  1195.1 111.8 36.3 - -
312.5 3 43.7 37.9 5.6 4.9 4.0 2.7
56.25 3 2.9 3.0 1.5 1.5 2.3 1.9
625.0 4 1033.4 743.8 31.0 22.3 - -
312.5 4 30.2 31.0 3.9 3.4 2.9 2.4
56.25 4 2.9 3.0 1.5 1.5 1.6 1.6

Table 5.11: Mean and relative errors on o,, and convergence order.

# Mesh elements | Interpolation Non-zeros terms Memory (MB)
degree
HDG scheme | Upw. scheme | HDG scheme ‘ Upw. scheme
1200 2 3.9e+05 1.6e+06 44 269
5100 2 1.6e+06 7.0e+06 179 1360
21000 2 6.6e+06 2.7e+07 783 6578
1200 3 6.9e+05 3.6e+06 70 525
5100 3 2.9e+06 1.5e+07 309 2921
21000 3 1.2e+07 6.2e+07 1384 14131
1200 4 1.1e+06 6.8e+06 100 895
5100 4 4.6e+06 2.9e+07 462 4537
21000 4 1.8e+07 1.2e+08 2101 21186

Table 5.12: Number of non-zero terms in the global matrix and memory used.
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# Mesh elements | Interpolation # dof #dof/wavelength
degree
HDG scheme Upw. scheme | HDG scheme Upw. scheme

1200 2 1.1e+04 3.6e+04 11 35
5100 2 4.6e+04 1.5e+-05 46 152
21000 2 1.8e+05 6.1e+05 184 611
1200 3 1.5e+04 6.0e+04 14 59
5100 3 6.1e+04 2.5e+05 61 253
21000 3 2.5e-+05 1.0e+06 246 1018
1200 4 1.8e+04 8.9e+04 18 89
5100 4 7.7e4+04 3.8e+05 7 380
21000 4 3.1e+05 1.5e+4-06 307 1527

Table 5.13: Total number degrees of freedom (ndof) and ndof per wavelength (\).

# Mesh elements | Interpolation Construction time(s) Solution time (s)
degree
HDG scheme ‘ Upw. scheme | HDG scheme ‘ Upw. scheme
1200 2 0.4 7.1e-2 0.3 2.6
5100 2 1.5 0.3 1.7 14.7
21000 2 5.5 1.2 12.0 93.7
1200 3 1.1 0.2 0.6 5.3
5100 3 4.3 0.7 34 38.2
21000 3 16.5 2.7 26.4 249.3
1200 4 2.8 0.3 0.9 10.2
5100 4 10.9 14 6.2 65.6
21000 4 43.7 5.5 49.5 447.3

Table 5.14: Time required for the global matrix construction and for the system resolution.
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5.3 Elastic scattering

Finally we consider the problem of the scattering of a plane wave by an elastic solid in an infinite
circle, which corresponds to an heterogeneous wave propagation problem. The computational domain
Q = Q, U, is represented on fig. [5.22] It is composed of the circle 2, and the ring €. We have two
materials: the first material in €, has a mass density p = 1.0 kg.m ™ and Lamé’s coefficients A = 8.0 MPa,
and p = 4.0 MPa; the second material in Q, has a mass density p = 2.0 kg.m ™3 and Lamé’s coefficients
X = 6.4 10" MPa and p = 3.2 10" MPa. These values imply a P—waves velocity v, equal to 4.0 103
m.s~! in Qp and to 8.0 10> m.s™! in Q,, and a S—waves velocity v, equal to 2.0 10° m.s™! in Q; and to
4.0 10° m.s™ ! in Q..

We discretize the computational domain €2 into three unstructured meshes with respectively 1300,
5400 and 22 000 elements. Two of these meshes are shown on figs. [23(a)| and [23(b)} their characteristics
are given in table

. 2

Figure 5.22: Configuration of the computational domain € for the elastic solid scatterer.

Mesh | # Mesh elements | # Mesh vertices | hmin | Pmaz | Pmin/Pmaz
M1 1300 700 440.5 | 1016.9 2.3
M2 5400 2800 211.6 | 490.1 2.3
M3 22 000 11 000 105.9 | 245.9 2.3

Table 5.15: Characteristics of the three meshes

Similarly to the two previous homogeneous test problems, we plot the exact solution of V, component
(see fig. . On fig. we plot the numerical solution for V,; component computed with the HDG-P5
scheme on mesh M2; then we increase the interpolation order using the same mesh, fig. or refine
the mesh while maintening unchanged the interpolation order, fig. [27(a)|
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(a) Mesh M1, 1300 elements. (b) Mesh M2, 5400 elements.

Figure 5.23: Discretization of the computational domain 2 for the elastic solid scatterer.

Figure 5.24: Exact solution, V,, component.

0,0809 " eH

t0,0é

(a) Numerical solution, mesh M2, HDG-P;
scheme, V; component.

(b) Absolute error between the exact solu-
tion and the solution computed with HDG-P2
scheme, mesh M2.

Figure 5.25: HDG-Py scheme, mesh M2
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(a) Numerical solution, mesh M2, HDG-P3 (b) Absolute error between the exact solu-
scheme, V; component. tion and the solution computed with HDG-P3
scheme, mesh M2.

Figure 5.26: Numerical solution, mesh M2, HDG-P3 scheme, V, component.
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(a) Numerical solution, mesh M3, HDG-P; (b) Absolute error between the exact solu-
scheme, V; component. tion and the solution computed with HDG-Pg
scheme, mesh M3.

Figure 5.27: Numerical solution, mesh M3, HDG-Ps scheme, V, component.

The numerical convergence of the HDG method for this test problem is shown on fig. and the
one of the upwind DG method on fig. [f:29] As for the previous test problem, we observe that the two
numerical convergences have the same behavior and that the optimal rate is not obtained for this test
problem. The computational performances of both methods are summarized in tabs. [5.18| for the memory
requirement and the number of non-zero terms in the global matrix, tab. [5.19] for the number of degrees
of freedom and tab. for the time required for the construction of the global matrix (in seconds) and
for the resolution (in seconds). In tabs. We present the mean and relative errors on V, and 044
components for both methods.
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Figure 5.29: Numerical convergence order of the upwind DG method.
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h (m) | Interpolation Mean Error V, Relative Error V,
degree HDG scheme Upw. scheme | HDG scheme Upw. scheme
1016.9 2 2.1 0.9 273.5 120.1
490.1 2 0.2 6.4e-02 91.5 31.0
245.9 2 5.0e-03 1.7e-03 9.6 3.3
1016.9 3 1.2 0.4 134.7 46.4
490.1 3 2.0e-02 1.4e-02 9.5 6.5
245.9 3 1.0e-03 9.9e-04 2.0 1.9
1016.9 4 0.4 0.3 42.0 29.9
490.1 4 7.3e-03 7.7¢-03 3.4 3.6
245.9 4 9.9¢-04 9.9¢-04 1.9 1.9
Table 5.16: Mean and relative errors on V.
h (m) | Interpolation | Mean Error o,, | Relative Error o4, | Convergence order
degree HDG Upw. HDG Upw. HDG Upw.
scheme scheme | scheme  scheme | scheme  scheme
1016.9 2 7351.8  3742.9 213.2 108.6 - -
490.1 2 457.8 143.2 52.3 16.4 1.6 2.1
245.9 2 9.1 5.5 4.1 2.5 3.7 2.9
1016.9 3 3141.9  1054.3 83.2 27.9 - -
490.1 3 41.7 41.6 4.7 4.7 3.9 2.4
245.9 3 3.8 3.9 1.7 1.7 1.8 1.6
1016.9 4 838.6 667.3 22.1 17.6 - -
490.1 4 25.5 26.9 2.9 3.0 3.1 2.6
245.9 4 3.8 3.8 1.7 1.7 0.8 0.9

Table 5.17: Mean and relative errors on o,, and convergence order.

# Mesh elements | Interpolation Non-zeros terms Memory (MB)
degree
HDG scheme | Upw. scheme | HDG scheme ‘ Upw. scheme
1300 2 4.1e+05 1.7e+06 48 307
5400 2 1.8e+06 7.5e+06 202 1543
22000 2 7.0e+4-06 3.0e+07 879 7318
1300 3 7.3e+05 3.8e+06 7 604
5400 3 3.1e+06 1.6e+07 351 3233
22000 3 1.2e+07 6.6e+07 1553 15741
1300 4 1.1e+06 7.3e+06 111 988
5400 4 4.9e+-06 3.1e+07 526 5160
22000 4 1.9e+07 1.2e+08 2362 23982

Table 5.18: Number of non-zero terms in the global matrix and memory used.
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# Mesh elements | Interpolation # dof #dof/wavelength
degree
HDG scheme Upw. scheme | HDG scheme Upw. scheme
1300 2 1.1e+04 3.8e+04 6 19
5400 2 4.9e+04 1.6e+-05 24 81
22000 2 2.0e+-05 6.5e+05 98 325
1300 3 1.6e+04 6.3e+04 8 31
5400 3 6.5e+04 2.7e+05 32 135
22000 3 2.6e+-05 1.1e+06 130 541
1300 4 1.9e+04 9.5e+04 10 47
5400 4 8.2e+04 4.1e+05 41 202
22000 4 3.3e+05 1.6e-+06 163 812

Table 5.19: Total number degrees of freedom (ndof) and ndof by wavelength (\,) for both

methods.

# Mesh elements | Interpolation Construction time(s) Solution time (s)
degree
HDG scheme ‘ Upw. scheme | HDG scheme ‘ Upw. scheme
1300 2 0.2 4.7e-02 0.2 2.3
5400 2 0.9 0.2 1.1 144
22000 2 3.5 0.8 6.6 98.2
1300 3 0.6 0.1 0.3 5.1
5400 3 2.7 0.5 2.0 36.7
22000 3 11.1 1.9 13.7 348.1
1300 4 1.7 0.2 0.5 9.2
5400 4 7.2 1.0 34 69.6
22000 4 30.1 3.8 23.8 525.4

Table 5.20: Time required for the global matrix construction and for the system resolution.
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6 Conclusion

In this report, we studied the HDG method for the 2D elastic Helmholtz equations. The convergence
order of the HDG method is numerically optimal, as we have for classical finite elements. For the same
accurancy, the HDG formulation uses less memory than nodal DG method, even if we have to use an
interpolation order more with the HDG method than the nodal DG method or if we have to refine the
mesh. For given mesh and interpolation order, the HDG method is more competitive in memory and
computational time terms. These results have to be confirmed for parallel implementation and for the
3D elastic Helmholtz equations.
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