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Méthodes de Galerkine discontinues pour la résolution des
équations d’Helmholtz élastiques en domaine fréquentiel

Résumeé : Dans ce rapport, nous étudions deux méthodes de Galerkine discontinues (GD), la
méthode GD & flux centrés et la méthode GD & flux décentrés, pour la résolution des équations
2D des ondes élastiques en domaine fréquentiel, appelées aussi équations d’Helmholtz élastiques.
Nous présentons la formulation des deux méthodes et nous comparons les résultats numériques
obtenus.

Mots-clés : imagerie sismique, résolution du probléme direct, domain fréquentiel,ondes élas-
tiques, méthodes de Galerkin discontinues, méthode GD & flux centrés, méthode GD & flux
décentrés
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1 Introduction

The numerical solution of wave equations (acoustics, elastodynamics or electromagnetics)
is increasingly used in many areas such as civil engineering, mechanical engineering, aerospace
engineering, geophysics, medicine, biology or telecommunications. Applications are then various:
noise reduction, radar and antenna design, satellites and waveguides, detection of hidden targets,
medical imaging, seismic imaging, earthquakes dynamics, etc.

The scientific context of the present study is seismic imaging, which aims at recovering the
structure of the earth. A seismic imaging method using a wave equation model is called a seismic-
reflection technique. It is the most used imaging method in the petroleum industry because it is
the one that yields the most accurate images of the subsurface in view of analyzing them to find
hydrocarbons.

The principle of a seismic acquisition is simple: sources, generally placed on the top of the
subsurface, emit waves inside the earth; then receivers, which can be placed at the top or in the
depth, record the reflected waves (arrival time and amplitude). The amplitudes of reflected fields
allow to recover the material characteristics constituting the ground, and the arrival times allow
to establish where the reflectors are. Reflectors are the interfaces between two different media.

Seismic imaging campaigns can be done in the sea or in the ground and with its results, one
can construct a card that represents the variations of the velocity in the medium. The latter
is referred to as the velocity model. Its quality depends on the number of sources used. It is
the reason why in seismic imaging the number of sources used is usually large (about 1000).
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4 Bonnasse-Gahot € Calandra € Diaz & Lanteri

Consequently, the efficiency of the whole procedure is directly related to the efficiency of the
numerical method used to solve the wave equations.

There exists several seismic imaging methods: the Reverse Time Migration (RTM) and the
Full Wave Inversion (FWI) are the most widely used. Both methods are based on the resolution
of wave equations.

The RTM uses the fact that the wave equations are reversible. From the sources, one prop-
agates waves to obtain the propagated field. Then one makes use of the recorded data of the
reflected waves as initial data, and propagates them in order to obtain the retro-propagated
field. Finally the image of the subsurface is obtained by correlating the propagated fields and
retro-propagated fields: at each point where there is a correlation, a reflector is deduced.

The FWI is an iterative procedure solving 2N harmonic wave equations at each iteration
of the algorithm if N sources are used. It defines an inversion process (see [I] for more details
about inversion process), and thus it is composed of two major steps: first, one solves the forward
problem (i.e. the propagation of the wave equations) which models the phenomenon for each
source; then, one computes residuals thanks to a comparison between the recorded data and
the numerical data using, e.g., a least-squares method. These residuals are used to update
the velocity and the process is repeated until there is accordance between recorded data and
numerical data.

Seismic imaging can be performed in the time-domain or in the frequency-domain. Time-
domain approaches do not require an important computational cost, but the implementation of
the imaging condition is more complicated than in the frequency-domain case. Furthermore,
in frequency-domain approaches, it is not necessary to store the solution at each time step of
the forward simulation. This is interesting because seismic imaging involves very large problems
with a lot of data. Memory must be used with attention. In the frequency-domain case, the
main drawback then lies in the need to solve a large linear system of equations which represents
a challenging task when considering realistic 3D elastic media, despite the recent advances on
high performance computing.

In this context, we are interesting in the modeling part, i.e. the resolution of the forward
problem of the FWI, assuming a time-harmonic regime, leading to the so-called Helmholtz equa-
tions. The main objective of our work is to propose and develop a new finite element type solver
characterized by a reduced-size discrete operator (as compared to existing such solvers) without
hampering the accuracy of the numerical solution.

A wide variety of approximation methods of the wave equations is currently available. More-
over, with the progress of high performance computing, it is now possible to model elastic domain.
The FWI is performed with methods belonging to the family of finite difference (FD) method or
finite element (FE) methods. FD methods use regular grid and allow to obtain easier systems to
solve (as compared to FE methods). But they may lack of sufficient accuracy when one considers
a highly heterogeneous medium or when the underlying mesh is too coarse. Moreover with FD
methods, one does not take into account the irregular topography of the subsurface because
the structured mesh can not correctly approach interfaces. Indeed, with Cartesian meshes, it is
difficult to handle a steep subsurface.

By contrast, with FE methods, one can use unstructured meshes to discretize accurately com-
plex domains. One inherits from a greater flexibility in the construction of the mesh. However,
FE methods require more memory space than FD methods. Two kinds of FE methods seem to
be adapted to wave propagation simulation: spectral elements (SE) methods and discontinuous
Galerkin (DG) methods (see [2] for a comparison between DG methods and finite differences
methods applied to wave equations for seismic applications).

SE methods use high order functions and need less memory space than classical FE methods
without hampering the numerical convergence order. However, SE methods are formulated on
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quadrangular (2D case)/hexahedral (3D case) meshes which may not be ideally adapted to the
discretization of complex geometries in the 3D case. DG methods and FE methods mainly differ
on basis functions: DG basis functions are only piecewise continuous. Moreover in addition to
the fact that they are formulated on unstructured triangular meshes, they are more suitable
than continuous Galerkin (CG) methods to deal with hp-adaptivity (interpolation degree p or
mesh step h can change from element to another), providing a greater flexibility in the mesh
construction and the discretization of the different regions of the subsurface. For time-domain
problems, DG methods provide explicit representation of the solution because the mass matrix
is block diagonal. In addition, they are nicely adapted to high performance computing.

With the goal to develop more accurate, more efficient and cheaper forward solvers, we are
interested here in solving the elastic Helmholtz equations with DG methods. In his doctoral
thesis, R. Brossier [3] applied the centered flux DG method to the elastic Helmholtz equations
under a pseudo-conservative form. In this study we study numerically a centered flux DG method
which is an adaptation of the method studied by S. Delcourte et al. in [4] in the time-domain case,
and an upwind flux DG method formulated as in [5] for the time-harmonic Maxwell equations.
We note that Késer and Dumbser in [6] have also considered an upwind flux DG formulation for
time-domain elastic wave equations.

This report describes a preliminary study in view of the development a new class of DG
methods, the hybridizable DG method, which will be the subject of a second document where
we will in particular compare results obtained with upwind DG method and the new HDG
method.
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2 Problem statement and notations

2.1 Isotropic elastodynamics system

We consider the first order formulation of the elastodynamics system assuming a time-
harmonic regime. In the 3D case, for x = (x,y, z) € Q C R3, this systems reads as

{ iwp(x)v(x) Vea(x)+f(x)  inQ,
iwo(x) = C(x) e(v(x)) in Q,

(2.1)

where 4 is the imaginary unit, w the angular frequency, p(x) is the mass density and f(x) is the
source term (volumetric forces). Moreover, v(x) = (v4(x), vy(x),v.(x)” is the velocity vector, €

. . 1 8’Ui 8Uj .. . . . .

is the stress tensor, with €;; = 3\ 2 + 2 ) 1,7 = x,Y, 2, o is the stain tensor with, in
J v -

the isotropic case, 0;; = Ad;;Tr(e) + 2ue;;, i,j = x,y,z and C is a 3 X 3 x 3 X 3 symetric

fourth order tensor, with elastic coefficients. Using Voigt’s notation, C can be reduced to 6 x 6
matrix. Using

ij > aorkl—pg=11—1

22 — 2
33 —3
12 -4
23 =5
13—+6
we have that in the isotropic case
A(x) + 2pu(x) A(x) A(x) 0 0 0
A(x) A(x) + 2p(x) A(x) 0 0 0
Clx) = A(x) A(x) Ax)+2u(x) 0 0 0
=" 0 0 0 p(x) px) 07
0 0 0 0 px) px)
0 0 0 p(x) 0 p(x)
where A and p are the Lamé’s coefficients.
The boundary conditions are given by
on =0on I,
- (2.2)
(Dn)” W =0o0nTy,

with T, UT, = 0Q and T', NTY, = 0. The first relation of ([2.2]) describes a free surface condition
on I', while the second relation indicates an absorbing boundary condition on I'y that we will
detail in section .14l

Thereafter, to simplify, we omit the spatial-dependency in the physical parameters p, A\ and p,

Inria
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tensors C, g and € and vector v. We can develop the equations of system (2.1) and obtain

. 1 (00 = O0ny 004

whe = p \ oz + Ay + 0z )’

. 1 (0oyy 0oy  Ooy.

wV, = o\ oz + oy + 52 )

wVe = o \ oz Oy 0z )’
oV, av,  aV,

. _ 9 T OVy z

(W0 (A+2u) Ox A Jy + 0z

. v, oV, 0V,

iwoy, = ()\—|—2,u)8—"—|—)\ 5 5,
V., ov, 9V,

iwo (A +2p) 5 + 3y + o

. av, v,

wowy = w5t )

_ v, 9V,

woye = pGrt gt

(V. oV

Ter = M 02 T on

In 2D, the y components do not exist and we only have a system of 5 equations with 5 unknowns

inx _ 1 aamx aomz

p \ Ox
WV, = 1 0o, 80Z

p ax
Woge = (A42w)
wo,, = (A+2u ) 3 + 836’
. oV, 0V,
Wozz = 5, + ox )’

2.1.1 Vectorial form

We can rewrite system (2.3) under a vectorial form

OW OW oW
iwW + A A A =
wWW s Ox t Ay oy t A 0z 0,

with

T
W = (va‘/ya VZaO'xzva'yyaa'zmo'myao'yzaawz) y
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1 1
0 00 = 00000 0 0 0000 =0
p ) ) p

0 00000 =200 0 0 00 =00 0
p 1 P 1
0O 00 0O0O0TO0O0 - 0O 0 00000 -
A Pl oA p
c=—|A+24 0 0 0 00 0 0 0|-A=—f[o X 00000 0
A 0 0 0 00000 0 A+2¢ 0 0 0 0 0 O
A 00 000000 0O X 00000 O
0 000000 O g 0 00 0 0 0 O
0O 000 00O0UO00O0 0 0 0000 O
0 0 x 000 O0O0 O 0O 0 00000 O

1

00 O 0O0UO0TO0TO0 -

L

00 O 00O0O0 -0

) p
00 O 00 =000
p

A:=—100 X 000 0 0 0

00 X 0O0O0O0O0 O

00 A+2: 0 0 0 0 0 O

00 O 0O0O0O0TO0 0

0O p O 00000 0

g 0 0 00000 O

2.1.2 Notations

We discretize the computational domain €2 in a collection of disjoint elements (tetrahedrons
for the 3D case, triangles for the 2D case) T,. We denote by

e F(K) the set of faces (edges in the 2D case, anyhow, we call it face) of an element K,

e [ a face of an element K,

Fp the union of all boundary faces Fy, i.e. F, = 0K N1,

F; the union of all interior faces F; i.e. F; = 0K NOK' where K and K’ are neighbourgs,
e Fj, the set of all faces Ty, i.e. F, = F; U Fp,
e n the outward unit norm vector to K, n’ the outward unit norm vector to K’.
We define the jump [-] and the mean (average) {-} such as
e On a face F € F;, the jump [-] of a vector u is
[u-n]=u” n+u® .o K. K.
and the jump of a tensor g is

[c-n]=c"n+c"n'=g"n-c"n

Inria
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e On a face F' € Fp, the jump [-] of u is

[u-n] =uf - n,

and for a

K

[c -n]=c"n.

IS

e On a face F € F;, the average {-} of a scalar variable v is

’
uK+uK

{u} = 5

and for a vector u )
uf + uf

fup ="

e On a face F' € F;, we have for u
{u} = uK7

and for u
{u} = uf.

Let P,(D) denote the space of polynomial functions of degree at most p on domain D. For
any element K of T, ¥ = (cpK)i, i = 1,dfk, is a basis of P,(K) with Lagrange’s polynomial
(p+ s)!

functions; df i is the number of degrees of freedom (ndof) with dfx = ' with s the space
s!

dimension, and
o € Py (a;) = b5,  1<j <dfxk,

where §;; is Kronecker symbol and a; coordinates of the j* K dof. We define the following finite
elements spaces
Vi, = {vn, € L*(Q)|VK € Th,vp|k € Py(K)},

Vi, = {vi € (L*(92))° VK € Th,valx € (Po(K))"},
S ={g, € (L*(2)° VK € Th.g, |k € (P(K))°},

where L?(€2) is the space of square integrable functions on the domain €.

3 Discontinuous Galerkin method

3.1 DG formulations

3.1.1 Principles

We decide to work with the vectorial equation of the elastodynamics system in order to
establish the DG formulations considered in this study. Moreover, we choose to make a classic
approximation of coefficients p, A and p considering them as piecewise-constant, i.e. constant over
an element. Matrices A,, A, and A, depending only on these coefficients, are also piecewise-
constant.

T
The DG method seeks an approximate solution W) = (vh,gh) in the space Vj; x X,
satisfying for all K in Tj

W W W
/inh<I>+/ A@.QQH-/ Ay&fb—i—/ AW g
K K Ox K y K 0z

RR n°® 8989
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where ® € V},. An integration by parts yields

P
/ inhé—/ Atha——F A +WpdPn, — / A Wh / A, W, on,

K K 833'

(3.1)
0P
—/ AW,— + A W,;dn, =0.
K 0z K
Defining matrix Dy, such as
D, =n,A; +nyAy +n A,
0 0 0 % 0 0 Zoy 0 %
0 0 0 0 % 0o = :; 0
0 0 0 o 0o = o T om
p p*
=— | n, (A+2u) Ny A nzA 6o o o0 0 0 O
NgA ny (A +2p) nyA o 0 0 0 0 0
Ng A Ny A n,(A+2u) 0 0 0 0 0 0
Ny 4 Ny 0 0 0 0 0 0 0
0 Nyl Ty 4 0 0 0 0 0 0
Nl 0 Nyt 0 0 0 0 0 0
=Dn, withD=(A;,A,A,).
We rewrite (3.1)) as
0P 0P 0P
/ inh(I)—/ AxWh——/ AyWh——/ AZWh——i—/ (DnWh)\qu):O. (32)
K K Ox K dy K 0z oK

We note that the term (D, W) |ax will require a special treatment since Wy, is discontinuous
at an element boundary and D, is constant on an element. This will be detailed later. By
summing equations (3.2) over all elements, we obtain the following global equation

Z/szhCI)— /AWh /AWh /AWhZ;I)
KeTy,

KeTy KeTy, KeTy,
+ Z/ DKWh +DE WK) (3.3)
FeF;
+ > /DKWfﬂI)fO
FeFy

We choose to define the jump of D, W), through a face F' such as
[DaW,] = DEWE + DE'WE for F € F;,

[D.W},] = DEWE for F € F.
Finally the global DG formulation is given by

Z/szhd)—Z/AWh Z/AWh Z/Awhaq’

KeTn KeTn KeTn KeTn

+Z/thq>_o

FeF, .
Inria
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If the support of the basis function @ is the element K, the global formulation (3.4)) reduces to a
local formulation on element K. The surface integral over K’s boundary is written like the sum
over all K faces

D,W,d = Z /anhq>.
) F

9K FeF(K

Moreover as matrices A,, A, and A, are piecewise-constant, we obtain the following local equa-
tion

ODE DK DK
j WchK—/ AEWE —/ ABEWE —/ AEWE
/KW h = Wh o P’ h By P

. /thchbK

FeF(K)
To compute the numerical trace (D, W},) | p in equation (3.5)), we consider two options: a centered
scheme and an upwind scheme.
3.1.2 Centered flux DG scheme

To establish the centered flux DG formulation, we approximate (D, W})|r on a face F' by
its average, i.e
(anh) |F = {anh}-

Using this definition, the local equation (3.5) becomes

K
/inffq)K—/ Afw,’faq) /A Kaq> /AKWKa(I)
K K Oz K

+ / DEWE + DX WK i
FEB;OK’ F2 ( " ) (3:6)

+ ) /D{fW{fchzo.
Feaknan’ ¥

We verify that summing the centered flux local equation over all the elements yields the expected
global DG equation
/ AKWh

+ Z /{D W, t®

FeF,

K
/ AFWE a;b
KeTh

KeTy,

Let us now recall the property linking the average and the jump

[uv] = {u}[v] + [u]{v},

and the fact that if Wy, is solution of the elastodynamics equations (2.1]) then,[W] = 0. Thus,
if we multiply W), by a constant matrix Dy, we have [D,W}] = 0, and we can deduce that

Z/{D Wh}‘I’]]—FZ/[[D W,{®} = /[[D W, ]

FeFn FeFp

/ {DaWy @

RR n°® 8989
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Replacing the surface integral we recover the global equation (3.4)).

In equation (3.6)), we decompose each component of the vector WhK in the basis ®¥ = (@K )Z

di
Wi =Y WKk, (3.7)
J=1

where

‘NTK T
7 = (ij ) ij ) UZj ) UIIJ' I Uzwj I Uyyj I JZZj ) o-iyj I Jij b UIZj) .

Choosing the test function as ¢ € ®, [ =1, d;, we obtain the following local discretization

d; d;
' i i 8(,01(
0D W[ ol — Al Y Wi [ oo
j=1

j=1
y j j
= K dy
z j j
= K 82
1 di di
K K K K K’ K’ K K
+ > 3 DnZWj/%wpl +DnZWj/%0j<Pl
FEedKNOK' j=1 F j=1 F
+ 0> / DEWE K = 0.
FEdKNON

(3.8)
Finally we write the above equation in a matrix form
iwMEWH — AKDEWHX — AKDEWS — AXDEWH

1 ! ’
+ Y 5(ths’waKJer 52KWK)
FEOKMIK’ (3.9)

/ DEWEaK =,
FeoKNo

where
wk (Wf,.. w7
901' )

, with u =z,y, 2, (3.10)

)

%01~

r=[
/f
0= [ et

b=f o

Inria
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We note that we have not developed the boundary integral Z / DEW[E®X. We will
F

FEKNIQ
detail the treatment of this term in section B.1.41

By summing the local equation (3.9) over all elements, the global equation ([3.4) can be
written as
Y MEWE Y ARDEWE - S ASDEWS - Y ARDEWE
KeTh KeTh KeTn KeT
L (DK e KK K' oKy K’
+> D §(Dnglw tDhn & W ) (3.11)
KETy, FEOKNIK'

+> > DEWE oK = .

KeT, Feaknon” I

3.1.3 Upwind flux DG scheme

Before developing the upwind flux DG formulation, we need to look at the some properties
of the matrix D,,. It can be shown that D, is a square matrix that can be diagonalized. The
corresponding eigenvalues are

§1= 0, &2 =83= 0,84 =6 =6 =0, & = &8 = vs, {9 = vp,

A+ 2u

where v, = and vy = \/ﬁ . The associated eigenvectors are gathered in 9 x 9 matrix
p

Ry, where kth column is the eigenvector associated of the eigenvalue &

Ng Up N, Vg 0 0 0 0
Ny Up 0 N Vg 0 0 0
n, Up —Ny Vs —Ty Vs 0 0 0
)\+2uni 2ungn, 0 2nyn, 0 0
R, = /\+2un§ 0 2punyn, 0 2N, N, 0 e
2un?+ X —2pngn, —2pnyn, 0 0 2N, Ny
2pumny ng gy n, LUy, —Ng N, —NyMN, nz
2punyn, — [Ny Ny I (ng — ni) n2 Ny Ny —Ny Ny
2un,n, (n? — ni) — [ Ty Ty —TNg Ny ny2 —N; Ny
0 —n, Vg —TNg Vp
—Ny Vg 0 —Ty Vp
Ny Vs Ng Vs —n; Vp
0 2ungn, A+2un?
2punyn, 0 /\+2un§
—2punyn, —2pungn, 2un?+ A
UMy Ty pnyn, 2y Ny
W (ng—ni) — Ty My 2punyn,

—UNg Ty (nz—ni) 2un, ng
We define D} such as
D} =RaA" (Ra) ',

and D such as

RR n°® 8989



14 Bonnasse-Gahot € Calandra € Diaz & Lanteri

where AT is the diagonal matrix built with the positive eigenvalues of D, and A~ the one
including negative eigenvalues of Dy,; Ry, is the matrix defined above. We remark that we have

D,=D}+D, and |D, =D} -Dj,. (3.12)

We remind the local equation (3.5) of the DG formulation

® oK oK
/inff(I)K—/ AfWKa——/ Affwffa /AKWK8
)
K K Y K

h o

+ > /th|pcpK

FeF(K)

For the upwind flux DG formulation, we define the numerical trace (DaWp,) |r of D,W on a
face F as

(DaWy) |r = (DF) Wi+ (DE') Wi (3.13)

By replacing in equation (3.5 the surface term by its approximation for an interior face, we
obtain

oK oK oK
/in,IffbK—/ AfjWKa /AKWKa /AKWKa
K

L
+ /{DK Wk ¢ (DK) WK}@K
FeOKNOK'
+ 0> /Dfo@K:O.
FedKNo

Using the decomposition (3.7) of WX in the basis ®% and taking goZK,l =1, d; as test-function,
we obtain the local equation for the upwind DG schema

d; d;
i i aSOK
. K K K K K K l
0> W[ ool — Ay Wi [ peoet
j=1 K K

j—l
0ok
le k'’ Oy
di a
-AEY W [ o
=1 z
i d;
—+ - ’
+ (D)W [ ol (D) S wi /% o
FedKNOK' j=1 F j=1

+ Y /fow,’f@f:o.
Feaknan”
(3.14)

Inria
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Similarly to the centered scheme, we write the above equation in a matrix form
iwMEWHR — AEDEWR — ANDEWS — AXDEWH

£ (o) erwe s (o) efw)
FEOKNOK'

+ ) /foW{fcpK:o,
Feaknon”

(3.15)

where matrices M& DE oy = z,y, 2, &K and £X are defined by (3.10). Finally the global equa-
tion for the upwind DG scheme in a matrix form is

w0 YT MEWHS - S ARDEWF - ST ASDEWK - 3 AFDIW
KeTn KeTn KeTy KeTy,

+> Y ((fo)Jré’f(WK-i-(Df/)gszK,) (3.16)

KcTn FEOKNOK'

+y> /FDntozo.

KeTp FEOKNIN

3.1.4 Boundary conditions

We are concerned here with the numerical treatment of the integral term over the boundary

of the computational domain,
> / D,Wo.
F

FeoKNoQ

Two boundary conditions have been introduced in the problem statement in section [2.1
e Free surface condition to simulate a physical interface between the domain and the air

e Absorbing boundary condition to simulate an infinite domain

Absorbing boundary condition. The objective is to define an appropriate numerical treat-
ment when the theoretically unbounded propagation domain is artificially truncated. More pre-
cisely, we would like impose some conditions on the corresponding boundary faces which allow
the absorption of the waves when they reach the artificial boundary. There exist several possible
strategies including Perfectly Matched Layers (PML, C-PML, etc.) absorbing conditions which
are approximations of an exact transparent condition. The latter option has be adopted in this
study. By using the plus-minus decomposition of the flux matrix , we can define a simple
treatment which consists in considering that the inflow flux is zero for each face on the artificial
boundary, i.e.

(Dn)” W =0on F%. (3.17)

Then
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Setting ¢ = ¢X we have

(D) Wil = (D) wrBs,
Fy

where BX (i, j) = / <pJK<le.
Fy

Free surface condition. On a free surface boundary we impose
on = 0, (3.18)

and no particular condition is applied to the velocity components. We then have

DEWEp= [ DETW
Fy Fy
1 0 000 0 O0O0O0
01 0 00 O0O0O0O0
001 00O0O0O00O0
00 0 O0O0O0O0TO0O
where L=|0 0 0 0 0 0 0 0 O
00 0 0 0 0 O0 0O
00 00 O0O0O0TO0TO
00 00 O0O0O0TO0TO
00 0 O0O0O0O0TO0O 0

Using ¢ = X the numerical flux on free surface boundary is
DELWE oK = DELWX BK.
Fy
Finally, the global discrete system writes

o Y MEWK - ST AKDEWK - 3 AKDEWS — Y AKDEWK
KeTy KeTy KeTy KeTy

KeK K K' oK K’
£ Y (ENef WS HE W) (3.19)
KeTn, FEOKNOK'

+ Y Y. GuBfWF =y,

KeTn FEOKNIN

where HE = (Df)+ and HE' = (fo/)7 in the case of the upwind numerical flux, HE =

;DK and HE = %DHK/ for the centered numerical scheme, and G, = DXL or G, = (Df)Jr
depending on the type of boundary conditions.

4 Two-dimensional numerical results

In this section, we provide some numerical results in 2D to assess the performances (accuracy
and efficiency) of the centered and upwind DG schemes introduced in the previous section. These
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DG methods for the elastic Helmholtz equations 17

schemes have been implemented in a Fortran 90 software. We use the MUMPS sparse direct
solver for the resolution of the linear system (see [7] for more details) resulting from the DG
discretization scheme.

Numerical experiments are performed on a hardware system equipped with 2 quad-core Ne-
halem Intel® Xeon® X5550/2,66 GHz CPUs and 24Go (DDR3 1333 MHz) of RAM.

Two simple problems, the propagation of a plane wave in a homogeneous medium and the
scattering of a plane wave by a disk, and one heterogeneous problem, the scattering of a plane
wave by a solid disk, are considered. We remind that to propagate the waves we have to solve
the elastic Helmholtz equations

{ wp(x)v(x) =

\Y%
(4.1)
iwe(x) = CH)ev(x)  inQ

4.1 Plane wave propagation in an homogeneous medium

We first consider the simple test problem of the propagation of a plane wave in an homo-
geneous medium. The computational domain €2 is a 10000 m x 10000 m square. The physical
properties of the medium are p = 1000 kg.m > and values of Lamé’s coefficients A and p that
are set to 8 M Pa and 4 M Pa respectively. These values imply a velocity v, of P-waves equal
to 4000 m.s~! and a velocity v, of S-waves equal to 2000 m.s~!. On the boundaries we impose
an absorbing condition with a plane wave incident field

VIO
VZO
Oz20
0220
0220

U= vez(km cos Qx+k, sinfz) _ ez(km cos Oz+k, sin0z)

)

where k = k2 + k2 = 2 is the wavenumber, k, = 2 cos and k., = “ sin 0, and 6 is the
v v v

p p P
incidence angle. w is the angular frequency, w = 27 f where f is the frequency. If we choose
arbitrarily V.o, we can express the other components such as

pw? — k2 — k2N +2p) "

Vi =

-1
Tz =~ (ke (A +2p) Vo + Ak Vo)
-1
w

(AkzVao + (A +2p) k. Vzo)

0220 =

Ox20 = _7# (szxO + krvzo) .

In the simulations we choose 6 equal to 0 and f =2 Hz, then w = 47 ~ 12.56 Hz. We discretize
the computational domain §2 into three unstructured meshes with respectively 3000, 10 000 and
45 000 elements. Two of these meshes are shown on figs. and their characteristics are

given in table
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Figure 4.1: Discretization of Figure 4.2: Discretization of €2:
mesh M1, 3000 elements. mesh M2, 10000 elements.

Mesh | # Mesh elements | # Mesh vertices | hmin | Pmaz | Pmin/Pmaz
M1 3100 1620 193.6 | 625.0 3.2
M2 10 300 5200 107.5 | 312.5 2.9
M3 45 000 22 500 45.4 | 156.2 3.5

Table 4.1: Characteristics of the three meshes.

We compare the obtained numerical solutions by focusing on the V,, component. When using
the coarsest mesh with 3000 triangles and the DGFD-P; formulation, we obtain the numerical
solution shown on figs. [f.4] and [£5] for the centered DG scheme and upwind DG scheme respec-
tively. We can compare these two solutions to the exact one represented on fig. Clearly, for
this relatively coarse mesh, the DGFD-P; based on the centered scheme solution is notably less
accurate than the solution obtained with the upwind scheme. Increasing the interpolation degree
(figs. [4.6] and or the resolution of the mesh (figs. 4.8 and lead to numerical solutions
that are closer to the exact one. These results are confirmed by the 1D x-wise plots of the V

component for y = 5000 m on figs. to On these plots, the solution is recorded every
10 m on the z—axis.

Figure 4.3: Exact solution, V, component.
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DG methods for the elastic Helmholtz equations 19

Figure 4.4: Numerical solution, mesh M1, Figure 4.5: Numerical solution, mesh M1,
centered flux DGFD-P; cheme, V, compo- upwind flux DGFD-P; scheme, V, compo-
nent. nent.

Figure 4.6: Numerical solution, mesh M1, Figure 4.7: Numerical solution, mesh M1,
centered flux DGFD-P; scheme, V, compo- upwind flux DGFD-P; scheme, V, compo-
nent. nent.

Figure 4.8: Numerical solution, mesh M2, Figure 4.9: Numerical solution, mesh M2,
centered flux DGFD-P; scheme, V,, compo- upwind flux DGFD-P; scheme, V, compo-
nent. nen

Fig.[4.14)shows the numerical convergence of the centergd and upwind DGFD methods. These
two graphs confirm that the centered DGFD scheme is less accurate than the upwind DGFD
scheme and we observe that the centered DGFD scheme converges with order p whereas upwind
DGFD scheme converges with order p + 1 i.e. with optimal rate.

The computational performances of both methods for all simulations of this test problem are
summarized in tables [£:2] for the number of non-zero terms in the global matrix and the memory
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0z 02
015 015
01 01
0.05 0.05
0 o]
-0.05 -0.05
01 0.1
-015 -0.15
02 0.2
-4000 -2000 0 2000 4000 -4000 -2000 0 2000 4000
vx_exact vx_exact
VX_NUM —— VX UM —x—

Figure 4.10: x-wise distribution of V,, mesh M1: in red line the exact solution, in green cross
the centered (left) and upwind (right) DGFD-P; solution.

02 02
015 015
01 01
0.05 0.05
0 0
0.05 0.05
0.1 01
015 0.15
0.2 . . . . . 0.2 . . . . .
-4000 -2000 0 2000 4000 -4000 -2000 o] 2000 4000
VX_exact V¥_exact
VX_NUM  —s— VX_NUM  —s—

Figure 4.11: x-wise distribution of V., mesh M1: in red line the exact solution, in green cross
the centered (left) and upwind (right) DGFD-P5 solution.
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0z 02
015 015
01 01
005 0.05
0 o]
0.05 -0.05
01 01
-0.15 -0.15
0.2 02
-4000 -2000 0 2000 4000 -4000 -2000 0 2000 4000
Vx_exact vx_exact
VX_num —w— VX_NUM —e—

Figure 4.12: x-wise distribution of V,, mesh M2: in red line the exact solution, in green cross
the centered (left) and upwind (right) DGFD-P; solution.

02 02
015 015
01 01
0.05 0.05
0 0
0.05 -0.05
0.1 01
0.15 -0.15

0.2 . . . . . 0.2 . . . . .

-4000 -2000 0 2000 4000 -4000 -2000 0 2000 4000
VX_exact VX_exact
VX_NUM —— VX_NUM  —3—

Figure 4.13: x-wise distribution of V,, mesh M2: in red line the exact solution, in green cross
the centered (left) and upwind (right) DGFD-P; solution.
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Figure 4.14: Convergence order of the centered (left) and upwind (right) flux DGFD methods
for plane wave propagation in a homogeneous medium.

used (in MB), for the time required for the construction of the global matrix (in seconds)
and for the resolution (in seconds) and for the mean and relative errors in the V, and
0z components. The upwind DG scheme requires more memory space than the centered DG
scheme. This is a result of the fact that there is more non-zero terms in the global matrix in
the former case (at least 1.5 times more non-zero terms). Albeit this increase in the number
of non-zero terms in the global matrix, the construction of the L and U factors for the upwind
DG discrete operator does not require more CPU than that of the corresponding factors for the
centered DG discrete operator. However, a difference in CPU times is clearly observed in the

solution time.

# Mesh elements | Interpolation Non-zeros terms Memory (MB)
degree
Cent. scheme Upw. scheme | Cent. scheme Upw. scheme

3100 1 7.5e+05 1.5e+4-06 204 288

10300 1 2.5e+-06 5.1e4-06 877 1076
45000 1 1.1e+07 2.2e4-07 4489 5492
3100 2 2.2e+-06 4.3e+06 527 804

10300 2 7.4e+06 1.4e+07 2036 3097
45000 2 3.2e+07 6.2e4-07 10687 15965
3100 3 5.8e+06 9.4e+4-06 1246 1656
10300 3 1.9e+07 3.1e+07 5020 6600
45000 3 8.3e+07 1.3e+4-08 27228 34597
3100 4 1.2e+07 1.8e+-07 1980 2749
10300 4 4.1e+07 5.9e+07 7372 10098
45000 4 1.8e+08 2.6e+08 37018 50297

Table 4.2: Number of non-zero terms in the global matrix and memory used.
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# Mesh elements | Interpolation Construction time (s) Solution time (s)
degree
Cent. scheme Upw. scheme | Cent. scheme Upw. scheme
3100 1 2.8e-02 4.0e-02 1.3 1.5
10300 1 9.9e-02 0.1 6.7 7.2
45000 1 0.4 0.7 48.4 68.0
3100 2 8.8e-02 0.1 4.1 6.0
10300 2 0.3 0.3 19.0 28.8
45000 2 1.3 1.5 155.0 224.5
3100 3 0.2 0.2 10.0 14.4
10300 3 0.7 0.8 50.5 78.2
45000 3 3.4 3.4 438.9 643.2
3100 4 0.5 0.5 18.0 28.1
10300 4 1.6 1.8 86.1 135.2
45000 4 11.7 7.6 915.3 1077.4

Table 4.3: Time required for the global matrix construction and for the system resolution.

h (m) | Interpolation Mean Error V, Relative Error V,
degree Cent. scheme Upw. scheme | Cent. scheme Upw. scheme
625.0 1 4.8e-02 1.8e-02 15.9 6.0
312.5 1 3.2e-03 1.7e-03 3.3 1.8
56.25 1 1.7e-04 9.9¢-05 0.8 04
625.0 2 1.7e-03 1.6e-03 0.5 0.5
312.5 2 5.9e-05 5.7e-05 6.0e-02 5.8e-02
56.25 2 1.4e-06 1.4e-06 6.1e-03 6.1e-03
625.0 3 1.4e-04 1.3e-04 4.2e-02 4.1e-02
312.5 3 3.2e-06 3.1e-06 3.3e-03 3.2e-03
56.25 3 3.8e-08 3.7e-08 1.7e-04 1.7e-04
625.0 4 1.1e-05 1.0e-05 3.4e-03 3.2¢-03
312.5 4 7.6e-08 6.8e-08 7.8e-05 7.0e-05
56.25 4 3.5e-10 3.1e-10 1.6e-06 1.4e-06
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h (m) | Interpolation | Mean Error o,, | Relative Error o,, | Convergence order
degree Cent. Upw. Cent. Upw. Cent. Upw.
scheme scheme | scheme  scheme | scheme  scheme
625.0 1 165.5 72.9 13.6 6.0 - -
312.5 1 17.3 6.6 4.5 1.7 1.7 1.7
56.25 1 1.6 0.4 1.8 0.4 1.3 2.0
625.0 2 7.6 5.9 0.6 0.5 - -
312.5 2 0.5 0.3 0.1 6.5e-02 2.3 2.9
56.25 2 2.2e-02  6.2e-03 | 2.5e-02  6.9¢-03 2.3 3.2
625.0 3 0.8 0.4 6.4e-02  3.1e-02 - -
312.5 3 3.8e-02  1.0e-02 | 9.8e-03  2.7e-03 2.8 3.7
56.25 3 9.5e-04 1.4e-04 | 1.1e-03  1.5e-04 3.2 4.2
625.0 4 5.9e-02 3.4e-02 | 4.6e-03  2.7e-03 - -
312.5 4 1.1e-03  3.1e-04 | 2.8e-04 7.9e-05 4.1 5.2
56.25 4 1.2e-05 1.5e-06 | 1.3e-05  1.7e-06 4.4 5.6

Table 4.5: Mean and relative errors on o,, and convergence order.

4.2 Disk-shaped scatterer

We consider now the test problem of the scattering of a plane wave by an infinite elastic
cylinder. The analytical solution of this problem is given in annex [A] This test problem is a little
bit more complicated than the previous one because of its geometry. The computational domain
) is a ring shape between two circular boundaries: the inner circle with radius a = 2000 m which
is associated to the free surface boundary I', on which we apply the first condition of , and
the outer circle with radius b = 8000 m corresponding to the boundary I', which is assumed to be
an artificial boundary and on which we apply the second condition of . The computational
domain €2 is represented on fig. The features of the homogeneous material are a mass density
p=1.010% kg.m=3, Lamé’s coefficients A = 8 M Pa and y = 4 M Pa, which imply a velocity v,
equal to 4.0 10® m.s~! and a S—waves velocity v, equal to 2.0 10> m.s~!. The distance between
circles the two of radius @ and b such that it corresponds to 1.5 times the wavelength A,. We

v
remind that A\, = -2, where f is the frequency. f is chosen equal to 4 Hz. We discretize the

computational domain €2 into three unstructured meshes with respectively 1200, 5100 and 21 000
elements. Two of these meshes are shown on figs. and their characteristics are given in
table The numerical convergence is presented on fig. for the centered DG and upwind
DG formulations. We remark that we do not obtain the expected convergence orders for both
schemes, and that the two schemes behave similarly. This is probably due to the fact that the
geometric error dominates. Indeed, for this test problem, the curved boundaries are discretized
by affine elements which a limitation for obtaining higher convergence orders.
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Figure 4.15: Configuration of the computational domain 2 for the elastic disk-shaped scatterer.

Figure 4.16:

Discretization of
the computational domain ) for
the elastic disk-shaped scatterer:
mesh M1, 1200 elements.

Figure 4.17:

Discretization of
the computational domain €2 for
the elastic disk-shaped scatterer:

mesh M2, 5100 elements.

Mesh | # Mesh elements | # Mesh vertices | hmin | Pmaz | Pmin/Pmaz
M1 1200 640 440.5 | 1016.9 2.3
M2 5100 2630 212.4 490.1 2.3
M3 21 000 11 000 105.9 245.9 2.3

Table 4.6: Characteristics of the three meshes

On figs. [£:20 and we plot the numerical solution for V,, component obtained respectively
with the centered and upwind DGFD-P; formulations on mesh M2 (with 5100 elements). We
show the exact solution on fig. [f.19] It is interesting to look at the absolute error between the
numerical solution and the exact solution (fig. for the centered scheme and fig. for the
upwind scheme). As for the propagation of the plane wave in the homogeneous medium, we plot
a 1D cut of the numerical solution (green cross), figs. and and we compare it to the
exact solution (red line).
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W, - W, I

Figure 4.18: Convergence order of the centered (left) and upwind (right) flux DGFD methods
for the elastic disk-shaped scatterer.

Figure 4.19: Exact solution of V,, for the elastic disk-shaped scatterer.
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Figure 4.20: Numerical solution of V,, with Figure 4.21: Numerical solution of V, with
the centered DGFD-P; method for the elas- the u.pwmdd DGFD-P; method for the elas-
tic disk-shaped scatterer. tic disk-shaped scatterer.

Figure 4.22: Absolute error between the ex- Figure 4.23: Absolute error between the ex-
act solution and the solution computed with act solution and the solution computed with
the centered DGFD-P; method for the elas- the upwind DGFD-P; metho for the elastic

tic disk-shaped scatterer. disk-shaped scatterer.
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Figure 4.24: x-wise distribution V,: centered DGFD-P5 solution for the elastic disk-shaped
scatterer.
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Figure 4.25: x-wise distribution of V,: upwind DGFD-P5 solution for the elastic disk-shaped
scatterer.

The computational performances of both methods are summarized in tables [£.7] for the num-
ber of non-zero terms in the global matrix and the memory used (in MB), for the time
required for the construction of the global matrix (in seconds) and for the resolution (in seconds)
and [.9[4.10] for the mean and relative errors on V, and o,, components.

4.3 Elastic solid scatterer problem

Finally we consider the problem of the scattering of a plane wave by an elastic solid in an
infinite circle, which corresponds to an heterogeneous wave propagation problem. The analytical
solution of this problem is given in annex[B] The computational domain 2 = Q,U,, is represented
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# Mesh elements | Interpolation Non-zeros terms Memory (MB)
degree
Cent. scheme | Upw. scheme | Cent. scheme ‘ Upw. scheme
1200 1 2.9e+-05 5.9e+-05 72 104
5100 1 1.2e+-06 2.5e+4-06 379 496
21000 1 4.9e+06 1.0e+07 1895 2292
1200 2 8.6e+-05 1.6e+06 180 269
5100 2 3.7e+06 7.0e+06 925 1360
21000 2 1.5e+07 2.7e4-07 4361 6578
1200 3 2.2e+06 3.6e+06 391 525
5100 3 9.4e+-06 1.5e+07 2154 2921
21000 3 3.8e+07 6.2e+07 11033 14131
1200 4 4.7e+06 6.8e+06 673 895
5100 4 2.0e+07 2.9e+07 3393 4537
21000 4 8.1e+07 1.2e+08 15679 21186

Table 4.7: Number of non-zero terms in the global matrix and memory used.

# Mesh elements | Interpolation Construction time (s) Solution time (s)
degree
Cent. scheme ‘ Upw. scheme | Cent. scheme ‘ Upw. scheme
1200 1 1.1e-02 2.5e-02 0.4 0.7
5100 1 4.8e-02 0.1 2.5 4.0
21000 1 0.2 0.4 16.0 25.1
1200 2 3.5e-02 7.1e-2 1.3 2.6
5100 2 0.1 0.3 7.8 14.7
21000 2 0.6 1.2 47.7 93.7
1200 3 8.8e-02 0.2 2.9 5.3
5100 3 0.4 0.7 18.2 38.2
21000 3 1.5 2.7 129.4 249.3
1200 4 0.2 0.3 5.5 10.2
5100 4 0.8 1.4 33.6 65.6
21000 4 3.3 5.5 234.5 447.3

Table 4.8: Time required for the global matrix construction and for the system resolution.
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h (m) | Interpolation Mean Error V, Relative Error V,,
degree Cent. scheme Upw. scheme | Cent. scheme Upw. scheme
1016.9 1 1.7 1.1 276.5 175.4
490.1 1 0.4 0.2 219.4 131.6
245.9 1 5.6e-02 2.4e-2 113.6 47.1
1016.9 2 1.8 1.0 220.1 123.4
490.1 2 0.2 8.1e-2 81.1 36.8
245.9 2 1.7e-03 1.8e-3 3.0 3.2
1016.9 3 0.9 0.5 99.7 56.4
490.1 3 2.0e-02 1.6e-2 8.6 7.2
245.9 3 9.4e-04 9.6e-4 1.6 1.7
1016.9 4 0.5 0.4 47.6 37.3
490.1 4 1.2e-02 1.3e-2 5.5 5.5
245.9 4 9.9e-04 9.9e-4 1.7 1.7

Table 4.9: Mean and relative errors on V.

h (m) | Interpolation | Mean Error o,, | Relative Error 0., | Convergence order
degree Cent. Upw. Cent. Upw. Cent. Upw.
scheme scheme | scheme  scheme | scheme  scheme
1016.9 1 5950.9  3999.1 294.6 198.0 - -
490.1 1 1001.7 829.2 166.1 137.5 0.3 0.2
245.9 1 133.3 66.1 74.4 36.9 0.9 1.5
1016.9 2 5673.7  3802.5 193.9 128.0 - -
490.1 2 448.3 159.8 58.8 20.9 1.3 2.0
245.9 2 6.5 4.8 3.4 2.5 4.3 3.2
1016.9 3 2372.0 1195.1 72.0 36.3 - -
490.1 3 56.5 37.9 7.3 4.9 3.1 2.7
245.9 3 3.1 3.0 1.6 1.5 2.5 1.9
1016.9 4 1141.6 743.8 34.3 22.3 - -
490.1 4 31.6 31.0 4.1 3.4 3.0 2.4
245.9 4 3.0 3.0 1.5 1.5 1.6 1.6

Table 4.10: Mean and relative errors on ., and convergence order.
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on fig. [£.26] It is composed of the circle 0, and the ring €. We have two materials: the first
material in € has a mass density p = 1.0 kg.m ™3 and Lamé’s coefficients A\ = 8.0 M Pa and
p = 4.0 MPa; the second material in , has a mass density p = 2.0 kg.m™> and Lamé’s
coefficients A = 6.4 10! M Pa and p = 3.2 10! M Pa. These values imply a P—waves velocity
v, equal to 4.0 10 m.s™! in ©, and to 8.0 103 m.s™! in Q,, and a S—waves velocity vs equal
to 2.0 102 m.s~ ! in O and to 4.0 102 m.s~! in Q,. We discretize the computational domain 2
into three unstructured meshes with respectively 1300, 5400 and 22 000 elements. Two of these
meshes are shown on figs. [1.27] and [£.28} their characteristics are given in table [L.11]

. \2

Figure 4.26: Configuration of the computational domain €2 for the elastic solid scatterer.
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Figure 4.27: Discretization of the Figure 4.28: Discretization of the
computational domain ) for the computational domain € for the
elastic solid scatterer: mesh M1, elastic solid scatterer: mesh M2,
1300 elements. 5400 elements.

The numerical convergence is presented on fig. £:29] for the centered DG and upwind DG

formulations. We obtain the same numerical convergence for both methods as with the previous
test problem.

On figs. and [£.32] we plot the numerical solution for V, component obtained respectively
with the centered and upwind DGFD-Ps formulations on mesh M2 (with 5100 elements). We
show the exact solution on fig. [£:30] We plot the absolute error between the numerical solution
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Mesh | # Mesh elements | # Mesh vertices | hmin | Pmaz | Pmin/Pmaz
M1 1300 700 440.5 | 1016.9 2.3
M2 5400 2800 211.6 490.1 2.3
M3 22 000 11 000 105.9 245.9 2.3

Table 4.11: Characteristics of the three meshes

ha™ Wl

W,

Figure 4.29: Convergence order of the centered (left) and upwind (right) flux DGFD methods
for the elastic solid scatterer.

and the exact solution on fig. [£:33]for the centered scheme and on fig. [f.34] for the upwind scheme.
As we have done with the two previous test problems, we plot a 1D cut of the numerical solution
(green cross), fig. and and we compare it to the exact solution (red line).

Figure 4.31: Numerical solution of V, with Figure 4.32: Numerical solution of V, with
the centered DGFD-P; method for the elas- the upwind DGFD-Py method for the elas-
tic solid scatterer. tic solid scatterer.
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Figure 4.30: Exact solution of V,, for the elastic solid scatterer.

Figure 4.33: Absolute error between the ex- Figure 4.34: Absolute error between the ex-
act solution and the solution computed with act solution and the solution computed with
the centered DGFD-P; method for the elas- the upwind DGFD-Py method for the elas-
tic solid scatterer. tic solid scatterer.
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Figure 4.35: x-wise distribution V: centered DGFD-P5 solution for the elastic solid scatterer.
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Figure 4.36: x-wise distribution of V;: upwind DGFD-P; solution for the elastic solid scatterer.

The computational performances of both methods are summarized in tables for the
number of non-zero terms in the global matrix and the memory used (in MB), for the time
required for the construction of the global matrix (in seconds) and for the resolution (in seconds)
and for the mean and relative errors on V, and o,, components.
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# Mesh elements | Interpolation Non-zeros terms Memory (MB)
degree
Cent. scheme | Upw. scheme | Cent. scheme ‘ Upw. scheme
1300 1 307524 628307 80 111
5400 1 1313566 2695385 433 548
22000 1 5262206 10831799 2118 2607
1300 2 917268 1753016 198 307
5400 2 3908177 7511693 1029 1543
22000 2 15659108 30172014 4968 7318
1300 3 2367116 3818526 441 604
5400 3 10089405 16342985 2432 3233
22000 3 40427302 65620155 12422 15741
1300 4 5040880 7279634 743 988
5400 4 21485679 31137145 3751 5160
22000 4 86107211 124983019 17407 23982

Table 4.12: Number of non-zero terms in the global matrix and memory used.

# Mesh elements | Interpolation Construction time (s) Solution time (s)
degree
Cent. scheme ‘ Upw. scheme | Cent. scheme ‘ Upw. scheme
1300 1 1.2e-02 1.8e-02 0.5 0.5
5400 1 5.0e-02 8.0e-02 3.0 3.6
22000 1 0.2 0.3 19.9 26.6
1300 2 3.7e-02 4.7e-02 1.4 2.3
5400 2 0.2 0.2 9.1 14.4
22000 2 0.6 0.8 64.7 98.2
1300 3 9.5e-02 0.1 3.4 5.1
5400 3 0.4 0.5 22.6 36.7
22000 3 1.6 1.9 167.3 348.1
1300 4 0.2 0.2 6.4 9.2
5400 4 0.9 1.0 40.4 69.6
22000 4 34 3.8 283.4 525.4

Table 4.13: Time required for the global matrix construction and for the system resolution.
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h (m) | Interpolation Mean Error V, Relative Error V,,
degree Cent. scheme Upw. scheme | Cent. scheme Upw. scheme
1016.9 1 1.7 1.0 291.9 170.2
490.1 1 0.3 0.2 217.2 125.5
245.9 1 4.9e-02 2.0e-02 102.0 41.8
1016.9 2 1.7 0.9 221.8 120.1
490.1 2 0.2 6.4e-02 86.7 31.0
245.9 2 1.6e-03 1.7e-03 3.0 3.3
1016.9 3 0.8 0.4 95.4 46.4
490.1 3 1.8e-02 1.4e-02 8.5 6.5
245.9 3 9.7e-04 9.9e-04 1.8 1.9
1016.9 4 0.4 0.3 42.7 29.9
490.1 4 7.2e-03 7.7e-03 3.4 3.6
245.9 4 9.9¢-04 9.9¢-04 1.9 1.9

Table 4.14: Mean and relative errors on V.

h (m) | Interpolation | Mean Error o,, | Relative Error 0., | Convergence order
degree Cent. Upw. Cent. Upw. Cent. Upw.
scheme scheme | scheme  scheme | scheme  scheme
1016.9 1 6482.2  4119.1 261.3 166.1 - -
490.1 1 1125.5 830.8 154.0 113.7 0.3 0.2
245.9 1 125.8 63.9 60.2 30.6 1.1 1.6
1016.9 2 5934.8  3742.9 172.1 108.6 - -
490.1 2 459.3 143.2 52.5 16.4 1.4 2.1
245.9 2 6.3 5.5 2.9 2.5 4.3 2.9
1016.9 3 2353.6  1054.3 62.4 27.9 - -
490.1 3 56.0 41.6 6.3 4.7 3.2 2.4
245.9 3 3.9 3.9 1.7 1.7 2.1 1.6
1016.9 4 1073.5 667.3 28.3 17.6 - -
490.1 4 26.4 26.9 3.0 3.0 3.3 2.6
245.9 4 3.8 3.8 1.7 1.7 0.9 0.9

Table 4.15: Mean and relative errors on o, and convergence order.
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5 Conclusion

In this report, we studied two nodal DG methods, the centered flux DG method and the
upwind flux DG method, for the solution of the 2D elastic Helmholtz equations. We numerically
observed that the centered DG formulation is suboptimal in terms of convergence speed as
compared to a classical FE method or the upwind DG formulation considered here. Moreover
accuracy results are generally better with the upwind flux DG method for a given mesh. Indeed,
the upwind DG method is more accurate than the centered DG one whatever is the computational
domain configuration or the medium complexity.

However the upwind DG scheme required more memory space (around 1,5 times much mem-
ory) and computational time (around twice much time). This is due to the fact that, in the
upwind flux case, the number of non-zero terms in the discretematric operator is around twice
as important as the one of the centered method.

The facts that the centered DG method is not enough accurate and the upwind DG method is
expensive in terms of memory and computational time, motivate the study of an alternative DG
formulation: the hybridizable DG (HDG) method. In a subsequent report, we present and study
numerically such a HDG method the 2D elastic Helmholtz equations and we compare the HDG
results with those obtained with upwind DG method which we consider as a reference method
for our study.
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A Analytical solution of the disk-shaped scatterer problem

In this section, we recall the analytical expression of the solution for the problem of the
scattering of a plane wave by an elastic disk-shaped configuration. This analytical solution
is expressed in the form of Fourier series. In the case of an infinite solid domain, the total
displacement field u can be expressed using two others displacement fields u' and u? as

u=u'+u’ (A1)

Each of these displacement fields w/, j = 1,2, can be written with the help of two potentials ¢’
and 7

u' = Vol + (—e,) x Vi, (A.2)
u? = V¢? + (—e,) x Vb2, (A.3)

where

400 —+ 00
o Z ALHW (k,r) cos(nb), Yt = Z A2 HV (kyr) sin(nd),

n=0 n=0
“+oo “+oo

»? = Z A3 H? (k) cos(nb), Y2 = Z AYHP (kyr) sin(nd),
n=0 n=0

and e, is the third vector of the cartesian basis. H,(Ll) and Hr(f) respectively represent Hankel’s
functions of first and second kind, defined such as

HWM (z) = Jo(z) + iYy(2) (A.4)
HP (2) = Jo(x) — iYn(2).

The Hankel function of second kind is the conjugate of the Hankel function of first kind. J, and
Y, are respectively Bessel’s functions of first and second kind. k, = dl is the P—wave number

Up
and kg = vﬁ the S—wave number. In polar coordinates, we have
Rl 10¢7
= r ~—ap €0, ::172
VO = et e
S 1oyl o7
- i=— e — o =1,2
(—ez) x Vo) = ——rer — —-eg, =1,
This allows us to write
uw = ule, + uéeg, (A.5)
u=(u} +u?) e+ (ug+uj) e, (A.6)
S 097 10y C 1047 O
h J= - J= s =
where U= "oy + r 00 and Yo = o0 or

Since the polar basis vectors e, and ey are given in the cartesian basis by (cos6,sin )
and (—sin @, cos )! respectively, it follows that the components of the displacement field can be
expressed in the cartesian basis as

(A7)

upsing +ugcos® = (ul +u2)sind + (uj + u2)cos b,

Uy = upcosf—ugsing = (uf +u?)cosf — (up+ uZ)sind,
Uy
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with N
ut = Z {Alk; HWY (kpr) + A2 D (kg r)} cos(nf),
n=0
1_ — L () (g 2 (1) ;
ug = [—An;Hn (kpr) — AnksH), (k‘sr)] sin(nd),
n=0
+oo
u? = {Aika (k r) + A4 @) (kg r)} cos(nh),
n=0
2 N a3 ) () — AV H® (or)] sin(nd
wp =Y [~ARTHP (kyr) = ALk HD (k)| sin(n).
n=0

Knowing that derivatives of Hankel’s functions are determined by one of the two recurrence

relations @
o —H) (x) forn =0
n+1 ’
HY) (@) = { HD (2) = “HY(z) forn >0
n—1 T n )
or

(4)
N —H x forn =0,
H7(lj) (I) _ { n+1( )

Hr(igl(x) + gH,(ﬂ)(m) for n >0,

we choose to write arbitrarily

, —gt) (x) forn=0
H(l) _ n+1 ’
n (@) { Hfll_gl(a:) + ngll)(a:) for n >0,
and @
, —H;7 (x) forn=20
(2) _ n+1 ’
Hy™ (=) { Hflz)l( ) — ﬁHT(LZ)(JU) for n > 0.
x
Finally this leads to
—+oo
w=3 [A}Lk,,H,(}) (kpr) + A2Z H<1>(k r)+ Ak, HD (kyr) + A4 H (k, 7’)} cos(nf)
n=0
= n n
up =y [_A;;Hg)(kpr) — ARk HY (ksr) — A —H (yr) — Aj ki HL? (ksr)] sin(né).
n=0
(A.8)
In order to determine coefficients AL, A2, A3 and A}, we have to use the boundary conditions.
We get
u = —u'"" on I'y, (A.9)
an=uv,(v-n)n+uv, (v-t)t on I'y. (A.10)

We recall the reader to refer to figure for the definition of the boundaries ', and I'y,. u'°
is the incident wave which is written as

U ne _ v¢znc 4 (_ez) x vwinc’
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with ¥i"¢ = 0 and

“+oo
¢ =" eni™Jy(kyr) cos(nf)
n=0
1 ifn=0, .
where €, = { 9 ifn>1, And finally we write
ine _ e - e
! ar o0
oo too (A.11)
= Z ent" cos(n)kyJ,, (kyr)er + Z —eni" Jp (kpr) sin(nd)eq.
n=0 n=0 r
If we develop the equation
an =, (v-n)n+uv(v-t)t,
in polar coordinates, we find
Trr = WWPUprs (A.12)
Org = WWPUsUg.
o and 0,4 can be expressed in terms of potentials ¥’ et ¢’
Orr = 071'7' + 072'7' = Z 0"?: + g:{};?
i ; (A.13)
J J .
orp = Olgtor = Z oty + vy,
j=1,2
where
0%y

d)j o H
ol = AAY +2u 52

i 0 (1Y
Pl (I
Trr =20 {87" <r 90 )} :

: 247 j
. =2u<18¢ 1a¢>7

ro0dr r? 90
o 1% 0 (1awIN\]
o r2 002 or \r Or

where ¢’ satisfies the Helmholtz equation

A = —ko¢.
This yields

+o0o
AY = —kp > ARHD (kyr) cos(nf), h=1or 3.

n=0
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Then, by some calculations, we obtain

027
or?

9 (L1oy?
or \r 00

02¢J
000r
folod
00
2pd
802

1 97
or <r or >

+oo
Z Ahk;QH,(lj)” (kpr) cos(nd),

1 N n 10%y/
200 ' rordl
1 R :
-—— Z AL HO) (kgr) (n cos(nb))

2
r
n=0

1siee Alk:H(J)(k:r)cos(n@)7 [ =2 ou4,

r n=0

Z ALk HYY (kyr) (—nsin(né)),
n=0

JFZOO AMHO) (kyr) (—nsin(nd))

n=0
“+oo

ZAI HY) (kyr)(—n? sin(nh)),
ow 16%

r2 Or r Or?

+oo
1
= ZAl ks H(J (ksr) sin(nf) + ZAl kQH(J) (ks7) sin(n#).
n=0 n=0
In summary, for g', we get
+oo
ol = 0 [AKE (—AHD () + 20H Y () ) +

A2 2“” ( “HO (kgr) + ko HY (k, r)ﬂ cos(nf),
[ 241" ( (k) 77H<1>(k )>+

Ai( 5 HW (k, )+ - kH<1> (ker) — K2H( (ksr))]sin(ne).

2

(A.14)

k
In addition, since kz (A +2p) = k2p, we obtain A = k—‘;,u — 2. Moreover, we remark that
P

H’r(Ll)”(ka) =

n2

]_ ’
7EH7(LU (kpr) - (1 - (k r)Q)H’r(Ll) (kpr)
P P
I e n 1 n?
=——H"Y (k —— HY(kyr) — (1 — ——
k n+1( T) (ka)Q n ( pr) ( ( p,,,)g
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It follows that

—+oo
2 1 (1)
1 1 2 2,2 1
o= 3 A (0 ) ) ) ) +
2
Ai% ((n —1)HY (kyr) — k rH,(LI_s_l(k; r)) cos(nf),
oo 7"2 (A.15)
un
sl = X |-ALZE (0 ) HO )~ b2 () -
=0
20 1 .
Air—Q ((n2 —n— 2/{?7‘2) HW (ko) + kJHfQJkJ))} sin(nd).
We can do the same for gQ and we obtain
+m 1"
0% = S0 [ A (K2 - 282) B (epr) + 202 HP (hyr)) +
n=0
QAi,uﬁ <_1H£L2)(ksr) + kSHr(Lz)/(ksr)>} cos(nh),
AT
Yoo . (A.16)
o2y = r;) {—QAi,ur (k H® (k,r) — H,(LZ)(k‘pr)> +
']’L2 ]_ ’ " .
Ay <—72H;2>(ksr) + ;kstf) (kor) — K2H® (ksr))] sin(nf).
If we sum these two systems, we finally get for o
+oo 2/Jz 1 "
O =Y {A}Lr2 <<n2 —n— 2k§r2> HV (kpr) + kpr Hy y (kpr )) +
n=0
2un
A2 (0= 1) HD (kar) = ko HZ, (k) ) =
A (k2 = 282) HED (pr) + 202D (k) ) +
2Aﬁ/¢g _TlH,(L V(kor) + ks H' (/fST)>:| cos(nf),
+o0 A17)
2un (
r = X |~ (0= ) HO ) = by () -
n=0
2u 1
Aiﬁ <(n2 —n— 2k§r2> HWO (kyr) + ks T‘H ) 1 (ks 7‘)) -
2A§;u; (/ﬂpH@)/(kJ r) — iH@)(kpr)
n2
Aly ( — H? (kyr) + k: H® (k) — K2H® (ksr))] sin(n).
To summarize, using boundary conditions, we get
o At r=a,
+oo , n
3 [A;ka,gl) (kyr) + AZZHD (kyr) + Ak H () +A4 HO (k, r)} cos(nf) =
n=0 oo
- Z eni"kyJ,, (kpr) cos(nb),
n=0
(A.18)
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+oo

3 [-A;%H,g (kyr) — A2k HD (kr) — A3 ZH® (k1) — A2k HP (k)| sin(nd) =
n=0
“+oo

Z 2&tni”Jn(lfpr) sin(nd).

r
n=0

(A.19)
e At r =10,

+o0
2u 1
Z [A;rz ((n2 —n— 2k12)r2> D (kyr) + K, rH! +1(k r)) +
n=0
2un
A2 (= 1) HO (kor) = ker HY, () -

A3 (2 = 282) B (yr) + 262H P (kyr) ) +

2Aiuﬁ <_1H7(12)(k57’) + ksH,(lz)'(ksr)ﬂ cos(nf) =
T\
—+o0

iwpuy 3 [A}Lka (k) + A2 W (kyr) + A3k, HO (k1) +A4 @)k, r)] cos(nf),
n=0

(A.20)

> |25 (0= 1) H ) = 2 ) =

2 1
A%—l; ((n2 —-n— 2k§r2> HWY (kgr) + ks rH(l) (ky")) —
r
/ 1
QAEL#; <ka1(12) (kpr) — THT(F)(]’CPT)) +

(A.21)

Ai’ﬁH}L?)(k,,r) - A;tkst)’(ksr)} sin(nf).
T

Since n represents modes of Fourier’s serie, we compute the coefficients AJ, j = 1,4 by solving
the following system at each Fourier mode n, since C,, is inversible

CnAn = an

(A.22)
where C

n:(cn(:vl) CTL(:72) Cn(,3) Cn(74))
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b HiY (k)
- él)(kpa)
a
1 . — 1 b2 ’
with Cy(;,1) = (<n2 —n— 2k§b2) HWM (k,b) + kpbﬂgﬁl(kpb)> - iw2pﬂH7(L1) (kyb) |
b
“n ((n — 1) HO (kyb) — kprSjl(kpb)) + iwpvsnﬂHr(Ll)(k‘pb)
n
gHw(Ll) (ks(l)
—keH(Y' (kya)
9y — b
Cn(:2) = n ((n S HO () — ksbﬂﬁl(kpb)) — iwpryny HO (,b) :

1 b2 !
- (<n2 —n— 2k§b2> HW (k,b) + ksbﬂgﬁl(ksb)> + z‘w2p@H§3> (ksb)

k:prf)/(kpa)

—~H? (kya)
. J— 1" ’ 2
Cn(:,3) = (— ((kf —2k2) HP) (kyb) + 22 H (kpb)> — i pH® (kpb)> % )
/ 1
—nb (ka,?) (kyb) — EH,?) (k;pb)> + iwpvsn%H,(f)(kpb)
2 HD (kya)
a ’
—kH® (kya)
. _ -1 /
Cn(:,4) = nb | —H® (kyb) + k H® (ksb)) - mpvpniﬂ,@(ksb)
2 ’ 1 5 1 b2
((‘szff?)(ksw R HIP (hsb) kiHﬁ”(lﬂsb)) * iw?pry(ksb)) )
"
Al _ﬁninkp‘]rll(kpa)
A? —eni™J, (kya
An = A;’%;Z y Bn = a 0 ( P )
A 0
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B Analytical solution of the elastic solid scatterer problem

Like in the previous section, we recall here the analytical solution in the form of Fourier series
of the elastic disk-shaped solid scatterer problem. The displacement field w is represented with
the help to two potentials ¢ and v

u=Vo+(—ey) x Vi, (B.1)

where, in the case of a circle, like the domain Q,, we refer to figure for the domains Q, Q,, O

+o0
¢ =¢3= Z A2 J, (kyr) cos(nf),
n=0

+oo
Y =1ps = Z A2 T, (kgr) sin(nf),
n=0
and in the case of a ring like
“+oo —+o00
= P14+ ¢po = Z ALHW (k,r) cos(nb) + Z A% H? (k,r) cos(nb),
n=0 n=0

+o0 too
=1 + 1)y = Z A2 H"Y (kyr) sin(nd) + Z A8 H?) (k1) sin(n).

n=0 n=0

w w
e, is the third vector of the cartesian basis. k, = — et by = —. H,(LU represents the Hankel’s
Up Vg
function of first kind defined such as

Hfll)(x) = Jn(x) + Y, (2), (B.2)

with J, et Y,, Bessel’s functions respectively of first and second kind. HT(LQ) is the Hankel’s
function of second kind defined such as

HP) (x) = J,(x) — iY (@). (B3)

In polar coordinates, we get

_9¢ 109
Vo = 8rer+r89e0’
_ 1%y 0
(—ez) x Vi = 50 e, 5 eg.

It follows that

U = Ur€p + Ugey, (B.4)
0 1 o 1 oo O
here U= or  r 06 and o = ro  Or’

Since polar vectors e, and ey are defined in cartesian basis by (cos#,sinf)! and (— sin6,cos6)*
respectively, we obtain the components of the displacement field in the cartesian basis

{ Uyg = Up COSG — Up Slngv (B5)

U, = Upsind+ ugcos.
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Then, in ,, the components of displacement field uz are written

(B.6)

Uy = U3rCOSHO — uzgsind,
U3, = U3, Sinf + uggcosd,

where
“+o00

Ugy = Z [Ai’bkpjfl(k;pr) + gAiJn(ksr)} cos(nb),

n=0

“+oo
— [7A§L;Jn(kpr) — Arko T, (k)] sin(nd).

n=0

In Qp, the components of displacement field u; are written

U2y = Ulg + Uspz = Uy, COSH — Uigsind + ug,. cos O — uoy sin O

= (U1, + ugy) cos @ — (u1g + ugg) sin b, B.7)
U2, = Uiz + Uz, = Up,sSinf + uigcosb + uq,sinf + uqig cosd '

(U1, + ugy) sin @ + (u19 + ugg) cos b,

where
—+oo

/ n
U1r = Z |:A"1'Lk:pH’I§L1) (kpr) + ;AiHT(Ll)(ksr)} cos(nf),

n=0

w1p = 2 PA}%H,(LU(W) - Aiksﬂé”'(ksr)} sin(nf),
_ — 5 (2) 6 17(2)
Ugy = ngo [Ankan (kpr) + — AL, (ksr)} cos(nf),
Ugg = f |45 2 H (yr) — ASkH (k)] sin(n6),
n=0 r

so we get
+oo
wiay = D [k HY (kyr) + = AZHD (kor) + Ay HP (k) + = AS H) (k,r) | cos(no),

n=0

+o0o
wizg = Y | AL EHD (kyr) = A2k HY (kyr) = AL ZHP (kyr) — ASk HP (kr) | sin(n).

n=0

Derivatives of Hankel’s function are determined by the following reccurence relations

/ —HWY (2) forn =0
H(l) _ n+4-1 ’
n (@) { ~H)\(@)+ THP(2)  forn >0,
, _g® (z) for n=0
H(Z) _ n+1 ’
o { HY () = HP (@) forn >0,
x
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In the same way, the derivative of the Bessel’s function of first kind is

—Jns1(x) for n =0,
J (x) = " n
W)= (@) + Ju@) forn > 0.

Using these definitions we rewrite u;,. and u;g, ¢ = 12,3

—+oo

n n
Uz, = 7;) {Aikp (—JnH(kpr) + WJn(kﬂ)) + TAf;Jn(ksr)} cos(nb), (B.8)
= n n
Usg = T;) [—AirJn(kpr) — Aiks <—Jn+1(k‘sr) + o Jn(k‘sr)>} sin(n#), (B.9)

+oo
wgr =Y [A;kp (_H}L{gl(kpr) + ]{jﬁ‘?ﬂHg)(kpr)) + ;AiHr(Ll)(ksr)-i-

n=0 P
Ak, (HP (kyr) — ——HP (kyr) ) + ZAS HD (kyr)| cos(nb) (B.10)
n'vp n—1\"Vp o7 n P r ntin s 3 .
= n 1 n
wa =) [A:LTHmpr) — Ak (Héﬁlwm + ,MHmksr)) -
n=0 s
AL HP (kyr) = Adk, (H,(f_)l(ksr) - &H}f)(ksr))] sin(nf). (B.11)

In order to determine coefficients A%, i = 1,..,6, we use boundary conditions. We get

U1z 4 u' = ug
{ glzn+gi”°'n ~ on on Iy, (B.12)
g, ="0p (V12 n)n+ v, (vig-t)t on I'y. (B.13)

We refer to figure [1.26] for the definition of boundaries T', and T'y.

u™¢ is the displacement field of the incident wave described by
uinc _ v¢znc + (7ez) % vwinc’

with "¢ = 0 and

+o0o
e = Z eni™ In(kpr) cos(nd),
n=0
h |1 ifn=0
whereen =4 o 5 -

In summary, we have

ine a¢znc 1 8¢ch
u =

ar e ¢
+oo +oo (B14)
- / —n_ . :
= Z eni"™ cos(nb)kyJ;, (kpr)e, + Z —eni" I (kpr) sin(n)eg,
r
n=0 n=0
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The free surface condition on I, is given by

nc _
{ 0-7"7‘12 + Urr - UTT37

nc
O-T‘glg + Urg O—T’937

and the absorbing condition on I', by

Orrip = ivaul%";
0'T912 = WUsU120-

The components o, and 0,9 of g are expressed such as
Orp = O’¢ + O'M,,
_ ¢ P
Org = Opgt 0

where
2

0

op,
8T r 00
0%¢ 1 0¢
¢ _ ) _ -7
Trg = 20 (r 000r  r? 39) ’

ot =y (LO% 0 (100
9 rZ 002 3r ror

¢ satisfies the Helmholtz equation

S0
+oo
Ap=—k2 > ANC,(kpr) cos(nf), h = 1,3 or5,
n=0
and Cy, (kpr) = HT(Ll)(kpr)7 I (kpr) or HT(LQ)(kpr). For g we get

(B.15)

(B.16)

(B.17)

Orry = :Z_O [A}lkf, ((—)\ - (ki‘:)Q (n+ (kpr)? — n2)> H® (kyr) + 2“k (Fy r)>
a2 (= (1 = ) B (ko) — ko HEU () o),
org, = M:Z: {214717,7: (kaSﬁl(kpr) + nrlell)(ka)> +
A22 (L (=n® 4 nt L ker)?) B (o) = koY, (kr) ) | sin(ne).
(B.18)
For g,
Orry = —i:’o {Aikz% ((_A + (;':f)z (n - (kzﬂ")Q + n2)) Hg2)(kp7") - QMI:THfr,l—)l(kpr)) +
n=0 p p
2uAS R (_71 (14 n) H? (ker) + ke H' | (k r))} cos(nf)
Org, = M:ZOZ [_214%? kPH7(7,2—)1(kPr) - 1H(2)(k T))
A52 (=1 (n2 40— J(hor)? )H(2)(k r) 4 R, (k) )| sin(no).
(B.19)
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For a,
+oo 2/14 1
Opry = Z {Aiki ((—A - s (n+ (kpr)® — n2)> Tn(kpr) + 2an+1(kpr)> +
70 (kpr) kpr
2uA% 2 (5 (1= n) Ju(ksr) = ks g (Ker))] cos(n),
+oo
n n—1
Oy = M; [—2A2T (—kan+1(kpr) + TJn(kpr)> +
ALZ (L (—n? +n+ L(ker)?) Ju(ksr) — kg Ty (k)] sin(nd).
(B.20)
Finally for gi"c
, = 1
o = Zeni" [(Aki - 2,1172 (n—n*+ (kpr)2)> I (kpr) + 2u L Jns1(kpr)| cos(n),
. = n{ 1-n
O'Zgw = TLZ:O |:_2:U/€ninr (_ " Jn(kpr) — kan+1(ka)>:| sm(n9)
(B.21)

For r = a we have

+o0
> (A (~HE ) + 7 H ) ) + 2 A2 )+

P

Ay (2 () = 2 E2 0y ) + 2 A H )
pT T

Adk, (—Jnﬂ(kpr) + knrJn(kpr)> - :‘LAflJn(ksr)} cos(nf),

P

_Z —eni"ky ( Int1(kpr) + knr

P

Iuyr) ) cos(a),

Z[ A= H D (k) — Ak( H, (ko) + k"TH#><kSr>)—AiZprr)—
n=0 s

ASk, (Hff_)l(ksr) - knerf)(ksr)) A= (k) +

Ak, (—Jn+1(ksr) + knrJn(k‘sr))} sin(nd)

+oo
= Z ﬁEni”Jn(/’cpr) sin(nd)
r

n=0
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:22 {A}lkf, ((—A = (kil:ﬁ (n+ (kyr)? — n2)> HD (kyr) + 2“k Y, (k, )) +
2MA§; (rl (1= n) HO (kor) — ko 'Y, (ks 7’))
ADK2 ((—A+ (/fi/:)Q (n — (kypr)? —|—n2)> 2 (kyr) — 2”k1 HY, (ky )) +
QMA?lg (_rl (14 n) H? (k) + ke H', (k. r))
A3 (3= 2 e ) = 02) ) T lhy) 20 T ) ) -
2MA§L; <_Tl (1= n) Jo(ksr) — kg Tnia( ))} cos(nf)
+oo

== eni" K)\kz 2 (n—n?+ (kpr) )) T (kpr) + Qu 2 Ty (kp r)} cos(nb)
n=0

iy [—2A;Z ( bpH, (k) + ”;1H$><kpr>) +

22 (2 (- ) B~ K H ) -
252 (2 ) = "L ) ) +

<—1 (n2 +n— ;(ksr)2> H (kyr) + kst_)l(ksr)> +
2A3: ( lep i1 (kpr) + Tl;lJn(kpr)> -

42

a12 (i ( n? fnt 2 (k ) ) T (kor) — kSJnH(ksr)ﬂ sin(nd)

r

r

1—
= Z [ 2ueni" — (— an(kpr) - kanH(kpr))] sin(n@).
n representing modes of Fourier’s serie, we get for each Fourier mode n

| A8y T () + = AR T (gr) = ALk HY (kyr) = = AZHY (kyr) | cos(nd) =
T r

(B.22)
ent" cos(n)kyJ,, (kyr),

[fAf‘LﬁJ (kyr) — A3k, J! (k) + A} H<1 (kyr) + A2k, HY' (ksr)] sin(nf) =
r - (B.23)

—sni”Jn(kpr) sin(nd),

.
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1 1 ! 2
[Af; (()\ +20) K2, (k) + A (Tkpjn(kpr) - :;Jn(kpr)>> +
oy () + () ) —
T T
1 2 77 (1) 1 (1’ n? (1)
An (>‘ + 2/1’) kan (kpr) + A ;kPHn (kpr) - ﬁHn (ka') - (B24)
QMAZE (_1H,(L1)(ksr) + ksH,(Ll)/(ksr)>] cos(nh)
T T

"

2
=epi" [()\ +2p) k'an (kpr) + A (ikan(kpr) - ZJn(kpr)ﬂ cos(nd).

n / 1
{_QNAiT (kan(k;pr) - rJn(k;pr)> +
4 Tl2 1 ’ 2 4/
A, —r—zjn(ksr) + ;kan(ksr) —kiJ, (ksr) | +
n ’ 1
2l (I Y ) = LD () ) - (B.25)
n2 1 ’ 7 .
A2 (—TzHT(ll)(ksr) + ;k;sH,(ll) (ksr) — ka,(ll) (k‘J))} sin(nf)
T ! 1 :
= —2ueni - kyd,, (kpr) — ;Jn(k:pr) sin(n#@).
2

k
Since k;f, (A +2p) = k?u, we replace A by k—;u — 2u and rewriting equations (B.22)) to (B.25)
P

under matrix form, we finally get

C.A, =B, (B.26)
where
! n
—kpH (kpa) ~ZHM® (ksa)
n a
2 aD (kpa) ks HD' (ksa)
2 @ 2 -~
Co=|- (k?Hﬁf)”ocw + (:—2 - 2) <3ka£3>'<@"~> - %HSL”(kpr))) -2 (—IH,(S’wm + ksHS)'wsm)
2 » - -\ r
! ’ 1 L2 1 ’ 1"
2% (kaﬁ,}> (kpr) — :H;U(kpr)) - <7;—2H,Sll>(ksr) + ;kng}) (ksr) — k2D (ksr)>
kpJp, (kpa) 2 g (ksa)
g (kpa) —ksJ) (ksa)
a
2 I kg 1 ’ n2 n —1 ’
K2y (hpr) + | =5 = 2| | —kpJy (hpr) — — In(kpr) 2— (—Jn(ksr) + k:SJn(kSr)> s
kp r I8 r r
n ’ 1 n?2 1 ’ o I
—2” (kan(kpr) - —Jn(lcpr)) =S T (ksr) + —hs Ty (ksr) = K3, (Rs)
T T T i
1
3
A
J— n
An - A3 )
4
A'ﬂ
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ent"kypJ), (kpa)
n_ o,

T T ¢n Jn k

ek

B, = - 2 7 ks 1 ! ’I’L2
" ent” | K5y, (kpr) + 52 ;kan(kpr) - ﬁJn(kpr)

P

/ 1
—2Enz‘”% (kan(k:pr) - TJn(k;pr)>

Since C,, is inversible, we have to solve the following system to find coefficients A7, j = 1,6

n’

A, =C,'B,. (B.27)
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