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BAYESIAN FRAMEWORK FOR SOLVING TRANSFORM INVARIANT LOW-RANK
TEXTURES

Shihui Hu, Lei Yu, Menglei Zhang, Chengcheng Lv

School of Electronic and Information, Wuhan University, China

ABSTRACT

As a holistic image feature, Transform Invariant Low-Rank
Textures (TILT) can effectively recover the rectification of
user-specified patch with a rich class of low-rank textures in
2D images. Unlike conventional local image features, TILT
isn’t dependent on the extraction of points, corners or edges,
which would bring inaccuration and weak robustness. How-
ever, TILT is still rather rudimentary, and have some limita-
tions in applications. In this paper, we proposed a novel algo-
rithm for better solving TILT. Our method is based on the ap-
plication of Bayesian framework in robust principal compo-
nent analysis (RPCA), some missing entries of TILT’s math-
ematical model are taken into account as well. Experimental
results on both synthetic and real data indicate that our new
algorithm outperforms the existing algorithm especially for
the case with corruptions and occlusions.

Index Terms— Image feature, transform invariant low-
rank textures, rectification, Bayesian framework, corruptions
and occlusions

1. INTRODUCTION

Feature extraction in images is one of fundamental problems
in computer vision. Most of existing image features, such as
SIFT points [1], Harris corners [2] and Canny edges [3], are
key to many high level computer vision applications over the
past decades. However, the image features mentioned above,
called “low level local features”, are always inaccurate and
unrobust. Zhang et al. [4] proposed a holistic feature called
“Transform Invariant Low-Rank Textures (TILT)” that can re-
cover the rectification of user-specified patch in 2D images.
Generally, this type of patch which can be recovered by TILT,
has a global structure, such as full of regularity, symmetry,
repetition, which can be measured by low-rankness. Hence,
TILT has a good performance in accurancy and robustness.
Although TILT can work remarkably well for a very broad
range of cases, it is still a new and rudimentary image feature.
The original TILT paper [4] presented some examples of TILT
where it failed, as shown in Fig.1. The first case shows that
two incompatible domiant low rank structures (the facade and
the shadow) overlapped result in an overall high rank region.
The second case shows that the combined region containing

(c) too much occlusion

Fig. 1. Failure cases of TILT. Left column The original im-
ages, the user-specified patch specified by red rectangles, and
the transforms found by TILT specified by green rectangles.
Right column Rectified regions of interest.

two adjacent low rank regions each of which is distorted dif-
ferently, might no longer be low rank. The third case shows
that too many occlusions may lead to TILT s failure.

In this paper, the third case is considered. Although TILT
is designed to be robust to corruptions and occlusions, it’s
important to note that an assumption is essentially necessary
that the amount of corruptions and occlusions can not be very
large. It inspires us to try to find an algorithm which is more
robust to handle more complex situations in natural scenes.

Mathematically, TILT is modeled (approximately) as the
robust principal component analysis (RPCA) problem pre-
sented in [5], it needs to find a rectified patch I o7, which can
be decomposed into a low-rank component 1% and a sparse
component E, namely I o 7 = I° + E, meanwhile gets the
appropriate transform 7. The existing solver for TILT is based
on the alternating direction method (ADM) [6], one of critical



drawbacks of the existing solver is the simply modified ADM
presented in [4] is not always guaranteed to converge to the
optimal solution. The convergence of ADM has been well-
studied and established under the case of two variables, while
the inner loop of TILT problem has three variables. Ren et
al. [7] proposed a improved algorithm for solving TILT prob-
lem, with a theoretical guarantee on the convergence of its in-
ner loop. But another critical drawback of the existing solver,
the weak robustness to large amount of corruptions and oc-
clusions, has not been resolved.

In contrast with the convex optimization methods men-
tioned above, Bayesian method has a good performance in
robustness to noises and perturbations. In this paper, based
on the application of Bayesian framework in robust princi-
pal component analysis (RPCA) [8] [9], we propose a novel
algorithm for solving TILT problem. We rewrite the mathe-
matical model of TILT as T o7 = I® + E + N, where N is
the measurement noise which exists everywhere and usually
cannot be ignored in practice. Theoretically speaking, our al-
gorithm outperforms the existing TILT solver in robustness
to corruptions and occlusions. Meanwhile, it has been proved
that Bayesian approach to sparsity (or low-rank) problems has
fewer local minimizations [10]. In theory, our algorithm is
with a guarantee of convergence to the optimal solution.

2. TRANSFORM INVARIANT LOW-RANK
TEXTURES

In this section, we briefly review the mathematical model of
TILT, as well as some implementation details.

2.1. Mathematical Model

Consider a 2D texture I® € R™ *™ | If = rank(I°), with
r < min(m’,n’), we can say I is a low-rank texture. In
most real images, we almost can’t find a perfectly low-rank
texture, primarily because usually it undergoes a deformatiom
and suffers from many types of corruptions or occlusions. As
a result, a deformed texture I with a proper inverse transform
7 and then removed the corruption or occlusion E, will be
low-rank. So the mathematical model for TILT presented in
[4] is:

in || I° E t. ITor=I°+E 1
min [I°], +¢|Bll, st Tor=I°+E, ()

sy

where || - ||, the nuclear norm to promote the low-rank prop-
erty, || - ||; the £;-norm to promote the sparsity, ¢ > 01is a
parameter to balance the two terms, 7: R? — R? belongs to
a certain group of transforms, e.g. affine transforms, perspec-
tive transforms.

Observing the objective function in (1) is convex, the con-
straint I o 7 = I° + F is nonlinear in 7, hence the problem
is not convex. To linearize the constraint [11], the linear ap-

proximation can be obtained by Taylor expansion.

min [I°], +C Bl s.t.

I E T

Tor+VIAT=I°+E (2)

where VI is the Jacobian matrix (derivatives of the image
with respect to the transformation 7), the high-order terms
O(VIAT) of Taylor expansion is ignored in TILT model.

2.2. Ambiguity of Low-Rank Textures Definition

By this definition of low-rank texture, obviously its rank is
invariant under any scaling and translation transformations:

rank(I°(x,y)) = rank(cI®(azx +t1,by + t2))  (3)

In [4], this ambiguity can be easily resolved by imposing ad-
ditional constraints on the texture. To eliminate the ambiguity
in translation, we fix the center x¢ of the initial patch after the
transformation. That is, A7 should be enforced a set of linear
constraints as following:

AAT =0 “)

To eliminate the ambiguity in scaling, we enforce that
the area and the ratio of edge length remain constant after
the transformation. Notice that these equalities enforce non-
linear constraints on the transformation 7, we linearize these
non-linear constraints with respect to the transformation T,
just as (2). Then the another set of linear constraints is:

ANT =0 &)

By combining the two sets of linear constraints in (4)(5),
we obtain the complete form of the constraints of transforma-
tion 7:

S-Ar=0 ©6)

3. BAYESIAN TILT FRAMEWORK

In this paper, a hierarchical Bayesian model will be employed
to TILT problem, where all unknown quantities are treated
as stochastic models. Then we obtain all expectations via
variational Bayesian approach [12], where the posteriors are
approximated by maximizing lower-bound of marginal likeli-
hood.

As mentioned above, the transformed texture I o 7 €
R™*™ is the superposition of three parts: low-rank com-
ponent I° € R™*", sparse component E € R™*", and
measurement noise IN € R™*™ (in bayesian TILT model,
we take the measurement noise IV into consideration). The
mathematical model (2) of TILT can be rewritten as

Y=I°+E+®Ar+ N (7

where Y = I o7 withY € R™*" & = —VI with PAT €
R™*" N with N € R™*" contains measurement noise and
the taylor series high-order terms O(VIAT) in (2), based on
an assumption that O(VIAT) is stochastic quantity.



3.1. Hierarchical Bayesian Model

Suppose the low-rank component I° with 7 = rank(I°), it
can be decomposed into column space A € R™*" and row
space B € R"*",

I° = AB” (8)

each column of A and B is assumed to obey the Gamma-
Gaussian model to introduce the column sparsity, i.e.

Ay~ NO,%7Y), By~ N(O,%Y ©
¥; ~ Gamma(a~, by) (10)

with hyperparameters a~, b, > 0. when a., b4 are close to 0
will result in a low-rank promoting prior for the expectation
of I°.

The sparse component FE is injected the sparse constraint
by employing independent Gamma-Gaussian model for each
coefficient E;; of the matrix E, i.e.

Eij NN(O,O@J‘) (11)
a;; ~ Gamma(aa, ba), Vi, j (12)

with hyperparameters aq, b > 0.

Considering that we have imposed a set of linear con-
straints on transformation 7, the entry S- A7 in (6) is expected
to be zero. In order to integrate A7 into the whole bayesian
framework, we treat S - AT as a sparse variable, with obeying
a hierarchical Gamma-Gaussian model:

S-AT ~N(O0,A7h) (13)
A ~ Gamma(ay,by) (14)

hyperparameters ay > 0 and by > 0.

Using the model proposed in (7), we follow the standard
assumption that noise component N is drawn from a Gaus-
sian distribution, then incorporate the noise N in the obser-
vations, that is:

Y ~N(ABT + E + ®A7, 7' ,) (15)
p(B8)=p"" (16)

with /3 the noise precision, assigned with the Jeffrey’s prior.

3.2. Variational Bayesian Approach

In bayesian framework, all variables of interest can be esti-
mated by variational Bayesian approach after simple infer-
rence. The expectation of each variable is presented here as
follows:

The update for A and B:

(A) = (B)(Y — ®AT — E)(B)Z4, (17)
(B) = (B)(Y — AT — E)(A)=P (18)

with covariance:
=4 = ((8)(B” B) + diag(y

)
5B = ((8)(AT A) + diag(~)) .

)
)
and the required expectations: (AT A) = (A)T (A) + m=4,
(BTB) = (B (B) + nx5.
The update for E:
(Eis) = (B)S5;(Yyy —

with covariance:

(A)(Bi)" —@(AT)),  (19)

1
(B) + (evig)

E _
sE =

The update for A7:

(AT) =327(B)®] (Y — ABT — E) (20)

mnx1?

with covariance:
T -1
SAT = ((B)® % a®Pmnxa + ASTS)

where d is dimension of the transfomation 7, the subscripts

()ymscq and (+) denote that the matrix (-) is reshaped

mnx1
into a mn-by-d matrix or a mn-by-1 matrix.
The update for ~:
20~ +m—+n
() = 7 (@3}

"~ 2by + (AT AL) + (BYB.;)

with the required expectations: (AT A;) = (A;)7(A,) +

m(E4),;, (BTB.) = (B.)" (B.) + n(2P),,.
The update for a:
206 +1
{ig) = ==+ (22)
2ba + (E7;)
with the required expectation: (E?;) = (E; )+ zE.
The update for A:
2 1
) mt 23)

" 2y + (S A7)

with the required expectation: ((S - A7)?) = (§- A7) +
AL
The update for S3:
mn
<ﬁ> = T 2
(Y = ABT — E — ®AT|%)

(24)

with the required expectation:

(Y —ABT — E — ®A7||%) =

IY = (ANB)" — (B) - (A7) + >3k
i=1 j=1

+ Tr(n(A)"(A)SP) + Tr(m(B)" (B)x4)

+ Tr(mnEAEB) + i i TT(@Z; q;ijEAT)

i=1 j=1



———Our new algorithm
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Fig. 2. Robustness test of TILT method and our new algo-
rithm on various low-rank patterns. (a) low-rank patterns (b)
Success rate of TILT method and our new algorithm under
different levels of corruption.

4. EXPERIMENTS

In this section, we conduct several experiments with both ar-
tificial synthetic images and real images to demonstrate the
performance of our algorithm, the original TILT method pro-
posed in [4] is presented here for comparison.

4.1. Synthetic Images

First, we use artificial synthetic images to demonstrate the
superiority of our algorithm. Following the same setting in
[4], we deform some typically low-rank patterns by an affine
transformation defined by the form: y = Ax + b, where
x,y € R%, The affine matrix A is parameterized as A(6,t) =
cos
[sin 0
t is the skew value. We introduce a small deformation (say ro-
tation by 12° and skew by 0.2), and examine whether the two
methods can converge to the correct transform under different
levels of random corruption.

—sind 1t . .
cos 0 ] X [0 1] , where 6 is the rotation angle and

The comparison between two methods is shown in Fig.2(b).

It is obvious that our algorithm outperforms TILT method
when the percentage of corruption is less than 75%, under
75% or larger corruption the two methods have the same
performance because of the over-corruption. The contrast
experiments indicate that our algorithm is more robust than
TILT method to corruption.

4.2. Real images

Now, we move on to discuss the experimental results on real
images to verify the conclusion in the last subsection. Fig.3(a)
shows some typical cases. When a regular patch of building
is hidden from a tree or some other things, TILT method is
not so robust to noise that recovers the correct transform from
the deformed and corrupted image. Fig.3(b) shows the low-
rank components and sparse error components of each exper-
iment, it is worth highlighting that low-rank components in
TILT method have a lot of “tree’s pixels”” which should be in-

(b) Comparisons for low-rank components and sparse components

Fig. 3. Largely corrupted cases to both TILT method and our
new algorithm. (a)First row The Original images. Second
row Rectified results by TILT. Third row Rectified results by
our algorithm. (b)First row Low-rank components. Second
row Sparse components. First, third and fifth columns Results
by TILT. Second, fourth and sixth columns Results by our
algorithm

corporated into sparse components while our new algorithm
provides much better results of separation between low-rank
components and sparse components. The impure low-rank
component leads to a result that TILT method can not con-
verge to a lower-rank solution, then obtains a relatively wrong
transformation.

5. CONCLUSIONS

In this paper, based on bayesian framework, we propose a
novel algorithm for solving TILT problem, some missing en-
tries are considered in our model as well. Two critical draw-
backs of the existing method of TILT, convergence can’t be
guaranteed and weak robustness to large corruptions and oc-
clusions, are settled well in our algorithm. Experimental re-
sults show that our algorithm significantly outperforms the
existing methods, both artificial synthetic images and real im-
ages are utilized in experiments.
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