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SUMMARY

This paper presents feedback sensitivity functions analysis of implicit Lyapunov function-based control 
system in case of finite-time stabilization problem. The Gang of Four is chosen as a feedback sensitivity 
tool. The results can be used for parametric tuning of control algorithms in order to guarantee desired 
closed-loop sensitivity specifications. The obtained results are supported by numerical examples. 
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1. INTRODUCTION

Modern nonlinear control theory based on state space approach to feedback design usually is not
supported with frequency domain analysis, which is applied in control engineering practice. Fre-
quently, this is the reason why control engineers use completely different tools than scientists. Due
to simplicity of control parameters tuning and applicability of frequency domain analysis, PID con-
trollers are still the most popular feedbacks in the process control today. There exists a need in
development of similar tools for nonlinear control systems.

The quantitative feedback theory (QFT) is one of popular techniques in order to design a robust
control in the presence of plant uncertainties and disturbances (for example, [1–7]), where desired
performance is completely characterized by six feedback sensitivity transfer functions called the
Gang of Six (or the Gang of Four for a system with (pure) error feedback) [1, 6, 7]. In [3, 8, 9], QFT
was developed for nonlinear systems. One of ideas of these works is representation of nonlinear
and multivariable systems as a parameterized family of linear time-invariant control systems and
application of basic QFT approach afterwards. Nevertheless, this approach assumes to use mostly
PID-based or lead-lag controllers [1–3] and other linear control techniques that are suitable for loop
shaping [6, 7, 10].

To meet the modern requirements of complex technological processes, the use of generally non-
linear control systems is necessary. For example, many controlled processes must have a finite or
prescribed transient time. That is why, finite-time stability and stabilization problems have been
intensively studied last years (for example, [11–15]).
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The paper [16] is devoted to the development of a finite-time control for multiple integrators 
together with implicit Lyapunov function (ILF) of closed-loop system. The problem of control 
design for chain of integrators is quite significant because nominal models have the form of multiple 
integrators in some applications (for instance, different mechanical and electromechanical systems 
[17, 18]). In addition, a well-developed control design technique for the chain of integrators usually 
admits very simple extensions to more general classes of single-input and multi-input systems, for 
example, feedback linearizable nonlinear control systems. An extension of results [16] for MIMO 
systems is presented in [19].

In order to make a proper assessment of a feedback law developed in [16] and to provide tuning 
rules, the present paper provides the analysis of all transfer functions in the Gang of Four. The 
control in [16] is essentially nonlinear and even non-Lipschitz, so frequency domain analysis of the 
Gang of Four and loop transfer function looks complicated. Fortunately, the control law is designed 
based on ILF technique [16], which allows us to interpret the nonlinear feedback as a family of 
linear feedbacks properly parameterized by means of the value of the Lyapunov function, and to 
develop a frequency domain analysis of the ILF-based control system. For processes with multiple 
inputs and multiple outputs [19], the obtained results may be easily extended.

Schauder principle is usually used for transformation of nonlinear systems and transition to linear 
control problem. However, use of this principle imposes some assumptions, for example, on a priori 
boundedness of all signals. For standard QFT methods with using lead-lag controllers bounds of 
output and input signals can be checked only posteriori [9]. The use of feedback law [16] and 
obtained results guarantees boundedness of the signals a priori and allows to tune control parameters 
for satisfying frequency domain specifications. For example, it can be applied for nonlinear systems 
with linear high-frequency behavior.

The paper is organized as follows. Notation used in the paper is presented in Section 2. Some 
preliminaries about finite-time stability, finite-time stabilization method of the multiple integrators 
system, and homogeneity are considered in Section 3. Problem statement is introduced in Section 4. 
Section 5 presents some aspects for practical implementation of the finite-time stabilization method. 
Frequency domain analysis of the finite-time control scheme is presented in Section 6. Section 7 
presents numerical examples. Finally, conclusions with some remarks and possible directions for 
further works are given in Section 8.

2. NOTATION

Through the paper, the following notation will be used:

(i) RC D ¹x 2 RW x > 0º, where R is the set of real number;
(ii) the inequality P > 0 .P < 0;P > 0; P 6 0/ means that P D P T 2 Rn�n is symmetric and

positive (negative) definite (semi-definite);
(iii) the brackets b�c mean rounding up to the nearest integer downwards;
(iv) diag ¹�iº

n
iD1 is the diagonal matrix with the elements �i on the main diagonal; and

(v) a continuous function � WRC [ ¹0º ! RC [ ¹0º belongs to the class K if �.0/ D 0 and the
function is strictly increasing.

3. PRELIMINARIES

3.1. Finite-time stability

Denote a nonlinear vector field f .t; x/WRC � Rn ! Rn, which can be discontinuous with respect
to the state variable x 2 Rn. Then, consider the system of the form

Px D f .t; x/; x.0/ D x0; (1)

the solutions '.t; x0/ of which are interpreted in the sense of Filippov [20] f .t; 0/ D 0.



According to Filippov definition [20], an absolutely continuous function '.t; x0/ is the Cauchy 
problem solution associated to (1) if '.0; x0/ D x0 and it satisfies the following differential 
inclusion:

Px 2 KŒf �.t; x/ D
\
">0

\
�.N/D0

co f .t; B.x; "/nN/;

where co.M/ is the convex closure of the set M , B.x; "/ is the ball of the radius " with the center
at x 2 Rn, and the equality �.N/ D 0 means that the set N has zero measure.

Assume that the origin is an equilibrium point of system (1), and it has uniqueness of solutions in
forward time.

Definition 1 ([21–23])
The origin of system (1) is globally finite-time stable if

(i) finite-time attractivity: there exists a function T W Rnn¹0º ! RC called settling time function
such that limt!T.x0/ '.t; x0/ D 0 for any x0 2 Rnn¹0º.

(ii) Lyapunov stability: for every � > 0, there exists ı.�/ > 0 such that, if kx0k < ı; then
k'.t; x0/k < � for every t > 0.

Notice that finite-time stability assumes an ‘infinite eigenvalue assignment’ for the system at the
origin.

3.2. Homogeneity

Homogeneity [24–26] is an intrinsic property of such objects as functions or vector fields, which
remains consistent with respect to some scaling operation called a dilation.

For fixed ri 2 RC; i D 1; n and � > 0, one can define the vector of weights r D .r1; : : : ; rn/
T

and the dilation matrixD.�/ D diag¹�ri ºniD1. Note thatD.�/x D .�r1x1; : : : ; �rnxn/
T represents

a mapping x 7! D.�/x called a dilation for x 2 Rn.

Definition 2 ([26])
A function gWRn ! R (vector field f WRn ! Rn) is said to be r-homogeneous of degree m iff
g.D.�/x/ D �mg.x/.f .D.�/x/ D �mD.�/f .x/) for all � > 0 and x 2 Rn.

Theorem 1 ([27])
Let f be a r-homogeneous continuous vector field on Rn with a negative degree. Then, if the system
Px D f .x/ is a locally asymptotically stable, it is globally finite-time stable.

In addition, the homogeneity theory provides many advantages to analysis and design of nonlinear
control system (for example, [28, 29]).

3.3. Finite-time stabilization for multiple integrators

Consider a single-input control system of the following form:

Px D Ax C buC d.t; x/; (2)

where x 2 Rn is the state vector, u 2 R is the control input,

A D

0
BBBB@
0 1 0 � � � 0
0 0 1 � � � 0
:::
:::
:::
: : :

:::

0 0 0 � � � 1
0 0 0 � � � 0

1
CCCCA and b D

0
BBBB@
0

0
:::

0

1

1
CCCCA ;

and the function d.t; x/WRnC1 ! Rn describes the system uncertainties and disturbances. Note
that for d.t; x/ � 0, system (2) describes a chain of integrators.



Introduce the function

Q.V; x/ WD xTD.V �1/PD.V �1/x � 1; (3)

where P D P T 2 Rn�n is a symmetric positive definite matrix and D.�/ is the dilation matrix of
the form

D.�/ D diag¹�1C.n�i/�ºniD1; 0 < � 6 1:

Denote the matrix H� D diag ¹1C .n � i/�º
n
iD1.

Theorem 2 ([16, 19])
If

(i) the system of matrix inequalities:²
AX CXAT C by C yT bT CH�X CXH� C ˇIn 6 0;
XH� CH�X > 0; X > 0;

(4)

is feasible for some � 2 .0; 1�, ˇ 2 .0; 1/, X 2 Rn�n and y 2 R1�n;
(ii) the control u.V; x/ has the form

u.V; x/ D V 1��kD.V �1/x; (5)

where k D .k1; : : : ; kn/ D yX�1,

V 2 RCWQ.V; x/ D 0

and Q.V; x/ is presented by (3) with P D X�1;
(iii) the disturbance function d.t; x/ satisfies the following inequality:

dT .t; x/D2.V �1/d.t; x/ 6 ˇ2V �2�xTD.V �1/.H�P C PH�/D.V �1/xI (6)

Then, system (2) is globally finite-time stable, and the settling time function estimate has the form

T .x0/ 6
V
�
0

�.1 � ˇ/
; (7)

where V0 2 RCWQ.V0; x0/ D 0.

In disturbance-free case ˇ tends to zero, inequality (6) gives d.t; x/ � 0, and the conditions of
Theorem 2 coincide with Theorem 3 in [16].

Inequality (6) presents restriction to disturbance function d.t; x/ and has an implicit form, which
may be not appropriate for practice. To expose the restrictions to the function d.t; x/, the following
proposition can be applied.

Proposition 1 ([19])
Let X 2 Rn�n be a solution of LMI system (4) and d D .d1; d2; : : : ; dn/T . If

d2i 6 ˇˇi�
´ �
�min.P /x

T x
�1C.n�i�1/�

if xTPx 6 1;�
�min.P /x

T x
� 1C.n�i�1/�
1C.n�1/� if xTPx > 1;

for some ˇi 2 RCWˇ D ˇ1C� � �Cˇn < 1 and � WD �min.P
1=2H�/P

�1=2CP�1=2H�/P
1=2, then

inequality (6) of Theorem 2 holds.

Restriction (6) implies that the disturbance d.t; x/ may not vanish at the origin (for example,
dn.t; x/; can be simply bounded if � D 1), and may be non-Lipschitz or discontinuous like a dry
friction. This issue makes presented control law attractive for a number of control applications, for
example, friction electromechanical system [30] and cart-pendulum system [31].



4. PROBLEM STATEMENT

A block diagram of a basic feedback scheme for systems where feedback is restricted to operate 
on the error signal is shown in Figure 1, where P is the process to be controlled; C is the control 
block; u is the control signal; � is the process output; y is the plant output; and the external signals 
are denoted by the reference signal r , the measurement noise n, and the load disturbance d .

In this case, the system in Figure 1 is completely characterized by four transfer functions called 
the Gang of Four: the sensitivity function S , the complementary sensitivity function T , the load  
disturbance sensitivity function PS , and the noise sensitivity function CS . The closed-loop specifi-
cations are typically defined in terms of inequalities on amplitude frequency responses of the Gang 
of Four transfer functions (moreover, the main specifications in practice are either based on the Gang 
of Four, or can be translated to it [4]):

(i) Noise attenuation at the plant output

jS.j!/j D

ˇ̌̌
ˇ 1

1C P.j!/C.j!/

ˇ̌̌
ˇ 6 ˇS .!/; 8! > 0: (8)

The sensitivity function S gives the response of the plant output to the noise measurement
and describes how noises are attenuated by closing the feedback loop (Noises are attenuated if
jS.j!/j < 1 and amplified if jS.j!/j > 1 and the maximum sensitivity Ms D max! jS.j!/j
on some frequency !ms corresponds to the largest amplification of the noises; the frequency
where jS.j!/j D 1 is called the sensitivity crossover frequency !sc .)

(ii) Stability

jT .j!/j D

ˇ̌̌
ˇ P.j!/C.j!/

1C P.j!/C.j!/

ˇ̌̌
ˇ < �T ; 8! > 0: (9)

The complementary sensitivity function T gives the response of the control variable to the
load disturbance. Inequality (9) implies that the closed-loop system is stable for substantial
variations in the process dynamics, namely, variations can be large for those frequencies !
where jT .j!/j is small and smaller variations are permitted for frequencies ! where the value
jT .j!/j is large.

(iii) Disturbance rejection

jPS.j!/j D

ˇ̌̌
ˇ P.j!/

1C P.j!/C.j!/

ˇ̌̌
ˇ 6 ˇPS .!/; 8! > 0: (10)

The load disturbance sensitivity function PS gives the response of the process output to
the load disturbance. Because load disturbances typically have low frequencies, jPS.j!/j
typically has smaller value at low frequencies.

(iv) Noise rejection

jCS.j!/j D

ˇ̌̌
ˇ C.j!/

1C P.j!/C.j!/

ˇ̌̌
ˇ 6 ˇCS .!/; 8! > 0: (11)

Figure 1. Block diagram of a linear feedback loop.



The noise sensitivity function CS gives the response of the control variable to the noise.
Because noise signals typically have high frequencies, jCS.j!/j typically has smaller value at
high frequencies, and the smaller the value jCS.j!/j the less the effect of noise on the process.

The main aim of this paper is to adapt the analysis of the Gang of Four to the nonlinear feed-
back systems (2) and (5), and to provide tuning rules in order to meet the desired closed-loop
specifications.

5. PRACTICAL IMPLEMENTATION OF THE ILF CONTROL

The implementation of the control scheme presented in Theorem 2 requires to solve the equation
Q.V; x/ D 0 in order to find the ILF value V . In some cases, the function V.x/ can be calculated
analytically (for instance, the paper [16] contains an example of analytical calculation of V for
n D 2). However, generally, these calculations are very cumbersome.

In this case, the discrete-time version of the control scheme can be implemented with using
a simple numerical procedure in order to find a corresponding value of Vi at the time instant ti
[16, 19].

Denote an arbitrary sequence of time instances ¹tiº
C1
iD0 , where 0 D t0 < t1 < t2 < : : :.

Corollary 1 ([19])
Let the conditions of Theorem 2 hold, then the origin of the system (2) is asymptotically stable with
the switching control

u.x/ D u.Vi ; x/ for t 2 Œti ; tiC1/; (12)

where Vi > 0WQ.Vi ; x.ti // D 0.

The Corollary 1 shows that the sampled-time control in the form (5) keeps the robust stability
property of the closed-loop system (2) independently on the sampling interval. The control (12) is
piecewise linear, and for any fixed V between two switching instants, the system (2) becomes a
linear, where V 2 ŒVmin; V0�; V0 2 RCWQ.V0; x0/ D 0.

Note that this result allows to consider the specifications that are time-dependent, for example,
jS.V.ti /; j!.ti //j 6 ˇS .!.ti //.

The parameter Vmin can be selected by control engineers using the frequency domain analysis to
be developed below, with considering V as a scalar parameter of the linear control. The parameter
Vmin defines lower admissible value of V and cannot be selected arbitrary small in practice because
of finite numerical precision of digital devices and measurement errors.

6. FREQUENCY DOMAIN ANALYSIS

6.1. The Gang of Four derivation

From (2) and (5), the transfer functions in the blocks according to Figure 1 at each time instance
take the following form:

P D
1

sn

and

C D �sn�1V ��kn � s
n�2V �2�kn�1 � � � � � V

�n�k1:

Amplitude frequency responses for the Gang of Four transfer functions (8)–(11) take the forms:

jS.j!/j D
1p

.1 � a/2 C b2
; (13)



jT .j!/j D

p
c2 C d2

!n
p
.1 � a/2 C b2

; (14)

jPS.j!/j D
1

!n
p
.1 � a/2 C b2

; (15)

jCS.j!/j D

p
c2 C d2p

.1 � a/2 C b2
; (16)

where

a D

bn2 cX
iD1

.�1/iknC1�2i

!2iV 2i�
; b D

bnC12 c�1X
iD0

.�1/iC1kn�2i

!2iC1V .2iC1/�
;

c D

bnC12 c�1X
iD0

.�1/i!2ik2iC1

V .n�2i/�
; d D

bn2 cX
iD1

.�1/i�1!2i�1k2i

V .n�2iC1/�
:

6.2. The Gang of Four analysis

Because V parameterizes the control, let us consider the limits of the Gang of Four (13)–(16) for
! !C1 and ! ! 0 when V D const :

lim
!!C1

jS.j!/j D 1; lim
!!C1

jT .j!/j D 0;

lim
!!C1

jPS.j!/j D 0; lim
!!C1

jCS.j!/j D 1;

lim
!!0
jS.j!/j D 0; lim

!!0
jT .j!/j D 1;

lim
!!0
jPS.j!/j D

V �n�

jk1j
; lim

!!0
jCS.j!/j D 0;

and limits for V ! 0 when ! D const :

lim
V!0
jS.j!/j D 0; lim

V!0
jT .j!/j D 1;

lim
V!0
jPS.j!/j D 0; lim

V!0
jCS.j!/j D !n:

Looking at limits for CS , one can conclude that the system reduces the influence of noise only at
significantly low frequencies; then, there is a little consolation as noise usually tends to be present
at high frequencies. However, it is well known that good reference signal tracking and disturbance
rejection has to be traded off against suppression of process noise.

The sensitivity function S is close to 1 for high frequencies and CS can be approximated as

CS D C � S � C: (17)

Thus, because measurement noise typically has high frequencies, the high-frequency gain of the
controller is thus an important characteristic. To reduce the high-frequency gain of the controller C
and thereby reduce the value jCS.j!/j, the case of decreasing jki j; i D 1; n or/and increasing the
parameter Vmin can be considered. However, the selection of too large value of the parameter Vmin is
also undesirable because the ILF control provides the stabilization of the system with the attractive® ¯
set …�.Vmin; P /  WD ´ 2 RnW ́ T D.V �min

1/PD.V �min
1/´ 6 1 [19].



Figure 2. Gain curve of the noise sensitivity function CS .

Figure 3. Gain curve of the load disturbance sensitivity function PS .

The gain curve of the noise sensitivity function for n D 3; k D
�
�87:4154 �46:7109 �7:9769

�
;

� D 0:6 and different values of V is shown in Figure 2.
Let us consider the load disturbance sensitivity function PS . Because load disturbances typically

have low frequencies, it is natural to focus on the behavior of the transfer function at low frequencies.
As lim!!0 jT .j!/j D 1, we have the following approximation for small !:

PS D
T

C
�
1

C
: (18)

Thus, the greater jki j; i D 1; n or/and smaller V , the smaller the value of PS . Finally, as
limV!0 jPS.j!/j D 0, the influence of the load disturbance disappears completely. The gain curve
of the load disturbance sensitivity function for the same parameters is shown in Figure 3.

Based on continuity of the Gang of Four functions in Rnn¹0º the next proposition has been
achieved.

Proposition 1
For any ˇPS > 0.ˇS > 0) and !PS > 0.!S > 0), there is VPS > 0.VS > 0) such that jPS.!/j 6
ˇPS .jS.j!/j 6 ˇS ) for all ! 6 !PS .! 6 !S ) and V 6 VPS .V 6 VS ).

Also, one can conclude that amplitude frequency responses of the Gang of Four functions are
homogeneous:

Proposition 2
Amplitude frequency responses of the sensitivity jS.!; V �1/j and complementary sensitivity
jT .!; V �1/j functions are homogeneous of zero degree with the vector of weights r D .1; ��1/T .



Amplitude frequency responses of the load disturbance sensitivity jPS.!;  V  �1/j and noise sensi-
tivity jCS.!; V �1/j functions are homogeneous of degrees �n and n, respectively, with the same 
vector of weights r D .1; ��1/T .

Proof
Let us look at a and b as functions of two variables ! and 	 D V �1. Then,

a
�
�!; �

1
� 	
�
D

bn2 cX
iD1

.�1/iknC1�2i

�
�
1
� 	
�2i�

.�!/2i
D a.!; 	/;

b
�
�!; �

1
� 	
�
D

bnC12 c�1X
iD0

.�1/iC1kn�2i

�
�
1
� 	
�.2iC1/�

.�!/2iC1
D b.!; 	/

and thus,

jS.!; 	/j D
ˇ̌̌
S
�
�!; �

1
� 	
�ˇ̌̌
;

that is, the function jS.!; V �1/j is homogeneous of zero degree with the vector of weights r D
.1; ��1/T .

Proofs for other Gang of Four functions are similar and based on the following expressions:

c
�
�!; �

1
� 	
�
D �nc.!; 	/

and

d
�
�!; �

1
� 	
�
D �nd.!; 	/:

�
Based on Proposition 2, one can conclude that at each mode V D Vi , the sensitivity functions

can be obtained through the previous one. For example, the sensitivity function S.!; Vi / can be
represented as

jS.!; Vi /j D

ˇ̌̌
ˇS
��

Vi

Vi�1

��
!; Vi�1

�ˇ̌̌
ˇ :

Thus, the sensitivity crossover frequency !sc and the maximum value frequency !ms can be also
obtained through previous values, and the maximum sensitivityMs is constant independently on the
ILF value V . The gain curve of the sensitivity function is shown in Figure 4.

Figure 4. Gain curve of the sensitivity function S .



Figure 5. Gain curve of the complementary sensitivity function T .

The similar conclusions can be made about the complementary sensitivity function T (Figure 5).

Remark 1
Because ¹x W V.x/ < Vminº is the main operation domain of the system after the initial (finite-time)
transition, one can select well-tuned linear controller in the form u D Qkx; Qk D

�
Qk1; Qk2; : : : ; Qkn

�
and design an ILF control (5) for

k D V
��1

min
QkD.Vmin/

by means of homogeneous scaling. This transformation allows to keep all frequency domain
characteristics for ¹x W V.x/ < Vminº.

Because there are many processes that can be described by the second-order plants (for instance,
mechanical planar systems), more detailed results are presented in the succeeding discussion for
n D 2.

6.3. Second-order plant

According to [19], the first matrix inequality of the system (4) for d.t; x/ � 0, ˇ D 0 can be
replaced with the equality8̂<

:̂
xi iC1 C Œ1C �.n � i/�xi i D 0;
xiC1 j C xi jC1 C Œ2C �.2n � i � j /�xi j D 0;
xiC1 n C Œ2C �.n � i/�xi n C yi D 0;
xn n C yn D 0;

(19)

where j > i D 1; n � 1, and according to (21) for n D 2, the matrices X and y take the forms

X D

�
x11 �.1C �/x11

�.1C �/x11 x22

�
;

y D ..2C �/.1C �/x11 � x22 � x22/ ;

where x11 and x22 are chosen in order to X > 0 and XH� C H�X > 0, that is, x11 > 0 and
x22 > x11.1C �/

2.
As k D .k1; k2/ D yX�1, one can obtain k1 D �

x22
x11

and k2 D �2 � �. Thus, for n D 2, the
coefficients k1 and k2 can take the following values:

k1 < �0:25.1C �/.2C �/
2

and

k2 D �2 � �:



Figure 6. Gain curve of the load disturbance sensitivity function PS for the second-order plant.

Figure 7. Gain curve of the sensitivity function S for the second-order plant.

Thus, according to (18), decreasing k1 allows to get better attenuation of load disturbances at low
frequencies (Figure 6, where � D 0:8; V D 5).

However, as for n D 2, the amplitude frequency response for sensitivity function according to
(13) takes the form

jS.j!/j D
!2q

!4 C
�
2k1 C k

2
2

�
V �2�!2 C k21V

�4�

;

one can conclude that selection of k1 2
�
�0:5.2C �/2;�0:25.1C �/.2C �/2

�
implies noises

attenuation jS.j!/j < 1 for all finite frequencies (for example, Figure 7). For jk1j > 0:5.2C �/2,
the function jS.j!/j has maximum Ms D

�2k1q
�4k1k

2
2
�k4
2

for any value V at frequency !ms Dr
�2k2

1
V�2�

2k1Ck
2
2

. Thus, the greater jk1j > 0:5.2C �/2, the greater value Ms at greater frequency !ms .

The amplitude frequency response for complementary sensitivity function T takes the form

jT .j!/j D

q
!2V �2�k22 C V

�4�k21q
!4 C

�
2k1 C k

2
2

�
V �2�!2 C k21V

�4�



and

jT .j!/jmax D

vuuuut k42

q
k21 � 2k

2
2k1

�2k31 C 4k
2
2k
2
1 C

q
k21 � 2k

2
2k1

�
�2k21 C 2k1k

2
2 C k

4
2

�

for any value V at frequency ! D �k�12 V ��

r
�k21 C

q
k41 � 2k

2
2k
3
1 . Therefore, as jT .j!/jmax

does not depend on the values of ! and V , we can rewrite specification (9)vuuuut k42

q
k21 � 2k

2
2k1

�2k31 C 4k
2
2k
2
1 C

q
k21 � 2k

2
2k1

�
�2k21 C 2k1k

2
2 C k

4
2

� 6 �T

and the greater jk1j > 0:25.1C�/.2C�/2, the greater value jT .j!/jmax at greater frequency !mt .
Thereby, to fulfill the specification (9), the selection of the parameter k1 < �0:25.1C �/.2C �/2

close to its maximum value is preferable.
The gain curve of the complementary sensitivity function T for the same values as in Figures 6

and 7 is shown in Figure 8.
Because CS D !2T according to (14) and (16), the selection of the parameter k1 close to its

maximum value is preferable to fulfill the specification (11). The gain curve of the noise sensitivity
function CS is shown in Figure 9 for different values of k1.

Figure 8. Gain curve of the complementary sensitivity function T for the second-order plant.

Figure 9. Gain curve of the noise sensitivity function CS for the second-order plant.



7. NUMERICAL EXAMPLES

7.1. Roll control for a vectored thrust aircraft

The loop transfer function L D PC D T
S

also can be considered for frequency domain design
using the same finite-time control scheme. As an example, let us consider the problem of roll control
for a vectored thrust aircraft presented in [1]. The simplified model represents the double integrator
system with some gain in the form

P.s/ D
r

Js2
;

where r D 0:25 m is the force moment arm and J D 0:0475 kg m�2 is the vehicle inertia.
Assume that the system has to meet the following performance specifications:

(i) the error in steady state is less than 1%; and
(ii) the tracking error is less than 10% up to 10 rad s�1.

To achieve this performance specifications, it is necessary to increase the crossover frequency !sc
in order to have a gain at least 10 at a frequency of 10 rad s�1, where !sc D ¹! 2 RCW jL.j!/j D 1º
for the loop transfer function L. Absolute value of the loop transfer function L takes the form

jL.j!/j D
r

J

q
!�4V �4�k21 C !

�2V �2�k22 :

It is easy to see that the value of the crossover frequency is increased for V tending to zero
(Figure 10) and for greater values of jk1j (Figure 11). However, in the consideration of an argument
of the loop transfer function

†L.j!/ D arctan

�
!V �k2

k1

�

one can conclude that rather large values of jk1j give a very low-phase margin (Figure 11) and as
the functions jL.j!; V /j and †L.j!; V / are homogeneous of zero degree then phase margin is
constant independently on the ILF value V (Figure 10).

Thus, to satisfy the performance specifications and provide high-phase margin, the coefficient k1
should be chosen close to the value �0:25.1C �/.2C �/2.

7.2. Nonlinear plants with linear high-frequency behavior

Consider an example of a plant with input nonlinearity:

d2y.t/

dt2
D u.t/C cu3.t/ (20)

Figure 10. Bode plot for the loop transfer function L with different values of V .



Figure 11. Bode plot for the loop transfer function L with different values of k1.

in the presence of bounded disturbance kdLk 6 ı.
Let x0 2 Rn such that V0 6 3 and assume that the system has to meet the performance

specification on load disturbances attenuation: jPS.j!/jmax 6 0:8.
For system (20), the following decomposition is possible:

P.s/ D
1

s2

du.t/ D cu
3.t/

d D dL.t/C cu
3.t/:

(21)

The results of [9] guarantee stability for the original system (20) in case of stable system (21) and
boundedness of input and output signals. Thus, the problem of fulfilling performance specifications
for (20) turns to linear problem for stability, disturbance rejection, and ensuring compliance with
specifications using results of Section 6.

Choose sampled-time control in the form (5) for � D 1:

u D kD
�
V �1i

�
x; for t 2 Œti ; tiC1/; (22)

where x D Œx1; x2�
T D Œy; Py�T , Vi > 0WQ.Vi ; x.ti // D 0. According to Remark 5 of [16], the

system (21) is finite-time stable with control scheme (4), (22), and

XH� CH�X > 
X; 
 2 RC; (23)

if

jd j D jdL C cu
3.t/j 6 ˇ
: (24)

At first let us find bound of output signal x1. From (3), we can obtain

xD2.V �1/x 6 1

�min.P /
) x21 6

V 4

�min.P /
� V 2x22 6

V 40
�min.P /

:

Results of the paper [32] allow to find and even select V0.
To bound the control signal by juj 6 u0; u0 2 RC in addition to (4) and (23), the matrix

inequality �
X yT

y u20

�
6 0 (25)

can be added [16]. The inequality (24) is feasible for selected ˇ; 
 , and u0 satisfying

ı C jcju30 6 ˇ
: (26)



Thus, solving (4), (23), (25), and (26) and using results presented in previous section, we can 
consider system (20) to fulfill the frequency specifications based on the Gang of Four.

According to main part of the paper, the easiest way to fulfill the specification jPS.j!/jmax 6 0:8 
is to chose a sufficiently large value of jk1j. However, large value of jk1j can lead to low-phase 
margin as in the previous example. Therefore, because

jPS.j!/j D
1q

!4 C
�
2k1 C k

2
2

�
V �2�!2 C k21V

�4�

;

then solution of this problem is the lowest value of jk1j satisfying the system of inequalities

´
k1 6 �

0:8�2V 4
0
C0:25k4

2

k2
2

;

k1 < �0:25.1C �/.2C �/
2:

Thus, to satisfy the specification and provide a high-phase margin, the coefficient k1 should be
chosen equal to �16:3125. The gain curve of the load disturbance sensitivity function PS for k1 D
�16:3125; k2 D �3, and three different values of V is shown in Figure 12. The phase margin is 41ı

(Figure 13).
The nonlinear QFT-based method presented in [9] is applicable for similar systems with uncer-

tainties. A disadvantage of this method in comparison with the one presented in this paper is that
check of compliance with the established bounds is held posteriori.

It should be noted, that the presented control scheme can also be used in the sense of standard QFT
methods. Especially, it may be useful if system has uncertain parameters defined in some ranges. In
this case, ILF value V should also be considered as uncertain parameter in the range V 2 ŒVmin; V0�.
For instance, the aforementioned example can be solved using QFT method for c 2 Œamin; amax� and
V 2 ŒVmin; V0�.

Figure 12. Gain curve of the load disturbance sensitivity function PS .

Figure 13. Bode phase plot for the loop transfer function.



8. CONCLUSIONS

The paper presents frequency domain analysis of the finite-time control algorithm presented in [16] 
in order to make it more attractive for practical implementation. The analysis is performed in order 
to fulfill different performance specifications based on frequency representation of the Gang of Four 
and loop transfer function. Applicability of obtained results are supported by examples.

Despite the fact that the control scheme is designed for the multiple integrators system, the fre-
quency domain analysis can be useful in implementation of the control extended to other systems, 
for example, to MIMO systems as in [19]. Also, it would be of interest to study other specifications, 
such as specifications based on the Gang of Six, for instance, and to create a special toolbox that 
can be useful for engineers during designing controllers. These and other aspects are selected as 
possible directions for further research.
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