
HAL Id: hal-01405618
https://inria.hal.science/hal-01405618

Submitted on 30 Nov 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

An Effective Initialization for ASM-Based Methods
Hong-Quan Hua, T. Ngan Le, Bac Le

To cite this version:
Hong-Quan Hua, T. Ngan Le, Bac Le. An Effective Initialization for ASM-Based Methods. 13th IFIP
International Conference on Computer Information Systems and Industrial Management (CISIM),
Nov 2014, Ho Chi Minh City, Vietnam. pp.421-432, �10.1007/978-3-662-45237-0_39�. �hal-01405618�

https://inria.hal.science/hal-01405618
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


An Effective Initialization for ASM-based
Methods

Hong-Quan Hua1, T. Hoang Ngan Le2, and Bac Le1

1 Faculty of Information Technology, VNUHCM - University of Science, Ho Chi
Minh, Vietnam

2 Department of Electrical and Computer Engineering (ECE), Carnegie Mellon
University, Pittsburgh, USA

Abstract. Locating facial feature points is an important step for many
facial image analysis tasks. Over the past few years, Active Shape Model
(ASM) has become one of the most popular approaches to solve this
problem. However, ASM-based methods are sensitive to initialization
errors caused by poor face detection results. In this paper, an effective
initialization for the ASM-based methods is proposed by our improved
initial 8-landmarks ASM model together with Viola-Jones eye detection.
In particular, we apply the 8-landmarks ASM model with the position of
eyes from eye detector as reference points. After that, we choose several
76-landmark candidates from the training set that have the key feature
points related to the result of the previous 8-landmark model. The best
candidate has the lowest fitting errors with the test image and is used as
initialization. To evaluate the performance of our work, we conduct the
experiments on the MUCT and LFPW database. Compared to the latest
ASM implementation, MASM, our proposed can improved the MASM
by an average accuracy of 44% when dealing with poor initialization.

Keywords: Active Shape Models, Facial feature points, Initialization
errors

1 Introduction

Facial feature points play an important role for face analysis in many computer
vision systems such as human-machine interface, face recognition and expression
analysis. For this reason, the problem of facial feature points localization has
attracted large amount of attention. As shown in the recent research by Chen,
et al.’s [2], leading performance in face verification can be acquired with simple
features if facial feature points are detected accurately; therefore the problem
of feature localization has become significant and attracted in the past years.
Many approaches to extract facial feature points has been studied extensively
including the active contour [10], deformable template [19], Active Shape Model
[5], Active Appearance Models [4]. Most of above methods combine the local
texture around each point and the shape of the whole face. ASM is known as
one of the most popular methods that finds the landmarking points by Principle
Component Analysis (PCA).
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Active Shape Models (ASM) [5] proposed by Cootes, et al. has achieved
great success in extracting facial feature points. In ASM, the feature points
are modeled by the gray-scale texture whereas the geometrical information is
defined by PCA. In order to implement a ASM system, a face detection is first
used to find face regions and initialize a starting shape, then ASM is used to
refine feature positions to the best locations based on the learned texture model.
ASM is like deformable methods like snakes [10], but ASM’s feature points are
constrained to be a valid shape by the learned statistical shape model. Though
many methods have been proposed to improve the fitting accuracy of ASMs
[7],[13], [9], facial feature points localization remains a very challenging problem.
The challenge comes from the variations of facial appearance in illumination,
pose, expression, aging and so on. Especially, ASM methods are very sensitive to
the initialization perturbations (translation, rotation and scaling in size) caused
by the poor face detection [16]. To overcome these defects, Cootes et al. [3]
propoesd a multi-resolution method, Wang et al. [18] added edge information
into the model. Milborrow and Nicolls [12] achieved fairly accurate fitting results
by combining 1D and 2D search model in the multi-resolution approach. Seshadri
and Savvides [15] proposed a new robust method, called Modified Active Shape
Model (MASM). MASM contains many theoretical changes to the traditional
ASM and gains better results than above methods. However, MASM is still
sensitive to initialization errors, especially while dealing with in-plane rotations
and scaling effects. This is because the faces used to train the methods were
upright and the initialization is too far from the optimal positions.

In our work, we focus on a new method to overcome the poor initialization.
We select the initialization based on trained shapes instead of using mean shape
as starting shape. Our selection process takes advantage of eye detector, support
vector machine. Our selected feature points are almost in the optimal positions,
which can prevent problems due to local minima. We also inherit the optimiza-
tion metric of MASM [15] to determine the best location for each feature point.
However, we weaken the important of edge information while fitting the facial
boundary.

The remainder of this paper is organized as follows. In Section 2, the basic
of Active Shape Model and improvements in Modified Active Shape Model are
introduced. Our proposed method is described in Section 3. Experimental results
are given in Section 4. A conclusion and future work are drawn in Section 5.

2 Related Works

This section gives an overview of Active Shape Models and the latest ASM-based
methods called MASM. First, we explain the basic of training and testing stage
in ASM method. Then, we show improvements of MASM to the basic ASM
model since we use it as our main ASM-based method.
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2.1 Active Shape Model

The following gives a brief review of the original ASM containing two main
procedures: Training Stage and Testing Stage.

Training stage Shape Model and Local Appearance Model are built from a
training set of manually annotated images. The Local Appearance Model is used
to optimize the location for each landmark. On the other hand, the Shape Model
constrains the landmark points to be in a valid shape.

The Shape Model : A landmark represents a distinguishable feature point in
facial images. Locating landmarks is the same as locating feature points. Each
face shape can be described by the coordinates of N landmarks points. The
landmark points are (manually) annotated by a set of K training images. In our
experiment, we use MUCT face database [11] which contains a total of 3755
faces with 76 manual landmarks at the resolution of 640 x 480 pixels. Figure 1
shows some example images of MUCT database.

Fig. 1: Example images from MUCT database. The green dots indicate the man-
ually labeled landmark points

The coordinates of each landmarks for each image are stacked as a shape
vector x.

x = [x1 x2...xN y1 y2...yN ]T (1)

where xi and yi are the x and y coordinates of the ith landmark and N is the
number of landmarks used.

The training images shape are all aligned by using Generalized Procrustes
Analysis (GPA) [8] for minimizing the sum of squared distances between corre-
sponding landmark points. PCA is then applied to reduce the dimensionality of
the shape vectors, such that any shape x can be approximated as follows.

x ≈ x̄ + Pb (2)

Here x̄ is a mean shape vector, P is a matrix of eigenvectors and b =
(b1 b2...bt)

T is a vector of shape parameters. When fitting the shape model to a
face, the value of bi is constrained to lie with the range ±3 standard deviations
to ensure that generated face shapes are valid.



4 Hong-Quan Hua, T. Hoang Ngan Le, and Bac Le

The Local Appearance Model : The statistical models of appearance models
(grayscale pixel intensities) of local regions around each landmark is used to
optimize the location for each landmark in the search process. The 1D profiles are
constructed by sampling the pixel intensities along a line, which is perpendicular
to the landmark contour and centered at that landmark. The length of this line
is 2k + 1 with k pixels sampled on either side of the landmark. The normalized
derivative of this vector is computed to form the profile vector, g. The mean
of such profiles (over the training images) at each landmark is called the mean
profile vector, ḡ and the covariance matrix of such vectors is Sg. To improve the
accuracy and robustness, the process is repeated in a multi-resolution framework.
The pyramid image contains Lmax levels, where image at level i is formed by
smoothing the image at level i−1 and scaling by 50 percent. The fitting process
is carried out at the coarse level first, then the results is refined in the finer level.

To compare the difference between a new sampled profile and the mean
profile, we use the Mahalanobis distance measure as follows:

f(gi) = (gi − ḡ)TS−1g (gi − ḡ) (3)

By minimizing f(gi), we can get the optimal position for the landmark.
At each landmark position, a 2D profile is constructed by sampling a local

patch around the landmark. The center of this local patch is the current land-
mark. The 2D local patch is then vectorized and normalized into vector g′ using
a constant parameter c at each element of the profile, gi as shown in (4).

g′i =
gi

gi + c
(4)

where g′i is the ith element of the vector g′

Testing Stage The search process of ASM can be implemented two iterative
steps: (1) update the best location for each landmark point, (2) update the shape
parameter b to ensure a valid shape. In the first step, we need to sample m pixels
on both side of each landmark (m > k). We then compute the Mahalanobis
distance as above for each sub-profile with the length of k. The sub-profile with
the minimum distance is chosen and the the center of that sub-profile is the
update position for the current landmark. Once all landmarks have been moved
to the best position, we obtain the new shape vector xini by using the shape
model. The parameter vector b is calculated by minimizing the cost function in
(5)

|xini − T (x̄ + Pb)|2 (5)

In (5), b is the vector of shape parameter, T is the similarity transform that
minimizes the Euclidean distance between xini and x̄ + Pb. The detail of the
process to find b and T can be found in [6].

The adjusting process is repeated until no significant change in the landmark
points in observed. Once convergence is reached at the lowest resolution level,
the landmark coordinates is scaled and the entire process is repeated in lower
level until convergence at the finest level. Figure 2 gives overview of ASM steps
at testing stage.
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Fig. 2: Overview of ASM steps at testing stage. The blue box is the result of
face detector. Red dots indicate the starting shape for each step and Green dots
indicate the landmark result

2.2 Modified Active Shape Model

In this section, we describe the Modified Active Shape Model (MASM) proposed
by Keshav Seshadri and Marios Savvides [15]. This approach gives significant
improvements to the traditional ASM. MASM can handles faces with slight pose
variations, in-plane rotations and varied expressions.

Firstly, MASM uses an optimal number of landmark points to represent face
shapes. The landmarking scheme used in MASM contains 79 points which can
perform accurately and model varied facial expressions. Secondly, edge detection
is used to better fit points around the facial boundary. The main contribution
of MASM is the development of new metric to determine the best location of
the landmarks compared to the minimum Mahalanobis distance in traditional
method.

MASM metric can be described as follows. MASM extracts 2D profiles and
builds a subspace to model the pixel variation in the local patch around each
landmark. They obtains the mean profile vector for each landmark and computes
the eigenvectors of the covariance matrix Sg corresponding to the dominant
eigenvalues that models 97% of variation. Eigenvectors are stored along the
columns of matrix Pg. In the testing stage, a profile g around a candidate
landmark is projected onto the subspace using equation (6) to obtain the shape
parameter vector bg and is then reconstructed using this parameter vector to
obtain gr using equation (7).

bg = Pg
T (g − ḡ) (6)

gr = ḡ + Pgbg (7)

The metric for determining the best candidate point is the Mahalanobis
distance between the original profile g and the reconstructed profile gr. The
candidate with lowest reconstruction error is the best fit because it is the one
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that can be best modeled by the subspace. The reconstruction error can be
computed as in equation (8).

error(g,gr) = (gr − g)TS−1g (gr − g) (8)

MASM also use edge information to improve the fitting accuracy for facial
boundary. They assume that landmark points along the facial boundary usually
lie along strong edges. The error function for these landmark is now defined in
equation (9).

error(g,gr) = (c− I)(gr − g)TS−1g (gr − g) (9)

where c is a constant, chosen to be 2 in MASM implementation and I is the
Sobel edge intensity at the candidate point which can only take on the values 1
or 0.

These modifications allow MASM to gain a significant improvement over the
traditional ASM model.

3 Our proposed method

In this section, we introduce our proposed method for choosing initialization. In
our method, each landmark is lie in an optimal location even when slightly ex-
pression and initialization errors are present. Moreover, we also introduce a mod-
ification to the cost function of MASM to improve the fitness of facial boundary.
Figure 3 shows the comparison of initialization between our proposed method
and MASM.

(a) (b)

Fig. 3: Initialization of MASM and our proposed method without initialization
errors a) and with initialization errors b). The Red dots indicate the initialization
of MASM. The Green dots indicate the initialization of our proposed method
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3.1 New method for choosing initialization

Most of previous ASM methods can not recover from poor initialization. The
initialization is usually provided by the bounding box around the face which
is the result of face detector. However, face detection algorithms such as Viola-
Jones face detector [17] have no guarantees that the localization is perfect. There
are many errors in translation and size. Especially, the bounding box from face
detector is usually upright so the localization is poor when dealing with in-plane
rotation of a face.

To overcome this problem, we propose a new method to reduce the sensitivity
of ASM model to poor initialization. In our method, we use the location of eyes,
nose and mouth to find 20 shape candidates from the training test that have the
geometrical structure similar with the testing image. After that, we will use the
local appearance information around each landmark to decide the best shape
candidate. This shape candidate will be used as initialization instead of mean
shape in previous ASM methods. Since we use the eyes, nose and mouth locations
as well as the local appearance information, the resulting initial landmarks are
almost in their optimal locations. The performance of this approach is shown in
Section 4.

There are two different ASM model in our method, full-shape model and
minimal-shape model. Full-shape model contains all the landmark points as in
training set. On the other hand, minimal-shape model only contains 8 landmark
points including 4 for eyes corners, 2 for nose and 2 for mouth corners. Figure 4
shows examples of both models. A flowchart of the overall process is depicted in

Fig. 4: Examples of full-shape model on the left and mini-shape model on the
right

Figure 5. First, we use Viola-Jones face detector to extract the face regions from
the test image. Then, we detect the eyes using Viola-Jones algorithm. Since the
detected regions contain many false positives, we apply a simple linear Support
Vector Machine (SVM) to select true positive eye regions. After that, we apply
the minimal-shape model with eyes positions as reference points. The result is the
optimal positions for 8 landmark points and the corresponding shape parameter
vector bmin. The key idea is that we will use this bmin to select 10 nearest shape
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Fig. 5: Sequence of operations to select the suitable initialization for MASM
model

parameter vector of known minimal shape in training set. This means that we
now have 10 candidates of full shape for initialization purpose.

Because the eye detector doesn’t guarantee perfect results, we repeat the
above process to have 10 more candidates of full shape. However, we use fixed
positions in the bounding box as reference points for minimal-shape model in-
stead of eyes positions. The ratio for fixed positions is described in Figure 6.

Fig. 6: The position of fixed minimal-shape points in the face region

After obtaining 20 candidates for initialization, we will select the candidate
that has lowest error value. The error value of each candidate is the summation
of fitting error of the profile around each landmark point. The selected candidate
will be use as initialization points for full-shape model.

3.2 Use of edge information

In MASM, Keshav Seshadri and Marios Savvides assume that facial landmark
usually lie along strong edges. However, we suggest that we should weaken that
assumption because Sobel edge detector don’t guarantee that strong edges will lie
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on facial boundary. In that case, the candidate points may be chosen inaccurately
and then the performance of fitting process is reduced.

For the landmarks in the facial boundary, we will use the cost function as
in equation (10) to measure Mahalanobis distance between the original profile g
and the reconstructed profile gr.

error(g,gr) = (1− c ∗ I)(gr − g)TS−1g (gr − g) (10)

where c is a constant, chosen to be 0.2 in our implementation, I is the Sobel edge
intensity at the candidate point and Sg is the covariance matrix of the current
landmark’s subspace.

4 Experiments and Results

In this section, we will evaluate the performance of our proposed method and
show the experimental results. The comparison experiments between our method
and the Modified Active Shape Model (MASM) are conducted on MUCT [11]
and LFPW [1] database. All model are trained with 300 face images from MUCT
database. The landmark scheme used in MUCT database contains 76 landmark
points as in Figure 4. Some original sample images of MUCT database are shown
in Figure 1. We conducted two experiments in testing stage. In the first test,
we evaluate with two test set from MUCT and LFPW with the assumption
that initialization errors were not present. The first set consisted of 450 images
from the MUCT database. The second set consisted of 300 images from LFPW
database. In the second experiment, we added various of initialization errors to
the face detector results.

To evaluate the performance of the method, we use the distance between the
predicted landmark positions and the manually annotated points.

E =
1

n

n∑
i=1

{ 1

N

N∑
j=1

dist(sij,mij)} (11)

where n is the number of test images, N is the number of landmark, sij and mij

are the coordinate vectors of the automatic landmark and the manually labeled
landmark respectively. The Euclidean distance dist(sij,mij) between sij and mij

is normalized so that the distance between the nearest corners of both eyes is
30 pixels. For these experiment, we used Viola-Jones face detector to get the
face bounding box. Then, we refined manually the incorrectly detected results
in translation and scaling to prevent initialization errors.

The results of first test are illustrated in Table 1. We can find that our method
can enhance the accuracy of the MASM by 23.66 % in MUCT test and 14.59%
in LFPW test. Figure 7 shows plots the errors for each landmark. The landmark
scheme of MUCT database is 76 points. However, the ground truth landmark
points in LFPW is 68 points, as labeled by IBUG [14]. Therefore, we choose the
corresponding landmark points in both scheme to compute fitting errors. The
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Table 1: Results for first test without initialization errors

Fitting Errors
Improvement

Our method MASM

MUCT 1.5777 2.0666 23.66%

LFPW 7.6756 8.9873 14.59%

(a) (b)

Fig. 7: Plots of fitting errors vs landmark number for (a) MUCT test (b) LFPW
test.

resulting scheme contains 61 points. As can be seen, our proposed method has
better result than the MASM method, especially while fitting the landmarks
along the facial boundary (1-15). This is the effect of the modification in using
edge information. On the remaining landmark points, our method just gives
slightly improvements because we focus on the problem of initialization errors
while these experiments assume that there is no initialization errors. Besides,
other processing steps are almost the same as MASM. Hence, we don’t have
much improvement on others part. In the LFPW test, the errors are higher
than the first test because LFPW images are captured in real-world scenario
which contain many pose changes and expressions. However, our method can
gain better results than MASM.

For our second experiments, we estimate the performance of our method
when dealing with initialization errors. In this experiments, we test the effect
of translation and scaling to the accuracy of our proposed method and MASM.
Figure 8 shows the results of our test. In the translation test, we move the face
bounding box with a same value along x and y coordinates. The translation
value is: -50, -25, 0, 25, 50. In the scaling test, we scale the face bounding box
with ratios of [ 1.5, 1.2, 1, 0.8, 0.6 ]. In Scaling test, we achieve the fitting errors
of 2.32048 compared to 3.9663 of the MASM. In translation test, the error of
our method is 1.8742 while MASM’s error is 3.4945. In both cases, our proposed
method can gains better performance, 46.37% and 41.49% in translation and
scaling test respectively , which means that our method are more robust to the
initialization errors.
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(a) (b)

Fig. 8: Plots of fitting errors with the effects of scaling a) and translation b)

5 Conclusion and Future work

In this paper, we presented a novel Active Shape Model for facial feature points
detection in frontal-view face images. Our method focus on dealing with initial-
ization errors due to the failure of face detector. In order to recover from poor
initialization, we use an eye detector with Support Vector Machine to effectively
extraction the location of the eye. Then, we apply a minimal ASM model with
8 key landmark points to obtain an optimal initialization. This optimal initial-
ization is used as the starting point for the full ASM model with 76 landmark
points instead of using mean shape. Moreover, we consider the usage of edge
information carefully to prevent misalignment on facial boundary. Experimental
results show that our proposed method can achieve better fitting accuracy even
with poor initialization. In the future work, there are still many rooms to im-
prove the performance of our proposed method. First, our method uses the eye
location to obtain the initialization. Hence, our method can’t deal with occlusion
effectively, especially when the target face has sun glasses. Such problems can
be solve by combing the location of nose and mouth in addition to eye location.
Secondly, the feature descriptor is very simple. We can improve it with HOG or
Gabor features which are robust to illumination.
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