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Abstract. The paper deals with the high dimensional data clustering
problem. One possible way to cluster this kind of data is based on Ar-
tificial Neural Networks (ANN) such as Growing Neural Gas (GNG)
or Self Organizing Maps (SOM). The learning phase of ANN, which
is time-consuming especially for large high-dimensional datasets, is the
main drawback of this approach to data clustering. Parallel modification,
Growing Neural Gas with pre-processing by Self Organizing Maps, and
its implementation on the HPC cluster is presented in the paper. Some
experimental results are also presented.
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1 Introduction

Recently, the issue of high-dimensional data clustering has arisen together with
the development of information and communication technologies which support
growing opportunities to process large data collections. High-dimensional data
collections are commonly available in areas like medicine, biology, information
retrieval, web analyse, social network analyse, image processing, financial trans-
action analysis and many others.

Two main challenges should be solved to process high-dimensional data col-
lections. One of the problems is the fast growth of computational complexity
with respect to growing data dimensionality. The second one is specific simi-
larity measurement in a high-dimensional space. Beyer et al. presented in [1]
for any point in a high-dimensional space the expected distance, computed by
the Euclidean distance to the closest and to the farthest point, shrinks with
growing dimensionality. These two reasons reduce the effectiveness of clustering
algorithms on the above-mentioned high-dimensional data collections in many
actual applications.

The authors propose an effective data clustering algorithm which is based
on Growing Neural Gas (GNG) [9] and Self Organizing Maps (SOM). The com-
putational complexity is resolved by the parallel implementation of GNG with



pre-procesing by SOM. Some technical problems have to be resolved in order to
effectively train such kind of neural network using an High Performance Comput-
ing (HPC) cluster with MPI. In our previous paper [14] we proposed a method
of parallel implementation of GNG by using only MPI, but there were limitation
to effective parallelization.

2 Artificial Neural Networks

In this section we will describe two type of neural network, the first is Self
Organizing Maps and the second is Growing Neural Gas and then we present a
combination of SOM and GNG.

2.1 Self Organizing Maps

Self Organizing Maps (SOMs), also known as Kohonen maps, were proposed
by Teuvo Kohonen in 1982 [6]. SOM is a kind of artificial neural network that
is trained by unsupervised learning. Using SOM, the input space of training
samples can be represented in a lower-dimensional (often two-dimensional) space
[7], called a map. Such a model is efficient in structure visualization due to its
feature of topological preservation using a neighbourhood function.

SOM consists of two layers of neurons: an input layer that receives and
transmits the input information, and an output layer, the map that represents
the output characteristics. The output layer is commonly organized as a two-
dimensional rectangular grid of nodes, where each node corresponds to one neu-
ron. Both layers are feed-forward connected. Each neuron in the input layer
is connected to each neuron in the output layer. A real number, or weight, is
assigned to each of these connections.

2.2 Growing Neural Gas

The representation of Growing Neural Gas is an undirected graph which need
not be connected. Generally, there are no restrictions to the topology. The graph
is generated and continuously updated by competitive Hebbian Learning [8, 10].
According to the pre-set conditions, new neurons are automatically added and
connections between neurons are subject to time and can be removed. GNG
can be used for vector quantization by finding the code-vectors in clusters [5],
biologically influenced [12], image compression, disease diagnosis.

GNG works by modifying the graph, where the operations are the addition
and removal of neurons and edges between neurons.

To understand the functioning of GNG, it is necessary to define the learning
algorithm. The algorithm described by Algorithm 1 is based on the original
algorithm [4] [5], but it is modified for better continuity in the SOM algorithm.

Remark The notation used in the paper is briefly listed in Table 1.



Table 1. Notation used in the paper

Symbol Description

M Number of input vectors
n Dimension of input vectors, number of input neurons, dimension of weight

vectors in GNG output layer neurons
N Current number of neurons in GNG output layer
Nmax Maximum allowed number of neurons in GNG output layer
ni i-th input neuron, i = 1, 2, . . . , n
Ni i-th output neuron, i = 1, 2, . . . , N
eij edge between neurons Ni and Nj for some i, j = 1, . . . , N , where i 6= j.
E set of all edges in GNG
G undirected graph describing topology of GNG, G({N1, . . . ,NN},E)
T Number of epochs
t Current epoch, t = 1, 2, . . . , T
X Set of input vectors, X ⊂ Rn

x(t) Current input vector in epoch t, arbitrarily selected vector from set X
x(t) ∈ X, x(t) = (x1, x2, . . . , xn)

wk(t) Weight vector of neuron Nk, k = 1, 2, . . . , N
wk(t) ∈ Rn, wk(t) = (wk1, wk1, . . . , wkn)

Nc1 The first Best Matching Unit (BMU1), winner of learning competition
Nc2 The second Best Matching Unit (BMU2), second best matching neuron

in learning competition
lc1 Learning factor of BMU1

lnc1 Learning factor of BMU1 neighbours
ei Local error of output neuron Ni, i = 1, 2, . . . , N
B Number of clusters (C)
Ci ith cluster witch contains similar input vectors
mi Number of input vectors in cluster Ci

Zi Centroid of cluster Ci

β Neuron error reduction factor
γ Interval of input patterns to add a new neuron
δ(Ci, Cj) Distance metric between Ci and Cj

amax Maximum edge age
BMU Best match unit
d(x,y) Distance between two vectors
epoch During training phase are all input data one time used
p, q Natural numbers

Algorithm 1 Growing Neural Gas algorithm

1. Initialization of network. Two neurons N1 and N2 are created, E = {e12}. Weight
vectors w1(t) and w2(t) are initialized to random values wkj(t) ∈ [0, 1] ∀j =
1, . . . , n, k = 1, 2.

2. Select arbitrary unused input data vector.
3. Perform the one learning iteration.
4. Reduce error value ei for all neurons Ni using factor β.
5. Returns to step 2, until all input data vectors have been used.
6. If t < T return to step 2.



2.3 Combination of SOM and GNG

One of the problem with parallelization which we described in the previous
paper [14] is that when adding a new neuron it is necessary to send, in the worst
scenario, vectors of two BMU neurons, which takes a lot of time. In this chapter
we will describe a method for parallelization of the GNG network, which is based
on the distribution of dataset.

The basic idea is to pre-process the input data by SOM, as a result of which
there are clusters of similar data. Subsequently, we created the same number of
GNG network as clusters, and assigned each cluster to one GNG. Each GNG
creates its own neural map and after the learning process is finished, the results
are merged.
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Fig. 1. Combination of SOM and GNG



In general, the whole process is separated into a few phases, where the first
phase contains the initialization of the SOM and running of the training pro-
cess (Fig. 1(a)). In second phase each input vector assigned to one neuron
(Fig. 1(b)). The main goal of the third phase is to create clusters of similar
neurons (Fig. 1(c)). The clusters are created on the basis of Algorithm 2.

Algorithm 2 Algorithm of creating clusters by create spanning tree

1. Compute the dissimilarity for all k = 1, . . . , N , between each neuron and its neigh-
bors. It is possible to use:

– Euclidean distance de(wi,wj) = (
n∑

k=1

|wik −wjk|2)
1
2 ,

– Minkowski distance dm(wi,wj) = (
n∑

k=1

|wik −wjk|p)
1
p , where p ∈ R+,

– cosine dissimilarity dc(wi,wj) = (1− wi·wj

‖wi‖‖wj‖
).

2. Sort dissimilarity from smallest to greatest.
3. Select smallest unused dissimilarity and an associated two neurons.
4. If selected neurons are not in connected component, then create connection between

them.
5. If neither of the following conditions is met, return to step 3:

– The number of the clusters.
– Number (percentage) of input data in cluster.

This is the end of SOM pre-processing and from now on we will use a GNG
network. Now the same number of GNG networks is created as the number of
clusters from pre-processing and the clusters are assigned to networks. After run-
ning the training process on each GNG network we have learned GNG networks,
each of which has a different number of neurons and connections (Fig. 1(d)). All
the GNG networks have the same configurations. If the pre-processing is perfect
the GNG networks can be completely separated, but to eliminate potential er-
rors we merge all GNG networks into one GNG network, which we do likewise
with the input data. After running the training process but without adding a
new neuron; only connections between existing neurons are created (Fig. 1(e)).
Connected GNG networks create clusters Ci of input vectors.

We implemented following indexes for determining the quality of clusters
containing input vectors.

– Davies-Bouldin index [2] – This method is used to determine the distance
between clusters and the cohesive. The smaller the resulting value, the better
the quality of clusters.

Si =

 1

mi

mi∑
j=1

|xj −Zi|q
1/q

(1)



Rij =

(
B∑

k=1

|Zik − Zjk|p
)1/p

(2)

Dij =
Sj + Si

Rij
(3)

DB =
1

B

B∑
i=1

max
i 6=j

(Dij) (4)

– Dunn index [3] – This method is used to determine the inter-cluster distance
(the optimal is maximal) and intra-cluster distance (the optimal is minimal).
The range of values are from 0 to 1, where values close to 0 means optimal
clustering.

δ(Ci, Cj) = min
x∈Ci,y∈Cj

d(x,y) (5)

∆(Ci) = max
x,y∈Ci

d(x,y) (6)

Dunn index = min
1≤i≤m

(
min

1≤j≤m,j 6=i

(
δ(Ci, Cj)

max1≤k≤m∆(Ck)

))
(7)

– Silhouette [11] – This method is aimed to evaluation object how well there
are assigned to clusters. A range of values are from -1 to 1, where values close
to 1 means optimal clustering. For each input vector is calculate silhouette
Eq. (11) and then calculated average value Eq. (12).

ai =
∑

xi,xj∈Ck;xi 6=xj

d∗(xi,xj)

mk
∀i = 1, . . .M (8)

d(xi, Cj) =

∑
xk∈Cj ;xi 6∈Cj

d∗(xi,xk)

mj
(9)

bi = min
Cj

d(xi, Cj) ∀i = 1, . . .M (10)

si =
b(i)− a(i)

max (a(i), b(i))
∀i = 1, . . .M (11)

Silhouette =
1

M

M∑
i=1

si (12)

The entire description above can be summarized as follows: Help speeding up
computation parallelization is shown in Fig. 2 where the top layer of paralleliza-
tion (SOM) is something which the authors described in a previous paper [15].

The results of the SOM algorithm are collected in the process with rank 0,
which creates a cluster of input data and assigns the individual processes. Each
process (0 to m) creates a custom GNG network that is isolated and only works



with assigned inputs. Subsequently, these neural networks were gathered in the
process with rank 0, which performs an epoch over all input data.

Precipitated, obtained parallelization compared to using the GNG algorithm
without hierarchy depends on the division of the input data into clusters. In
the extreme case where all input data are only in one cluster, the hierarchical
solution is less efficient than just the GNG algorithm because it still needs to
count the extra time required for the SOM algorithm.

Broadcast groups

Groups of similar input data

Process 0 (Master)

Load input data

Parallel SOM 

Receive dataReceive data Receive data

Process 0 (Master)

Process 0 Process 1 Process n

Broadcast input data

Process 0 Process 1 Process n

GNG

File 

Gather all GNGs

Receive dataReceive data Receive data

GNG GNG

Save GNG network

Join GNG together and makes an few 
epochs

Process 0 (Master)

Gather  results 

Fig. 2. Parallel Algorithm

3 Experiments

We will describe different datasets and we will provide experiments with datasets
in this section.

3.1 Experimental Datasets and Hardware

Two datasets were used in the experiments. The first dataset was commonly
used in Information Retrieval – Medlars. The second one was the test data for
the elementary benchmark for clustering algorithms [13].

Medlars Dataset The Medlars dataset consisted of 1,033 English abstracts
from medical science3. The 8,707 distinct terms were extracted from the Medlars

3 The collection can be downloaded from ftp://ftp.cs.cornell.edu/pub/smart. The total
size of the dataset is approximately 1.03 MB.



dataset. Each term represents a potential dimension in the input vector space.
The term’s level of significance (weight) in a particular document represents a
value of the component of the input vector. Finally, the input vector space has
a dimension of 8,707, and 1,033 input vectors were extracted from the dataset.

Clustering dataset Three training data collections called TwoDiamonds, Lsun
and Hepta from the Fundamental Clustering Problems Suite (FCPS) were used.
A short description of the selected dataset used in our experiments is given in
Table 2.

Table 2. Fundamental Clustering Problems Suite – selected datasets

Name Cases #Vars #Clusters Main Clustering Problem

Target 770 2 6 outlying clusters
Lsun 400 2 3 different variances in clusters
TwoDiamonds 800 2 2 touching clusters
Hepta 212 3 7 clearly separated clusters

Experimental Hardware All the experiments were performed on a Windows
HPC server 2008 with 6 computing nodes, where each node had 8 processors
with 12 GB of memory. The processors in the nodes were Intel Xeon 2.27GHz.
The topology with the connection between the head node and computing nodes
can be found on the web4 (topology number four). The Enterprise and Private
Networks link speed was 1Gbps, the Application link speed was 20Gbps.

3.2 First Part of the Experiment

The first part of the experiments was oriented towards the comparison of algo-
rithms under which is the calculated distance. The used datasets were Medlars
and Hepta. All the experiments were carried out for 20 epochs; the random initial
values of neuron weights in the first epoch were always set to the same values.
The tests were performed for SOM with rectangular shape 10×10 neurons. The
metrics used for determining the quality of clustering is Euclidean distance (in
all the algorithms). The achieved quality of clustering is presented in Table 4.

3.3 Second Part of the Experiment

The second part of the experiments was oriented towards a comparison of the
standard GNG algorithm and the parallel approach to this GNG learning al-
gorithm with pre-processing by SOM. The Medlars dataset was used for the

4 http://technet.microsoft.com/en-us/library/cc719008(v=ws.10).aspx



experiment. A parallel version of the learning algorithm was run using 9, 16, 25
and 36 MPI processes. The records with asterisk an (*) represents the results
for only one process i.e. this is the original serial learning algorithm and there is
no network communication and no SOM algorithm.

The GNG parameters are the same for all experiments and are as follows γ
= 200, ew = 0.05, en = 0.006, α = 0.5, β = 0.0005, amax = 30, M = 500, δ =
200. The achieved computing time is presented in the Table 3.

Table 3. Computing Time with Respect to Number of Cores, Standard GNG Algo-
rithm, Dataset Medlars

Cores SOM Dimension Max # of vectors Computing Time [hh:mm:ss]

in one cluster SOM GNG

1* - 1033 - 01:13:41
9 3× 3 798 00:00:09 00:45:40
16 4× 4 646 00:00:21 00:29:05
25 5× 5 229 00:00:25 00:05:55
36 6× 6 291 00:00:30 00:08:12

As we can see from Table 3, the computing time depends on the number
of used core as well. In the latter case the experiment is to see that the time
increased even though the reduction was expected. It is caused by the SOM
algorithm, which has generated bigger cluster of input vectors for GNG.

3.4 Third Part of the Experiment

The third part of the experiments was oriented towards comparing the results
obtained in the parallel (with preprocessing by SOM) and standard GNG algo-
rithm. The Clustering dataset was used for the experiment. The parallel version
of the learning algorithm was run using 16 MPI processes. The GNG parameters
are the same as in the previous experiment.

The first row in the Table 5 shows a layout view of the input data, which are
used for training GNG. The outputs of GNG algorithms (without using SOM)
are in the second row, which are similar to the parallel version in the last row.

4 Conclusion

In this paper, the parallel implementation of the GNG neural network algorithm
is presented. The achieved speed-up was very good and the results from the
standard and parallel version of GNG are similar. Thus we can state that oper-
ation of the parallel version is optimal. However, the effectiveness of a parallel
solution is dependent on the division by SOM. Any improper division may cause
a reduction in the quality of the final solution.



In future work we intend to focus on sparse date, and use combinations of
neural networks for improved results and improved acceleration.

Table 4. Quality of Clustering
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Table 5. Graphical representations of data set layout and corresponding GNGs
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