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Abstract

Supported by a novel field definition and recent control theory results, a new method to avoid local minima is proposed. It is
formally shown that the system has an attracting equilibrium at the target point, repelling equilibriums in the obstacles centers and
saddle points on the borders. Those unstable equilibriums are avoided capitalizing on the established Input-to-State Stability (ISS)
property of this multistable system. The proposed modification of the PF method is shown to be effective by simulation for a two
variables integrator and then applied to an unicycle-like wheeled mobile robots which is subject to additive input disturbances.

1. Introduction

Path planning is the crucial problem to solve when dealing
with navigation for mobile robotics. Very early results on the
field [[1] date back to the beginning of second half of the last
century but in the 80’s, when the amount of research increased,
results were produced which are used up to the present day [2}
3.

Path planning can be interpreted in two different ways [4].
First, motion planning, in which the path is computed a-priori
knowing the environment and the robot model to determine a
collision-free path. In this case a solution can be evaluated
for very complex scenarios but uncertainties (changing) in the
models of the environment, or of the robot, could lead to failure.
In this category it is possible to find approaches based on Dijk-
stra or the A* algorithms [J5, 6], Potential Field methods [/7]] and
Rapidly exploring Random Trees (RRT) [8,19]]. The second cat-
egory is represented by the sensor based approaches (reactive),
in order to avoid the a-priori knowledge of the map and deal
with unknown conditions; among them it is possible to list the
Dynamic Window Approach (DWA) [10], the Velocity Obsta-
cles approach [11], the Virtual Field Histogram (VFH) [12] and
its modification VFH+ [13]], the last two based on the Potential
Field (PF) method [14]. It is straightforward to understand that
a combination of the two categories is the best solution to the
path planning problem for mobile robots and it is indeed the
most adopted [I15} (16} 17, [18]].

This work is inspired by a recent result [19], in which a no-
tion of Input to State Stability (ISS) for systems evolving in
Riemannian manifolds is presented. The method takes into ac-
count multiple disconnected invariant sets and it allows the ro-
bustness against external disturbances to be evaluated in this
complex scenario.
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Using this notion, it is hereby presented a reactive obstacle
avoidance technique for WMRs based on the PF method.

The main problem with the PF method is the appearance of
local minima which block the WMR and prevent to achieve the
task ([20] and Section[2|for further details), thus the first contri-
bution of this work is represented by a local minima avoidance
technique along with an ad-hoc defined field. Starting from the
hypothesis of disjoints obstacles, common in literature [16]], a
twice differentiable PF is designed and the gradient of such a
field is used as input for a two variables integrator. As detailed
later in the manuscript, under certain assumptions the system is
shown to be Input-to-State-Stable (ISS) with respect to decom-
posable invariants sets [[19]. Formally proving the ISS property
allows us to escape local minima and to guarantee the global
attractiveness of the target point. The singularities are avoided
adding a complementary input which plays on the fact that the
appearance of any bounded perturbation does not compromise
the ISS property [21] and this result is formally proven in the
paper.

The designed PF and local minima avoidance technique are
applied to drive a unicycle like Wheeled Mobile Robot (WMR)
subject to additive input disturbances to a target (i.e. the ori-
gin). The aim is to have the WMR to track the movement
of the 2D particle. The stabilization and tracking problem for
non-holonomic WMR has been previously treated in literature
[16, 22} 23] 24]], often in obstacles free scenario. Here we
present 2 approaches: the former one applies an output lin-
earization technique [25} 26| and it is indeed the simplest. The
controls obtained for the particle case is applied, with a simple
change of coordinates, directly to the WMR control inputs; the
inconvenient is that this approach does not allow us to control
the robot orientation.

A second controller,and second contribution of this paper, is
designed to control both linear velocity and orientation of the
WMR. This controller assigns for the linear velocity the norm
of the field gradient while the angular velocity command is reg-
ulated with a finite-time control similar to the one used in [24].
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It is formally shown that the finite time control robustly guar-
antees the convergence of the robot orientation to the gradient
direction and simulations have been carried to illustrate the be-
haviour.

The contribution of the paper can be summarized in two main
points:

e A solution to the local minima appearance in the PF
method based on [19];

e A finite time control able to robustly track the trajectories
generated by the designed PF.

Moreover, an experimental part sees a Turtlebot 2 WMR
avoiding obstacles in an office-like environment. Usually, ob-
stacle avoidance methods (as the PF one) relied on ultrasonic
sensor [27] or infrared ones [28]] while the actual trend is to
use camera devices or laser range finders; in this work we use
a LIDAR device to localize the WMR in a map with unknown
obstacles and to realize the avoidance.

The paper is organized as follows: Section [2] presents some
related works, Section [3 recalls the results of [19], Section [
contains the definition of the field, its properties along with
the main result. Section [5|shows how to apply the result to an
unicycle-like WMR, presents the finite time control, and shows
simulations and experiments; the paper ends with a conclusive
section [6] in which the authors present also some future direc-
tions.

2. Related Works

The Potential Field method was firstly introduced by Khatib
in [29]] and developed in its generalized modification in [30].
Originally designed for manipulators (other examples can be
found in [31] and [32]]), it has been modified to drive a mobile
robot along a potential field whose minimum is at the target and
in which each obstacle generates an additional repellent force
which drives the robot away from it. It has been shown that this
solution, even though mathematically elegant and quite effec-
tive practically, has some drawbacks when special events occur
[20]. The main inconvenient with the method is the appear-
ance of local minima which block the robot due to particular
obstacle configurations. Koditschek et al. in [14] proposed a
modification of the PF based on navigation functions: in a n-
dimensional spherical space the adopted field had no other lo-
cal minima than the target specified, supposing though the com-
plete environment to be known a priori. Other solutions use a
harmonic potential field proposed in [33}[34], and the more re-
cent [35]], in which the method computes solutions to Laplace’s
Equation in arbitrary n-dimensional domains to have local min-
ima free field, and results in a weak form of [14]. In [36], a
different field formulation and obstacle representation are con-
sidered: the potential field includes 2 superquadric functions,
one for the obstacle avoidance and one for the approaching
which result in an elliptic isopotential contour of the obstacles
to model a large variety of shapes. Last flaw of the method is
the possibility to miss the target in case of an obstacle too close
to it. This problem called Goals nonreachable with obstacles

nearby (GNRON)), treated in [37]], deals with the case in which
the repulsive force generated by an obstacle close to the target
generate a force higher than the attractive one, preventing the
robot to accomplish the task. There are also methods which do
not eliminate unwanted equilibriums but generate local forces,
Virtual Hill, to escape the disturbing minimum as in [38]].

Within the local planners directly derived from the PF ap-
proach, as mentioned above, the VFH method firstly presented
in [12] (see also its more recent modifications [13} 39]) repre-
sents also a widely used solution to real-time obstacle avoid-
ance. The first experiments ran on WMRs showed the short-
comings inherited after the PF approach: presence of traps and
local minima. Thus, hybrid modifications merging global and
local planners, like VFH+, were proposed: starting from a grid
map, evaluates the PF at each iteration for a subset of active
cells of the map, builds an obstacle histogram and reduces it to
a polar form to finally compute the velocity commands. Many
other modifications [40, 41} 42| 43| |44]] have been proposed in
order to overcome all the cited shortages. In [42], a new smooth
repulsive force for the field is proposed applying the i-PID con-
trol method but no proof is given about actions taken to avoid
local minima. The paper [43]] studies just some aspects of the
potential field method as local planner focusing on the repulsive
field and not addressing the local minima problem. The work
[41] is the one more similar to the result of the authors and it
is based on a potential field which is not smooth. In [40] the
PF method is applied to drive a group of WMR to a goal; the
design of the PF is made to accomplish this task avoiding lo-
cal minima but very simple and standard control techniques are
applied (PI control).

3. Preliminaries

For an n-dimensional C? connected and orientable Rieman-
nian manifold M without boundary (it is assumed here that M
can be embedded in a Euclidean space, thus 0 € M), let the map
f:MxR" — T.M be of class C' (T, M is the tangent space),
and consider a nonlinear system of the following form:

x(1) = f(x(®),d(1)) ey

where the state x € M and d(f) € R™. The input d(-) is a
locally essentially bounded and measurable signal for t > 0.
We denote by X(z, x; d(-)) the uniquely defined solution of (EI)
at time 7 fulfilling X(0, x;d(-)) = x. Together with (I)) we will
analyze its unperturbed version:

x() = f(x(1),0). @)

A set S C M is invariant for the unperturbed system (2)) if
X(t,x;0) € S forallr € R and for all x € S. For a compact
set S C M define the distance to the set |x|s = minges 6(x, a)
from a point x € M, where the symbol d(x;, x,) denotes the
Riemannian distance ([45]]) between x| and x; in M, |x| = ||,
for x € M or a usual euclidean norm of a vector x € R”. For a
signal d : R — R the essential supremum norm is defined as
[ldllo = esssup,.q ld(t)l.



3.1. Decomposable sets

Let A C M be a compact invariant set for (2).

Definition 1. [46] A decomposition of A is a finite and disjoint
family of compact invariant sets Ay, ..., Ag such that

A:OA,'.

i=1

For an invariant set A, its attracting and repulsing subsets are
defined as follows:

WS(A) ={xe M :|X(t,x,0)p — 0ast— +oo},
WA ={xe M :|X(t x,0)p = 0ast— —oo}.

Define a relation on ‘W ¢ M and D ¢ M by W < D if
W(W) N WD) + @.

Definition 2. [46] Let A4,..
then

1. An r-cycle (r > 2) is an ordered r-tuple of distinct indices
i1,...,irsuchthat A; <... <A; <A,

2. A 1-cycle is an index i such that [W*(A;)) " W (A)] - A; #

., Ax be a decomposition of A,

Q.
3. A filtration ordering is a numbering of the A; so that A; <

As we can conclude from Definition [2] existence of an r-cycle
with r > 2 is equivalent to existence of a heteroclinic cycle
for ) [47]. And existence of a 1-cycle implies existence of a
homoclinic cycle for (2)) [47].

Definition 3. The set W is called decomposable if it admits a
finite decomposition without cycles, W = Ule W, for some
non-empty disjoint compact sets ‘W;, which form a filtration
ordering of ‘W, as detailed in definitions[I]and[2]

Let a compact set ‘W C M be containing all a- and w-limit sets

of @) [48].

3.2. Robustness notions

The following robustness notions for systems in (I)) have
been introduced in [19].

Definition 4. We say that the system has the practical
asymptotic gain (pAG) property if there exist n € K Ehnd a
non-negative real g such that for all x € M and all measurable
essentially bounded inputs d(-) the solutions are defined for all
t > 0 and the following holds:

limsup |X(z, x; d)lw < n(lld|les) + g 3

t—+00

If g = 0, then we say that the asymptotic gain (AG) property
holds.

A continuous function # : [0, a) — [0, o) belongs to class K if it is strictly
increasing and A(0) = 0; it is said to belong to class K, if a = co and h(r) — oo
as r — oo [21]].

Definition 5. We say that the system (I) has the limit property
(LIM) with respect to W if there exists u € K such that for all
x € M and all measurable essentially bounded inputs d(-) the
solutions are defined for all # > 0 and the following holds:

inf (X (7, x; d)|lw < p(lld|lo)-
>0

Definition 6. We say that the system (I) has the practical
global stability (pGS) property with respect to ‘W if there exist
B € Kw and g > 0 such that for all x € M and all measurable
essentially bounded inputs d(-) the following holds for all # > O:

1X (@, x; Dlw < g + B(max{|xlw, lld]|e})-

It has been shown in [19] that to characterize (3) in terms of
Lyapunov functions the following notion is appropriate:

Definition 7. A C' function V : M — R is a practical ISS-
Lyapunov function for if there exists K, functions ay, a3, @
and v, and scalar ¢ > 0 and ¢ > 0 such that

a1(Ixw) < V(x) < as(lxlw + ©),

the function V is constant on each “W; and the following dissi-
pative property holds:

DV(x)f(x,d) < —a(|xlw) +y(ld]) + q.

If the latter inequality holds for ¢ = 0, then V is said to be an
ISS-Lyapunov function.

Notice that the existence of a; and c follows (without any addi-
tional assumptions) by standard continuity arguments.

The main result of [19] connecting these robust stability
properties is stated below:

Theorem 1. Consider a nonlinear system as in (I) and let a
compact invariant set containing all @ and w limit sets of (2)
W be decomposable (in the sense of Definition [3). Then the
following facts are equivalent.

1. The system admits an ISS Lyapunov function;

2. The system enjoys the AG property;

3. The system admits a practical ISS Lyapunov function;

4. The system enjoys the pAG property;

5. The system enjoys the LIM property and the pGS.

A system in (TJ), for which this list of equivalent properties is
satisfied, is called ISS with respect to the set ‘W [19].

4. Potential field method with static obstacles

First, let us consider a simplified model of a mobile agent
represented by doubled integrator dynamics:

X = uy, “
y o= uy,

where x € R and y € R are the coordinates of the agent in the
plane, z = [x y]”, u, € R and u, € R are the corresponding
controls. It is necessary to design the controls u,, u, providing



the agent regulation to the origin under avoidance of collisions
with isolated point-wise obstacles, which are defined by their
coordinates ; = (x;,y;) and safe distances d; around them for
i = 1,...,N, where N > 0 is a finite number of obstacles.
We will assume that |{; — {;| > max{d;,d;} and |{;| > d; for all
1 <i+# j<N,i.e. the obstacles are separated and the origin is
not occupied by an obstacle.

Applying the potential field method, the controls can be de-
signed proportional to the “forces” generated by the total po-
tential U. U is the sum of a repulsion potential U, with re-
spect to the obstacles and attraction potential U, with respect
to the origin[25} [14]]. In this work we will use the results pre-
sented in the previous section to design the agent dynamics that
is C! and ISS with respect to the set ‘W composed by equilibri-
ums, among them the equilibrium at the origin is attractive, the
equilibriums related to the obstacles are repulsing, while ones
corresponding to the local extrema are saddle. Next, applying
specially designed small perturbations to that ISS system we
will avoid the unstable equilibriums.

To design the attraction potential U, we impose the con-
straints: it has to be twice continuously differentiable with re-
spect to x and y, and its gradient to be globally bounded. The
following potential yields these constraints:

|z? if |z] < v,
U.(2) =<1 if |z > 7,
A|zDIz? + [1 — A(|zD]lzl  otherwise,

253 = 3(u + 1)s% + 6Yvus + T2(T = 3v)\*
T2(Y - 3v) + v2(3T — v) ’

A(s) = (

where 0 < v < T < +oo are the design parameters. Thus, the
potential U, is quadratic in z close to the origin, it has a linear
growth rate far enough and the function A ensures a smooth
transition between these zones.

The repulsion potential U, must be also twice continuously
differentiable with respect to x and y, and it has to be active
only on a small zone around the obstacle (the agent can detect
the obstacle presence only locally in an uncertain environment
in a robotic application, for example):

N
Ui(z) = Ozz max{0,d? — |z - &*¥,
i=1
where @ > 0 is a tuning parameter.
The total potential U, Fig[l] has the form:
U@) = Ua(z) + U)(2), &)
with the gradient

Vz U(Z) = Vz Ua(z) + Vz Ur(Z),

2z if |z < v,
V.Uu(2) = Z|Z|_1 if |z > 7,
¢(z)  otherwise,

N
V.U,(2) = —4a ) (2 - Hymax{0,d} — |z - &),

i=1

Figure 1: The continuous field in the case of a single obstacle
withv=03,¥Y =05, =(2,2),d, =08anda =4

where ¢(z) = V. (A(zDlz? + [1 = A(h]}l) is the corresponding
C' function ensuring a continuous transition between 2z and
zlzI”!. Note that by construction V.U(z) is a C! function of z.
As usual in the potential field method we assign:

[ o } = -V.U@ +v, (©)
Uy
where v € R? is an auxiliary bounded input to be designed later,
then the closed-loop system (@), (6) takes the gradient form:

7==-V,U(@@) +v. @)

Next, we are going to show that for v = 0 this system has an
attracting equilibrium at the origin, repulsing equilibriums in a
vicinity of ¢; for each i = 1,..., N and a saddle equilibrium in
the border of the repulsion zone around ¢; foreachi=1,..., N.
Therefore, a compact invariant set ‘W containing all @- and w-
limit sets of (7)) for v = 0 is decomposable in the sense of Def-
inition [3} and that Theorem [I] can be applied to establish ISS
with respect to the set ‘W for the input v.

4.1. Equilibrium at the origin

Under the restrictions |{;| > d; for all 1 < i < N, the system
(7) is reduced to

z=-2z

for |z < ¥ for some 0 < ¥ < v, which is obviously locally
attractive. For simplicity of presentation below we will assume
that the constants v and I are selected in a way to provide |{;| >
YT +d; foralll <i<N.

4.2. Equilibriums around the obstacles

Since the obstacles are separated from one another and from
the origin, around each obstacle the system (7) takes a reduction
(Iz] = "):

2=zl + 4az - &) max{0,df — |z — &P} +v



for some 1 < i < N. Clearly, if d; < |z—¢{] then Z = —zlz™!
and there is no equilibrium, thus we may restrict attention to the
case |z — ¢j| < d; and

2= —2e ™ +daz - L)dF — o= &P +v.
On this set the equilibriums of (/) satisfy the vector equation
2= da(z— )] ~ 2= G
or the corresponding scalar equation

|2 — 8a(d? — 1z - &Pzl 2" (z = &)
+16a%|z - 4 (dF — |z - &)z = 0.

Introducing parametrization z = «{; + 1, where x € R and
n € R2, and substituting it in the last equation it is tedious but
straightforward to obtain that for any |r| # O the equality is not
satisfied. Therefore setup n = 0, then under substitution z = «{;
we have

PG = dald? — (k- DAGPIGIK - DY =0,
the equation for equilibriums is reduced to
1 —dald? - s*1GPNIE]s = 0

fors=«x-1,or

2
st — d—"2s + =
|Zil 4alZi|

that is a depressed cubic equation, which by the Cardano’s
method has only real roots if

ad? > ——. (®)

Next, by the Routh—-Hurwitz stability criterion the equation has
2 roots with positive real parts. Therefore, for |z — {;| < d; the
system (7)) has two equilibriums zgl and zf)’z under the condition
(8). The Cardano’s method also provides the expressions of
exact solutions and, hence, the coordinates of the equilibriums
zi)’l , Zgz (not given here for compactness, both equilibriums are
located farther from the origin than the obstacle ¢; on the line
connecting the origin and the point (x;, y;)). Finally, the system
(7) is continuously differentiable, then the linearization shows
that the equilibrium le (closer to ¢;) is purely repulsing, and
another one 182 is saddle (the corresponding local minimum).

To evaluate the zone of repulsion around ¢; a Lyapunov func-
tion for linearization around zgl can be used, or let us consider
a Lyapunov function V(e) = lef* fore =z —¢;and v = 0:

v

2e" [~z ™! + dae(d? - leP)]
= 2e"7lo™ + 8aV(d? - V)
> —2le| + 8aV(d? - V).

Note that |e| = \V then

V2 [4aVV(d? - V) - 112VV.

The Cardano’s method can be used to find the solutions of the
equation 4a VV (dl.2 — V) = 1, which determines the sign defi-
niteness of V. The expression in the square brackets 4a V'V (dl.z—

- i i 2 (8 03 — . — 12
V) — 1 reaches its maximum 7 (3\/§adi l)d, for V = 3di,

which is positive if the condition (8) is fulfilled (note that since
the value of d; is constrained by the physical dimensions of the
agent, then () is a condition for « to satisfy). Thus the repul-
sion zone around the obstacle exists and it can be easily esti-
mated.

4.3. Robustness with respect to v

The conditions on existence of the equilibriums, established
above, are as follows:

Assumption 1. Let the condition be satisfied, |; — {j| >
max{d;,d;} and |(;| > T +d; forall 1 <i# j<N.

Now we would like to show that the set W =
{{0}, Z(l,’l,z(l)’z, .. .,zf)’],zf)’z, .. .,ZON’],zoN’z}, which is composed by
the equilibrium at the origin and N pairs of equilibriums zgl , Zgz
associated with each obstacle, contains all @- and w-limit sets of
() for v = 0 and it is decomposable in the sense of Definition 3]
The system (7) has a Lyapunov function U(z), by construction
a1(z)) € U(2) < ax(lz)) for all z € R? and some a1, as € Ke,
whose derivative has the form:

U ~IV.U@P + VI U@y

—0.5|V.Uz)]* + 0.5/v )

IA

and the total potential stops to decrease for v = 0 only on the
set where V.U (z) = 0, but by consideration above it is ‘W: i.e.
there exist y1, ¥, € Ko such that y;(|zlw) < [V.U(2)| < y2(lzlw)
for all z € R2. There is no cycle in the decomposition of ‘W due
to the same property U < 0 for v = 0 (indeed the obstacles are
separated and to pass from one saddle equilibrium around the
obstacle ¢; to another one around {; it is necessary to cross the
zone where V.U(z) = V.U,(z) and U < 0, therefore a trajectory
cannot return back). Thus, ‘W is decomposable and contains all
«- and w-limit sets of (7)) for v = 0. Further,

U < -0.5y2(Izlw) + 0.5v%,

then U is an ISS Lyapunov function and by Theorem I] the fol-
lowing result has been proven.

Lemma 2. Under Assumption[l| the system (/) is ISS with re-
spect to the set ‘W for the input v.

4.4. Design of the input v to escape local minima

The advantage of the ISS property is that appearance of any
bounded disturbance v does not lead to the system instability.
In our case the total potential function U is also an ISS Lya-
punov function for the system (7). If v = 0 and the agent in (7)
is approaching an unstable equilibrium, then according to the
expression of U the velocity of the agent is decreasing propor-
tionally to |V_ U(z)|. Thus, if |V, U(z)| < € for some predefined
€ > 0 and we are far from the origin, it can be a signal of



closeness to a saddle equilibrium, then an input v # O can be
generated to shift the movement direction.

The input v must be selected bounded and pushing the sys-
tem in an arbitrary direction with a uniform distribution, by ISS
property the solutions asymptotically will stay close to ‘W and
it is possible to show that the origin will be globally attractive.
However, using the Lyapunov function U the input v always can
be designed in order to additionally guarantee a decreasing of
U. From (9)

V=

I V,U(z)
(10)

-V, U(2)
0 otherwise,

] if |[V,U(z)| < € and |7] > v,

Vi . .
= _—— = f —_— .
p = sgn (y T x) , [ =arg 1élj'1g1v lz =l

1

1 if s >0,
—1 otherwise

sgn(s) = {

ensures that U < O for all ¢+ > 0 (U = —|V,U(z)]* while v #
0) and for U = 0 as well, and for the case of agent velocity
dangerous decreasing (|[V,U(z)| < €) far from the origin (|z| >
v) the proposed input v generates an orthogonal disturbance to
the current direction of movement. The variable p defines the
orientation of this orthogonal perturbation, in (I0) it points out
from the line connecting the origin and the point (x;, y;) (that is
the coordinate of the closest obstacle) and where we have the
unstable equilibriums.

Theorem 3. Under Assumption[I|the system (7) with the avoid-
ance control ({I0) has the origin attractive from all initial con-
ditions z(0) ¢ W\ {0}.

Usually, for a robotic application, it is assumed that the robot
starts in the collision-free conditions, i.e. z(0) ¢ D = UY D;
where D; = {z € R? : |z = | < d;}. Therefore, in this case

definitely z(0) ¢ ‘W \ {0} since ‘W \ {0} C D.

Proor. Considering the ISS Lyapunov function U for the sys-
tem ([7) with the avoidance control (I0) we obtain:

U=-V.URP

since VZT U(z)v = 0 always. In addition, by construction v shifts
the system trajectories out from the line y = i—x that contains
the unwanted equilibriums zf;' , 182, then the only point to stop

is the origin.

Formally the control (I0) does not use ISS property of the set
W, it is designed from a pure Lyapunov approach. is mod-
ified as follows in order to make the attractiveness of the origin

global:

el Y
v:pH -X

] if [V,U(z)| < € and |z] > v, (11

0 otherwise,
p=senfy— x|, i=arg inf |z-£,
X 1<jsyv Y

if s >0,
otherwise

1
sgn(s) = {_1

where € > 0 is a design parameter. It is easy to check that
vIz=0forall z€ R? and |v| = ¢ if |[V,U(z)| < e and |z > v in

().

Theorem 4. Under Assumption|[I|the system ([7) with the avoid-
ance control ({[1) has the origin globally attractive provided
that € > 2€ and € > 0 is selected sufficiently small.

Proor. From Lemma 2]the system (7)) is ISS with respect to the
set ‘W for the input v. By Theorem (1| we known that in this
case all solutions in the system remain bounded since |v| < &,
and due to AG property we have

lim sup [zl < 7(e)

t—+00
for some 1 € K. If the value of € has been selected sufficiently
small, then the set A = {z € R? : |zl < n(e)} is a union of
separated sets ﬂ} and ﬂ? contained only one equilibrium point
zgl and 182 respectively, and a neighborhood Ay of the origin,
i.e. A=Ayu UYL, (A UA). In A the system is converging
to the origin. Assume that |z(t)|ly € ﬂil or |z(|lw € ﬂ? for
some 1 < i < N, then for [V,U(z)| < € and |z] > v the input v
is always acting from zf)’l, zf)’z by construction, then U is strictly
decreasing. Indeed, for all cases V,U,(z) is proportional to z,
then vI'V_.U,(z) = O for all z € R%. Next, V.U.(2) = 4a(z -
N} ~ |z = &) for z € Dy, then vIV. U (2) = ~4a(d] ~ Iz ~
&IPWT g where da(d? - |z—¢i*) > 0 for z € D;. Due to selection

of p we have v7 ¢; > 0, then

U=-V,UR+v'V.U(z)

with vV, U(z) < 0 for all |V,U(2)| < € and z € D;. Therefore,
U is not increasing. Note that v/’ V.U(z) = 0 only if d = |z -
%, i.e. z belongs to the border of D;. By selection € (and &)
sufficiently small it is possible to ensure that intersections of ﬂ}
and ﬂiz with the set where |V,U(z)| < € belongs to the interior
of D, then vVI'V_U(z) < 0 always for all |V, U(z)| < € and |z] >
v, thus U is strictly decreasing to zero. In addition, from
= (v=V.U@) (v=-V.U@@)) = V.U - 2"V.U(z) + v}
and for |[V.U(2)| < € and |z| > v we have |z]> > —2ge + &2 > 0,
then there is no new equilibrium point induced by v (as can be
seen also in Fig. [2) .

4.5. More complex situations

Of course in reality the assumption about separation between
obstacles may be not satisfied, but even for this case the ap-
proach can be easily extended. Application of perturbation v



Figure 2: Gradient Lines in the case of a single obstacle with
v=03,¥=05,4=2,2),d =08, =4and e = 0.1
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Figure 3: The results of the system (7) simulation

with the amplitude & do not destroy boundedness of the system
trajectories by ISS property. If € has been selected sufficiently
small, then asymptotically z(¢) enters (A, as it has been defined
above, whose separated subsets contain a single isolated ex-
treme point of U. The function |V.U(z)| is C' by construction,
then V,|V,U(z)| can be calculated and locally v can be selected
proportional to V,|V,U(z)| in order to maximize |V,U(z)|, which
is equivalent of the extreme point avoidance. In the simple case
presented above the calculation of V.|V, U(z)| may be avoided.

4.6. Results of simulation

Forv=0.1,Y=05,a=2,N=1and (x,y1) = (2,2) with
d; = 1, the results of the system (m) simulation for different
initial conditions with v = 0 are shown in Fig. [3p. The results of
the system (7) simulation with (I0) and (TT)) are shown in Fig[Bp
(the difference between the controls (T0) and (TT) is not visible
in this scale). As we can conclude, for v = 0 the potential field
method sticks in the local extreme for some initial conditions,
while with the proposed modifications (I0) or (TT) the origin is
attractive under provided restrictions.

5. Wheeled mobile robot regulation with obstacle avoid-
ance

Consider a wheeled mobile robot, whose kinematic model is
given by a unicycle:

gx = cos(Qu(l + 6y),
gy = sin(@u(l + 6y), (12)
Gy = w(l + 62),

where (qx, g,) € M is the robot position and M C R? is a com-
pact set containing the origin, gg € (-, x] is the robot orienta-
tion, |u| < Umax and |w| < wmax are linear and angular veloci-
ties of the robot respectively (u#max and wm,x are given bounds),
Ok € [Omins Omax]s kK = 1,2 are exogenous bounded disturbances,
which are introduced in order to represent the dynamical model
uncertainties/dynamics (they are not taken into account in the
usual unicycle model) [49] , =1 < Omin < Omax < +09.

The easiest way to apply the strategy to an unicycle-like
WMR would be to linearize the system [25] considering the dy-
namics of a point ¥ on the x axis of the robot reference frame
(Fig. @) and apply the control (6) to it. In particular the point
¥ = (Y., ¥)" = (g« + ¢¥cosqq, gy + Ysingg)’, with ¢ the
distance between the robot center and ¥, has the following dy-
namics:

¥l
R
The expression (T3) can be rewritten as
vl u
R

Let us consider R[ :) } = [ Z‘ ] of(H) and , the following

theorem will apply:

[ u(l +6y) ] =[ COS gy

~ysingy
w(l +6,) sin gg ] ’ (13

Y cos gy

+R

M(S]
> ] (14)

Theorem 5. Let Assumption 1 to be satisfied. The system

with control (6) and (I1), where € > 2, € > 0 suffi-

ciently small, has the origin globally attractive, provided that
o1l < max {y, y~}.
u61
R[ (1)52 ]
u

, and considering V = U(¥)

Proor. Let us consider that

<ld IR||[ ‘ ]' Being

[ t }: ~VyU(W) +v =R
u,

asa Lyapunov function, with U(¥) defined as @), then:

u(51

U)(Sz

~ Ve UMP)P + Vo UP)| v + IR [R ™| 1d] Ve UCP)P
(IRI[R7[1dl = 1) [V U + Vo U(P)|v

1%

Vo U(P) (—V\u U¥)+v+R

IA

IN

it follows that if |R| |R’1| [6] < 1 the stability is proven using the
results of Lemma 2] and Theorem [l



I 4 %

Figure 4: Position of the ¥ point.

Remark 1. The value |R| |R‘1||6| can be rewritten as

max (zp, zﬁ’l) [0], it means that selecting i carefully the
condition is always verified.

Such a technique is easy and effective as can be seen in Fig. [3]
(blue path), but it doesn’t allow the direct control on the WMR
orientation and on the positivity of the linear velocity, resulting
for instance in backward maneuvers (this happens when the ini-
tial conditions are not ideal, like the WMR non facing the target
point). The authors want to avoid this kind of movements for
practical reasons.

For this purpose, to control both linear velocity and orien-
tation of the WMR the trajectory generated by (7), (TI) (or
with (T0)) can be used as a reference for (12), defining 6, =
arctan2 (VyU (2), V.U (z)) andy =6, —q:

Umax
U= %,/@mg, (15)
W= (wmax NI k) sign(y).

Theorem 6. Let Assumption([l|hold. The control ([I3)) stabilizes
the y(t) variable in finite-time orienting the robot as the gra-
dient V. U(z) of the field , it follows that the system (I2)) with
control (I3)) has the origin globally attractive.

Proor. Let us consider the variable y(#), and consider the Lya-
punov function V = %72, then:

V=y[i-w(l+8)].

As specified in section the U(z) field is a C! function there-
fore the derivative of () exists, is continuous and bounded be-
cause of the construction of the field U(z). Such a derivative is
bounded, then it is possible to find a

k> (dit (arctan2 (V,U (), VXU(z)))) /(1 = Sin)

to have V < 0. Since, of consequence, 4 T > 1, time in which
the robot orientation is aligned with one of the gradient lines,
under Assumption [I]and Theorems 2 and [4] the controller u in
(T5) asymptotically stabilizes the WMR.

5.1. Simulations

The results of simulation for the system (T4) with control (6)
and (TT)) and for the system (12)), (I3) are shown in Fig. 5] The
bounds for the inputs are uyx = 1 and wyax = 3. Two cases are
presented: single obstacle (Fig[5a) and multiple obstacles (Fig.

Id Method - Comparison

anrar —:
_25 i ‘
€
) : .

05 0 05 1

15 2 25 3 35 4 -2 ] 0

1 2 3 4
x (m) x(m)

(a) Single obstacle (b) Several obstacles

Figure 5: The result of simulations for the three different mod-
ification of the PF method.

[5b). In both parts of Fig. [5] the obstacle is the zone filled in
violet, while the distance of influence is the black circle around
the obstacle itself. The proposed methods are called Apf-R ma-
trix and NON-Apf, the latter to emphasize the non asymptotic
(finite time) behavior of the controller acting on the orientation
of the WMR. Moreover the proposed modifications have been
compared with the standard APF [14].

In both figures of Fig. [5] the comparison with the standard
APF has been made for 2 values of k, when using the NON-Apf
control, to show how it affects the control inputs and the overall
performances.

The unwanted behavior of the controller Apf-R matrix
method discussed in the previous section is visible both in Fig.
[5]and Fig. [7} the path followed by the WMR (Fig. [5) using this
method clearly shows a backward maneuver, as it is confirmed
from Fig. [7} where it is shown the negative linear velocity input.

Fig. []shows the orientation of the robot g, with respect to the
direction of the field ,, the desired angle, as the k gain changes
(not controlling the orientation of the WMR the Apf-R matrix
method has been omitted from the plot). The second column
of Fig. [6] shows how the controlled variable y evolves. As it
can be gathered from the plots, as the value of k increases the
WMR reacts faster to the change of direction of the field due to
the obstacles presence, decreasing also the instantaneous value
of the y error variable. Nevertheless, these improvements come
with a drawback, increasing k (see k = 0.5, Fig. [6|and Fig[7)
could cause a bit of chattering around the stabilization point due
to the increased control effort as it can be noticed also in Fig. [7}

5.2. More complex scenarios

Several simulations were run also for more complex scenar-
ios, in which the features of the equipped sensor for the imple-
mentation are taken into account. In the case the real WMR
has a LIDAR laser ranger finder. In Fig. [8b]is shown the path
followed by the WMR using the proposed modification of the
potential field, while in Fig. [8a]the strategy to decide which is
the “point” to use as reference for the obstacle. Basically, the
chosen point £, green star in Fig. [84] is the averaging on the x
and y coordinates of the LIDAR sensed points in a predefined
range; the radius is the distance among ¢ itself and the farthest
sensed point of the scan, which leads to the definition of the in-
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Figure 6: Evolution of the WMR orientation gy and desired
angle 8, and respective error variable dynamic y
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Figure 9: The trajectories followed by the WMR in a real envi-
ronment

fluence distance d that is the radius augmented of the diameter
of the robot.

5.3. Implementation

The presented strategy has been implemented on a Turtlebot2
(http://www.turtlebot.com/) mobile robot. The WMR
was equipped with a Hokuyo® (http://www.hokuyo-aut.
jp) UTM-30LX LIDAR device. The necessary libraries to
communicate with the WMR were found on Robotic Oper-
ating System (ROS) (www.ros.org). The same strategy used
in Section to simulate the LIDAR based obstacle detec-
tion algorithm has been implemented to get obstacles positions
i = (x;,y;) in real time. The WMR avoided obstacles without
any previous knowledge of the environment, nevertheless some
oscillations have been noticed while moving in narrow corri-
dors. The trajectories followed in an office-kind environment
are shown in Fig[0a] the WMR objective is to reach the origin
of the global frame in the lower-right corner, a plot of the tra-
jectories in the Cartesian plane is given in Fig. [0b] while Fig.
@l shows the evolution of the ¢, and ¢, through the origin. As
it can be seen the robot avoids the obstacles and passes trought
a narrow passage (80cm) to finally arrive to its destination (it is
useful to remark that the robot has no knowledge of the obsta-
cles a priori).


http://www.turtlebot.com/
http://www.hokuyo-aut.jp
http://www.hokuyo-aut.jp

Evolution of q, and q,,

50
Time (s)

60 70 80 90

50 60 80 920
Time (s)

30 40

20

Figure 10: Evolution of the g and g, variables.

6. Conclusions

Local minima represent a problem when applying the poten-
tial field method. This work presented a solution to avoid them,
using a control theory result [19], which allowed the authors
to prove the ISS property for a system of two integrators fed
with the gradient of an ad-hoc designed field. It has been for-
mally shown how the introduction of a small perturbation v as
input does not introduce new equilibriums, making the origin
the only attractive point for the system. Two different strategies
have been proposed and proven to apply the method to the ob-
stacle avoidance problem for an unicycle-like WMR. The first
strategy, linearize the output to directly apply the results syn-
thesized for the particle case, without having the capability to
control the orientation of the robot. A second strategy is, thus,
presented which uses the particle case results as a base to de-
sign a control. The control steers the robot in the direction of
the field lines in finite time. Both formulations are presented in
simulations for a unicycle-likle WMR, it is shown how the task
is achieved avoiding standing alone and multiple obstacles and
in complex environments. Real experiments with a Turtlebot
II platform in an office environment are presented too, showing
some issues in presence of narrow passages and obstacles ex-
cessively close to the target, which did not prevent to reach the
goal.

The authors intend to improve the method to cancel any oscil-
lations, to augment the dimension to the 3D case and to extend
it to be used in the case of multi-agent systems.
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