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#### Abstract

For Finite State Machine (FSM) based testing, it has been shown that the use of shorter Adaptive Distinguishing Sequences (ADS) yields shorter test sequences. It is also known, on the other hand, that constructing a minimum cost ADS is an NP-hard problem and it is NP-hard to approximate. In this paper, we introduce a lookahead-based greedy algorithm to construct reduced ADSs for FSMs. The greedy algorithm inspects a search space to make a decision. The size of the search space is adjustable, allowing a trade-off between the quality and the computation time. We analyse the performance of the approach on randomly generated FSMs by comparing the ADSs constructed by our algorithm with the ADSs that are computed by the existing algorithms.
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## 1 Introduction

Finite State Machines (FSMs) have been used to model reactive systems [16]. A number of techniques, which operate on FSM models of such systems, automatically generate test sequences $[1,7-14]$. In order to reduce the cost of testing, shorter test sequences are preferrable and there is an increasing number of studies in the literature in this direction [13, 15-19].

State identification sequences $[8,9,20]$ play a central role in the design of these test sequences and a large portion of these test sequences consists of state identification sequences. Many techniques for constructing test sequences use Distinguishing Sequences (DSs) as state identification sequences. There exist polynomial time algorithms that generate test sequences when a DS is given. Moreover, the length of the test sequence is relatively short when designed with a DS $[15,16,21-23]^{1}$.

A distinguishing sequence can be preset or adaptive. If the input sequence is known before the experiment, then it is a Preset Distinguishing Sequence (PDS). If the input symbol to be applied is decided after observing the response of the FSM to the previous input, then it is an Adaptive Distinguishing Sequence (also

[^0]known as a Distinguishing Set) [21]. Therefore an ADS is essentially a decision tree. The internal nodes of the tree are labeled by input symbols, the edges are labeled by output symbols where the edges emanating from a common node have different labels, and the leaves are labeled by states.

Using an ADS rather than a PDS is advantageous due to the following. Lee and Yannakakis show that checking the existence and computing a PDS is a PSPACE-complete problem. On the other hand, for a given FSM $M$ with $n$ states and $m$ inputs, the existence of an ADS can be decided in time $O(m n \log n)$, and if exists, an ADS can be constructed in time $O\left(m n^{2}\right)$ by using the algorithm presented by Lee and Yannakakis (which we refer to as LY Algorithm in this work) [23].

It was proven by Sokolovskii that if an FSM $M$ has an ADS, then an ADS for $M$ with height no greater than $\pi^{2} n^{2} / 12$ exists [24]. Later Lee and Yannakakis reduced this bound to $n(n-1) / 2$ and they showed that this bound is tight [23]. Kushik et al. present an algorithm for constructing ADSs for nondeterministic observable FSMs [25]. Since the class of deterministic FSMs is a subclass of nondeterministic observable FSMs, naturally the algorithm can also be used to construct ADS for deterministic FSMs.

Although Lee and Yannakakis have proven a tight upper bound on the height of an ADS, there is no work attempting to construct reduced size ADSs, other than the expontential time exhaustive algorithms [20, 26]. Recently in [27], Türker and Yenigün showed the potential enhancements of using reduced cost ADSs on the length of test sequences. They also examined the computational complexity of constructing minimum cost ADSs, where the "cost" of an ADS is defined as (i) the height of the ADS, and (ii) the sum of lengths of all root-to-leaf paths in the ADS (which is called the external path length of the ADS). They showed that constructing a minimum ADS with respect to these cost metrics are NP-complete and NP-hard to approximate. Thus, to construct reduced size ADSs, heuristic algorithms are needed.

In this paper we present a lookahead-based method for constructing reduced ADSs. The proposed lookahead search methodology uses a tree structure (called EST) to construct reduced size ADSs. The construction of EST is guided by different heuristics based on the objective, such as minimizing the height or the external path length of the ADS. The EST is potentially an infinite tree but the proposed method constructs and evaluates the EST greedily, limiting the size of the EST. By choosing how far one wants to lookahead during the construction of an ADS, a trade off between the time to construct an ADS and the cost of the ADS is possible. We evaluate the proposed method by performing experimental studies on randomly generated FSMs. The results indicate that the proposed method produces better results than LY algorithm, possibly at the expense of more computation time.

In the rest of this paper we first give the definitions and notation that will be used in this paper. We then present the details of the algorithm to construct reduced ADSs. Finally, we present the results of the experiments, and conclude by some discussions and giving some future directions of research.

## 2 Preliminaries

### 2.1 Finite State Machines

An FSM (or a Mealy machine) $M$ is defined by a tuple $M=(S, X, Y, \delta, \lambda)$ where $S$ is a finite set of states, $X$ and $Y$ are finite sets of input and output symbols, $\delta: S \times X \rightarrow S$ is the state transition function, and $\lambda: S \times X \rightarrow Y$ is the output function. If $M$ is at a state $s \in S$, and if an input $x \in X$ is applied, $M$ moves to the state $s^{\prime}=\delta(s, x)$ and produces the output $y=\lambda(s, x)$. Note that, since the transitions are defined by a function (rather than a relation), $M$ is deterministic. When $\delta$ and $\lambda$ are total functions, $M$ is said to be completely specified.

We use juxtaposition to denote concatenation. For example, $w=x_{1} x_{2} \ldots x_{k}$, where $x_{i} \in X, 1 \leq i \leq k$, denotes an input sequence. An input/output sequence consists of a sequence of input/output pairs of the form $x_{1} / y_{1} x_{2} / y_{2} \ldots x_{m} / y_{m}$. The symbol $\epsilon$ is used to denote the empty sequence. The transition function and the output function can be extended to sequences of inputs. By abusing the notation, we will use $\delta$ and $\lambda$ for the extended functions. These extensions are defined as follows (where $x \in X$ and $\left.w \in X^{\star}\right): \delta(s, \epsilon)=s$ and $\delta(s, x w)=$ $\delta(\delta(s, x), w) ; \lambda(s, \epsilon)=\epsilon$ and $\lambda(s, x w)=\lambda(s, x) \lambda(\delta(s, x), w)$. Two states $s, s^{\prime} \in S$ are said to be equivalent if for all input sequences $w \in X^{\star}, \lambda(s, w)=\lambda\left(s^{\prime}, w\right)$. Otherwise, if there exists an input sequence $w \in X^{\star}$ such that $\lambda(s, w) \neq \lambda\left(s^{\prime}, w\right)$, then $s$ and $s^{\prime}$ are said to be distinguishable. An FSM $M$ is minimal if the states of $M$ are pairwise distinguishable. In Figure 1, an example FSM is given which is deterministic, completely specified and minimal.


Fig. 1: An example deterministic, com- Fig. 2: The ADS $\mathcal{A}$ of FSM $M$ in Figpletely specified and minimal FSM $M$ ure 1 .

A subset of states $B \subseteq S$ is called a block. We also extend $\delta$ and $\lambda$ to a block as follows: For a block $B$ and an input sequence $w, \delta(B, w)=\{\delta(s, w) \mid s \in B\}$ and $\lambda(B, w)=\{\lambda(s, w) \mid s \in B\}$. An input symbol $x$ is said to be valid for a block $B$, for all $s, s^{\prime} \in B$ such that $s \neq s^{\prime}, \lambda(s, x)=\lambda\left(s^{\prime}, x\right)$ implies $\delta(s, x) \neq \delta\left(s^{\prime}, x\right)$. An input sequence $w$ is valid for $B$, if for every prefix $v x$ of $w$, where $v \in X^{\star}$ and $x \in X, x$ is valid for the block $\delta(B, v)$.

### 2.2 Adaptive Distinguishing Sequence

Definition 1. An Adaptive Distinguishing Sequence of an $F S M M=(S, X, Y$, $\delta, \lambda$ ) with $n$ states is a rooted tree $\mathcal{A}$ with $n$ leaves such that: (i) Each leaf of $\mathcal{A}$
is labeled by a distinct state $s \in S$. (ii) Each internal node of $\mathcal{A}$ is labeled by an input symbol $x \in X$. (iii) Each edge is labeled by an output symbol $y \in Y$. (iv) The outgoing edges of an internal node are labeled by distinct output symbols. (v) For a leaf node $p$ labeled by a state $s \in S$, if $w$ is the sequence of input symbols that appear in the nodes of the path from the root to $p$, and $v$ is the sequence of output symbols labeling the edges of the path from root to $p$, then $\lambda(s, w)=v$.

An $\operatorname{ADS} \mathcal{A}$ defines an adaptive experiment to identify the unknown initial state of an FSM, where the next input to be applied is decided by the input/output sequence observed previously. Let us assume that we are given an FSM $M$ and we want to identify its current unknown state. One starts by applying the input symbol labeling the root of $\mathcal{A}$. We then follow the outgoing branch of the root that is labeled by $y$ where $y$ is the output symbol produced by $M$ as the response to the input applied. This procedure is recursively applied for each subtree reached, until we reach a leaf node. The label of the leaf node gives the initial unknown state. An ADS of the FSM given in Figure 1 is given in Figure 2.

For a given deterministic FSM $M$, an ADS may or may not exist. One can check if $M$ has an ADS in $O(m n \log n)$ time [23]. In this work, we consider only deterministic, minimal and completely specified FSMs, which are assumptions commonly adapted in the FSM based testing literature. Furthermore, we also consider only FSMs for which an ADS exist.

Let $\mathcal{A}$ be an ADS and $p$ be a node in $\mathcal{A}$. We use depth of $p$ to refer to the length of the path from the root of $\mathcal{A}$ to $p$. The height of $\mathcal{A}$ is defined to be the maximum depth of the leaves in $\mathcal{A}$. The external path length of $\mathcal{A}$ is the sum of depths of all the leaves in $\mathcal{A}$.

### 2.3 An Algorithm for Constructing an ADS

The LY algorithm [23] constructs an ADS for an FSM $M=(S, X, Y, \delta, \lambda)$ in two steps. First a tree called Splitting Tree (ST) is formed. For any block $B \subseteq$ $S$ such that $|B|>1$, ST provides a valid input sequence $w$ for $B$ such that $|\lambda(B, w)|>1$. Hence, $w$ is an input sequence that can partition $B$ into smaller blocks as $B_{1}, B_{2}, \ldots, B_{|\lambda(B, w)|}$, where two states $s, s^{\prime} \in B$ are in the same block $B_{i}$ iff $\lambda(s, w)=\lambda\left(s^{\prime}, w\right)$.

In the second step of LY algorithm, ST is used to construct an $\operatorname{ADS} \mathcal{A}$. The construction process explained below does not explicitly form an ADS as given in Definition 1, but it implies the construction of such a tree implicitly. The reader is referred to [23] for more details of the construction.

During the construction of the ADS, each nonleaf node $p$ of $\mathcal{A}$ is labeled by an input sequence and each edge of $\mathcal{A}$ is labeled by an output sequence. Each node $p$ of $\mathcal{A}$ is also associated with a block $\mathcal{C}(p)$ that corresponds to the current set of states. More precisely, if $w$ is the concatenation of the input sequence labels of the nodes from the root to $p$ (excluding the label of $p$ ), and $v$ is the concatenation of the output labels of the edges from the root to $p$, then the block $\mathcal{C}(p)$ is set to $\mathcal{C}(p)=\{\delta(s, w) \mid v=\lambda(s, w), s \in S\}$.

Initially, the root node $p$ of $\mathcal{A}$ is created by setting $\mathcal{C}(p)=S$, where $S$ is the set of all states of $M$. As long as there is a leaf node $p$ in the (partial) ADS tree constructed so far such that $|\mathcal{C}(p)|>1$, the tree extended by processing such a node $p$. First an input sequence $w$ is found from ST such that $w$ is valid for $\mathcal{C}(p)$ and $|\lambda(\mathcal{C}(p), w)|>1$. Then $p$ is labeled by the input sequence $w$ and a set of children node $p_{1}, p_{2}, \ldots, p_{k}$ of $p$ is created, where a child node $p_{i}$ is introduced for each possible output sequence $v \in \lambda(\mathcal{C}(p), w)$. The edge from $p$ to $p_{i}$ is labeled by $v$ and the child $p_{i}$ is associated with the block $\{\delta(s, w) \mid v=\lambda(s, w), s \in \mathcal{C}(p)\}$.

## 3 Proposed Algorithm

In this section, we explain the details of the proposed algorithm to construct a reduced ADS for an FSM $M=(S, X, Y, \delta, \lambda)$ which is minimal, deterministic, completely specified and known to have an ADS. Before presenting the details of the actual algorithm we provide some definitions and routines that are going to be used in this section.

For a block $B$, an input sequence $w$ and an output sequence $v$, we use the notation $B_{w / v}$ to denote the set $B_{w / v}=\{s \in B \mid \lambda(s, w)=v\}$. In other words, $B_{w / v}$ is the set of states in $B$ that produce the output sequence $v$ when the input sequence $w$ is applied.

In [28], Hennie introduces the use of a tree, called the successor tree, for constructing adaptive homing/distinguishing sequences. The successor tree grows exponentially and it possesses information that can be used to find the minimum cost adaptive homing/distinguishing sequences. However since it grows exponentially, it becomes impractical to construct a successor tree to obtain a reduced adaptive homing/distinguishing sequence for large FSMs.

Our method has two phases. In the first phase, a tree called the Enhanced Successor Tree (EST) similar to a successor tree is generated. In the second phase, EST is used to construct an ADS.

An EST contains two types of nodes; input nodes $\mathcal{I}$ and output nodes $\mathcal{O}$. The root and the leaves of an EST are output nodes. Except the leaves, the children of an output node are input nodes, and the children of an input node are output nodes. In other words, on a path from the root to a leaf, one observes a sequence of output and input nodes alternatingly, starting and ending with an output node.

Each input node $p$ is labeled by an input symbol $i n(p)$. Similarly, each output node $q$ is labeled by an output symbol out $(q)$, except the root node for which $\operatorname{out}(q)=\epsilon$. An output node $q$ is also associated with a block $b l(q)$. For the root node $q, b l(q)=S$. An output node $q$ is a leaf node iff $|b l(q)|=1$. A non-leaf output node $q$ that is associated with a block $b l(q)$, has a separate input node $p$ as its child for each input symbol $x$ that is valid for $b l(q)$, with $\operatorname{in}(p)=x$. An input node $p$ (where $x=\operatorname{in}(p)$ ) with a parent output node $q$ (where $B=b l(q)$ ), has a separate output node $r$ as its child for each output symbol $y \in \lambda(B, x)$, with $\operatorname{out}(r)=y$ and $b l(r)=\delta\left(B_{x / y}, x\right)$.

The EST of an FSM $M$ is potentially an infinite tree. Instead of the whole tree, the algorithm constructs a limited size partial EST which can be used to construct an ADS. The algorithm uses heuristic approaches to explore the relevant and promising parts of the EST to find a reduced size ADS with respect to different metrics, such as the height and the external path length. The partial EST constructed by the algorithm will be the EST where the tree is pruned at several nodes. For a leaf node $q$ in an EST we have $|b l(q)|=1$. However, for a leaf node $q$ in a partial EST, it is possible to have $|b l(q)| \geq 1$.

Initially, the algorithm starts with the partial EST consisting of only the root node. In each iteration, an output node $q$ is handled and the partial EST rooted at $q$ is expanded exhaustively upto depth $k$, where $k$ is a parameter given to the algorithm. Among the children of $q$, an input node $p$ that seems to be the best (according to the objective and the heuristic being used) is selected, and the search continues recursively under the subtrees rooted at the children of $p$.

During the construction of the partial EST $T$, some nodes are marked as the nodes to be used for ADS construction later. Namely, a set of output nodes $L$ and a set of input nodes $I$ are marked. Each output node $q \in L$ has the property that $|b l(q)|=1$ and it corresponds to a leaf node in the ADS that will be constructed later. Also the nodes in $I$ will be corresponding to the non-leaf nodes of the ADS. The algorithm constructing a partial EST is given in Algorithm 1.

```
Algorithm 1: Construct a partial EST for \(M\)
    Input: \(\operatorname{FSM} M=(S, X, Y, \delta, \lambda), k \in \mathbb{Z}_{\geq 1}\)
    Output: A partial EST \(T\), a set of leaves \(L\), and a set of input nodes \(I\)
    begin
        \(L \leftarrow \emptyset, I \leftarrow \emptyset\)
        Construct an output node \(q_{0}\) with \(b l\left(q_{0}\right)=S\), out \(\left(q_{0}\right)=\epsilon\)
        Initialize \(T\) to be a tree consisting of the root \(q_{0}\) only
        \(Q \leftarrow\left\{q_{0}\right\} / / Q\) is the set of output nodes yet to be processed
        while \(Q \neq \emptyset\) do
            Pick an output node \(q \in Q\) to process
                \(Q \leftarrow Q \backslash\{q\}\)
                ExpandEST \((q, k) / /\) expand subtree under \(q\) exhaustively upto a certain depth
                Choose a child node \(p\) of \(q / /\) based on the objective and the heuristic used
                \(I \leftarrow I \cup\{p\} / /\) The input node \(p\) will be used for the ADS
                foreach child \(r\) of \(p\) do
                    if \(|b l(r)|>1\) then
                \(Q \leftarrow Q \cup\{r\} / /\) not a singleton yet, needs to be processed
                    else
                    \(L \leftarrow L \cup\{r\} / /\) reached a singleton block
```

The procedure "ExpandEST $(q, k)$ ", constructs the partial EST rooted at the node $q$ exhaustively upto the given depth $k$. If in this partial subtree, for every leaf node $r$, we have $|b l(q)|=|b l(r)|$ (which means the block $b l(q)$ could not be divided into smaller blocks by using input sequences of length upto $k$ that are valid for $b l(q))$, the procedure increases the depth of the subtree rooted at $q$ until it encounters a level at which there exists a leaf node $r$ with $|b l(r)|<|b l(q)|$. This is always possible since the FSM $M$ has an ADS.

At line 9 of Algorithm 1, a child node $p$ of $q$ is chosen heuristically. This choice is based on the scores of the nodes which are calculated by processing the nodes in the subtree rooted at $q$ in a bottom-up manner. First the scores of the
leaves in this subtree are computed. This is followed by the score evaluation of the internal nodes in the subtree. The score of a non-leaf node depends on the scores of its children. The score of a node reflects the potential size of the ADS that will be eventually formed if that node is decided to be used in the ADS to be formed.

When the score of an output node $q$ is computed based on the scores of its children, since we have the control over the input to be chosen, the child node of $q$ having the minimum score is chosen. However, when the score of an input node $p$ is computed based on the scores of its children, since we do not have the control of the output to be produced, we prepare for the worst and use the maximum score of the children of $p$. A similar approach is in fact also suggested by Hennie (see Chapter 3 of [28]). The process of calculating the scores of the nodes depends on the heuristic used. The details are given in Section 3.1.

Before presenting the algorithm to construct an ADS, we will give some properties of the nodes $L$ and $I$ marked by Algorithm 1. For an output node $q$, consider the path from the root of $T$ to $q$ (including $q$ ). Let $w$ and $v$ be the concatenation of input symbols and output symbols on this path, respectively. We use below the notation $i o(q)$ to refer to the input/output sequence $w / v$.
Proposition 1. Let $q$ be an output node in $T$ and let $i o(q)=w / v$. Then we have $b l(q)=\delta\left(S_{w / v}, w\right)$.

Proof. The proof is trivial by using induction on the depth of $q$.
Proposition 2. $|L|+\sum_{q \in Q}|b l(q)|=|S|$ is an invariant of Algorithm 1 before and after every iteration the while loop.
Proof. Before the first iteration, $|L|=0$ and $Q$ only has the root node $q_{0}$ for which we have $b l\left(q_{0}\right)=S$. In an iteration of the algorithm, an output node $q$ is removed from $Q$ and a child (input) node $p$ of $q$ is selected. It is sufficient to observe two facts. First, each state $s \in b l(q)$ is represented by a state $s^{\prime} \in b l\left(q^{\prime}\right)$ where $q^{\prime}$ is a child of $p, s^{\prime}=\delta(s, \operatorname{in}(p))$ and $\operatorname{out}\left(q^{\prime}\right)=\lambda(s, i n(p))$. Second, no two states $s_{1}, s_{2} \in b l(q)$ can be represented by the same state $s^{\prime}$ in the same child $q^{\prime}$, since $i n(p)$ is a valid input for the states in $b l(q)$. Therefore, when we consider all children $q^{\prime}$ of $p$, we have $\sum_{q^{\prime}}\left|b l\left(q^{\prime}\right)\right|=|b l(q)|$. Those children $q^{\prime}$ of $p$ with $\left|b l\left(q^{\prime}\right)\right|=1$ are included in $L$, and those children $q^{\prime}$ of $p$ with $\left|b l\left(q^{\prime}\right)\right|>1$ are included in $Q$. Hence the result follows.

Proposition 2 implies the following result, since when Algorithm 1 terminates we have $Q=\emptyset$.

Corollary 1. When Algorithm 1 terminates, $|L|=|S|$.
Proposition 3. Let $q$ be an output node in $T$ with $|b l(q)|=1$, and let $w / v=$ $i o(q)$. There exists a unique state $s \in S$ such that $\lambda(s, w)=v$.

Proof. Suppose $s$ and $s^{\prime}$ are two distinct states such that $\lambda(s, w)=\lambda\left(s^{\prime}, w\right)=v$. By Proposition 1, we would then have $\delta(s, w)$ and $\delta\left(s^{\prime}, w\right)$ in $b l(q)$. Since $|b l(q)|=$ 1 , this implies $\delta(s, w)=\delta\left(s^{\prime}, w\right)$. This is not possible since at each step a valid input is applied, therefore no two states can be merged into a single state.

Algorithm 2 describes how an ADS can be constructed based on the partial EST $T$, the set of marked nodes $L$ and $I$ in $T$ by Algorithm 1. Note that at line 6 of Algorithm 2, $S_{w / v}$ is claimed to be a singleton, which is guaranteed by Proposition 3. In order to show that $\mathcal{A}$ which is generated by Algorithm 2 is an ADS, we also prove the following.

Proposition 4. The leaves of $\mathcal{A}$ constructed by Algorithm 2 is labeled by distinct states.

Proof. Assume that there are two leaf nodes $q_{1}^{\prime}$ and $q_{2}^{\prime}$ in $\mathcal{A}$ such that they are both labeled by the same state $s$. Let $q_{1}$ and $q_{2}$ be the leaf (output) nodes in $T$ that correspond to $q_{1}^{\prime}$ and $q_{2}^{\prime}$. Let $w_{1} / v_{1}$ and $w_{2} / v_{2}$ be the input/output sequences $i o\left(q_{1}\right)$ and $i o\left(q_{2}\right)$. In this case, we would have $\lambda\left(s, w_{1}\right)=v_{1}$ and $\lambda\left(s, w_{2}\right)=v_{2}$. However, this is not possible since $M$ is deterministic.

Theorem 1. $\mathcal{A}$ constructed by Algorithm 2 is an $A D S$.
Proof. $\mathcal{A}$ has $n=|S|$ leaves as implied by Corollary 1. We will argue that $\mathcal{A}$ satisfies the conditions of Definition 1. Condition (i) is satisfied as shown by Proposition 4. Condition (ii) and Condition (iii) are easily satisfied due to the construction in Algorithm 2. Condition (iv) is satisfied due to the fact that in $T$, for an input node $p$, each child $q$ of $p$ has a distinct output symbol out $(q)$. Lines $5-8$ of Algorithm 2, assign the label of leaves in such a way that Condition (v) is satisfied (see Proposition 3).

### 3.1 Heuristics

We use different heuristic approaches to minimize the size of ADSs with respect to two different metrics, which are minimizing the height and minimizing the external path length of the ADS.

As mentioned above, the score of a node $q$ in the partial EST constructed so far is an estimation of the size of the ADS that will be formed by using a child of $q$ in ADS. Let $d(q)$ be the depth of $q$ in the partial EST and $v(q)$ be the score of $q$. We also keep track of another information, $z(q)$. It is the number of singleton output nodes in the winner subtrees under $q$ in the current partial EST, and used to break the ties as explained below.

Let us consider a leaf node $q$, where $|b l(q)|=1$. This is in fact a leaf node also in the complete EST. For such leaf nodes, we set $v(q)=d(q)$ and $z(q)=1$. However, for a leaf node $q$ in the current partial EST with $|b l(q)|>1$, we set $z(q)=0$. Although $q$ is currently a leaf node in the partial EST, if we were to $\operatorname{expand} q$, there will appear a subtree under $q$. In order to take into account the size of the subtree rooted at $q$ (without actually constructing this subtree), we need to estimate the size of the subtree under $q$. Note that $b l(q)$ is the set of states yet to be distinguished from each other.

We consider two different metrics as the size of an ADS: height or external path length. Depending on the objective, we estimate the size of the subtree

```
Algorithm 2: Construct an ADS
    Input: The partial EST \(T\), the set of marked nodes \(L\) and \(I\) by Algorithm 1
    Output: An ADS \(\mathcal{A}\)
    begin
        // Construct and label the internal nodes of \(\mathcal{A}\)
        foreach node \(p \in I\) do
            Construct an internal node \(p^{\prime}\) in \(\mathcal{A}\)
            Label \(p^{\prime}\) by in \((p)\)
        // Construct and label the leaf nodes of \(\mathcal{A}\)
        foreach node \(q \in L\) do
            Let \(w / v=i o(q)\)
                Let \(s\) be the state such that \(\{s\}=S_{w / v}\)
                Construct a leaf node \(q^{\prime}\) in \(\mathcal{A}\)
                Label \(q^{\prime}\) by \(s\)
        // Construct the edges to the leaves
        foreach leaf node \(q^{\prime} \in \mathcal{A}\) do
                Let \(q\) be the corresponding node of \(q^{\prime}\) in \(T\)
                Let \(p\) be the parent of \(q\) in \(T\)
                Let \(p^{\prime}\) be the corresponding node of \(p\) in \(\mathcal{A}\)
                Insert an edge between \(p^{\prime}\) and \(q^{\prime}\) with the label out \((q)\)
        // Construct the remaining edges
        foreach internal node \(p^{\prime} \in \mathcal{A}\) do
            Let \(p\) be the corresponding node of \(p^{\prime}\) in \(T\)
            if \(p\) has a grandparent in \(T\) then
                    // except the root of \(\mathcal{A}\)
                    Let \(q\) be the parent of \(p\) in \(T\)
                    Let \(r\) be the parent of \(q\) in \(T\)
                    Let \(r^{\prime}\) be the corresponding node of \(p\) in \(\mathcal{A}\)
                    Insert an edge between \(p^{\prime}\) and \(r^{\prime}\) with the label out \((q)\)
```

that would appear under a (yet to be processed) output node $q$ in different ways. While minimizing for height, we use two different heuristic functions $\mathcal{H}_{U}$ : $\mathcal{O} \rightarrow \mathbb{R}^{+}$and $\mathcal{H}_{L Y}: \mathcal{O} \rightarrow \mathbb{R}^{+}$. Similarly, while optimizing for external path length, we use heuristic functions $\mathcal{L}_{U}: \mathcal{O} \rightarrow \mathbb{R}^{+}$and $\mathcal{L}_{L Y}: \mathcal{O} \rightarrow \mathbb{R}^{+}$.

For an FSM with $n$ states the height of an ADS is bounded above by $n(n-$ 1)/2 [23]. We use this bound for heuristic functions $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$ in the following way. The score of node $q$ with respect to function $\mathcal{H}_{U}$ is given as

$$
\mathcal{H}_{U}(q)=d(q)+|b l(q)|(|b l(q)|-1) / 2
$$

where $d(q)$ is the depth of $q$. On the other hand, function $\mathcal{L}_{U}$ multiplies the number of states with the expected height of the subtree to approximate the expected external path length. That is

$$
\mathcal{L}_{U}(q)=(d(q)+|b l(q)|(|b l(q)|-1) / 2)|b l(q)|
$$

As another estimation method for the size of the subtree to appear under an output node $q$, one can use LY algorithm to construct an ADS for the states in $b l(q)$. The heuristic functions $\mathcal{H}_{L Y}$ and $\mathcal{L}_{L Y}$ use this idea. Let $A^{\prime}$ be the ADS computed by LY algorithm for the states in $b l(q)$, and let $h\left(A^{\prime}\right)$ and $l\left(A^{\prime}\right)$ be the height and the external path length of $A^{\prime}$. Then the heuristic functions $\mathcal{H}_{L Y}$
and $\mathcal{L}_{L Y}$ are defined as

$$
\begin{aligned}
& \mathcal{H}_{L Y}(q)=d(q)+h\left(A^{\prime}\right) \\
& \mathcal{L}_{L Y}(q)=d(q)|b l(q)|+l\left(A^{\prime}\right)
\end{aligned}
$$

At line 9 of Algorithm 1, for the output node $q$ being processed in that iteration, an input node $p$ which is a child of $q$ is chosen. Let $T^{\prime}$ refer to the subtree rooted at $q$ in the partial EST at this point. While choosing the child input node $p$ to be used, the scores of the nodes in $T^{\prime}$ are calculated in a bottom up manner. First, for each (current) leaf node $q^{\prime}$ (which is an output node) in $T^{\prime}, v\left(q^{\prime}\right)$ is assigned by using one of the heuristic functions $\left(\mathcal{H}_{U}\left(q^{\prime}\right)\right.$ or $\mathcal{H}_{L Y}\left(q^{\prime}\right)$ for height optimization, and $\mathcal{L}_{U}\left(q^{\prime}\right)$ or $\mathcal{L}_{L Y}\left(q^{\prime}\right)$ for external path length optimization) and $z\left(q^{\prime}\right)$ is assigned. The score of the remaining nodes in $T^{\prime}$ are based on the scores of its children and are calculated as follows.

When minimizing for height, for an input node $p^{\prime}, v\left(p^{\prime}\right)$ is set to the maximum score of its children and $z\left(p^{\prime}\right)$ is set to the sum of singleton scores of its children. For an output node $q^{\prime}, v\left(q^{\prime}\right)$ is set to the minimum score of its children, and $z\left(q^{\prime}\right)$ is set to the $z($.$) value of the winner child. When minimizing for external path$ length, for an input node $p^{\prime}, v\left(p^{\prime}\right)$ and $z\left(p^{\prime}\right)$ is set to the sum of the scores of its children. For an output node $q^{\prime}$ on the other hand, $v\left(q^{\prime}\right)$ is set to the minimum score of its children and $z\left(q^{\prime}\right)$ is set to the $z($.$) value of the winner child. Note$ that, there may be ties during this process when we attempt to take minimum or maximum. Among the nodes achieving the same minimum/maximum, the tie is first tried to be broken by maximizing the number of singleton values $(z()$.$) .$ If there is still a tie, this is broken randomly.

## 4 Experiments

We generated two test suites, TS1 and TS2. In each test suite, we have 6 classes of FSMs. Each class contains 100 FSMs. Thus the number of FSMs used in these experiments is $600(\mathrm{TS} 1)+600(\mathrm{TS} 2)=1200$. In TS1, the state and input/output alphabet cardinalities of the classes are $(30,4 / 4),(30,8 / 8),(30,16 / 16),(60,4 / 4)$, $(60,8 / 8)$ and $(60,16 / 16)$. TS1 is used to see the effect of the changes in the input/output alphabet cardinalities. For these experiments, the value of the lookahead parameter $k$ is set to 1 .

In order to see the effect of the changes in the number of states and the value of the lookahead parameter $k$, we use the FSMs in TS2. In TS2, the input/output alphabet cardinalities are fixed to $(2 / 2)$ and the state cardinalities of the classes are $\{25,30, \ldots, 50\}$. For these experiments, the value of $k$ varies between 1 and 3. Note that while computing an ADS for an FSM $M$, our heuristic reduces to the brute-force approach when $k$ is greater than or equal to the height of the minimum ADS of $M$. Hence for such FSMs, our heuristic actually gives exact results. In order to see the effect of the parameter $k$, we need to have FSMs such that the height of the minimum ADS is larger than the maximum $k$ value used in the experiments. Note that, even for the smallest number of states used in TS2 $(n=25)$, the height of the minimum ADS cannot be smaller than $\log _{2} 25>4$.

### 4.1 FSM Generation

We randomly generated FSMs using the tool utilised in [15, 29]. To construct an FSM $M$, first, for each input $x$ and state $s$ we randomly assign the values of $\delta(s, x)$ and $\lambda(s, x)$. If $M$ is strongly connected ${ }^{2}$, is minimal, and has an $\mathrm{ADS}^{3}, M$ is included into the test suite. Otherwise, it is discarded. We use Intel Xeon E51650 @3.2-GHZ CPU with 16 GB RAM to carry out these tests. We implemented proposed algorithm, LY algorithm and the brute-force algorithm using C++ and compiled them using Microsoft Visual Studio .Net 2012 under 64 bit Windows 7 operating system.

### 4.2 Evaluation

In order to evaluate the relative performance of different approaches, we compute the ADSs using the proposed algorithm with heuristic functions $\mathcal{H}_{U}, \mathcal{L}_{U}, \mathcal{H}_{L Y}$ and $\mathcal{L}_{L Y}$. Also for each FSM we compute an ADS by using LY and brute-force algorithms. The brute-force algorithm (BF) is described in [26]. BF algorithm constructs EST to a depth that is sufficient to form an ADS. Therefore it is an exponential time algorithm.

In the following sections we present the results of our experimental study. We explain below the measures that we use to compare the relative performance of the algorithms. Here, $A$ refers to the heuristics used (i.e. $A$ is one of $\mathcal{H}_{U}, \mathcal{L}_{U}, \mathcal{H}_{L Y}$ and $\left.\mathcal{L}_{L Y}\right)$. We use size to refer to the height or the external path length, depending on the objective of the minimization. For example, for a given FSM $M$, if we are considering heights, $\operatorname{size}\left(\mathcal{H}_{L Y}(M)\right)$ is the height of the ADS computed by $\mathcal{H}_{L Y}$, size $(L Y(M))$ is the height of the ADS computed by LY algorithm, and size $(B F(M))$ is the height of the ADS computed by BF algorithm. In this case, $\mathcal{G}_{1}\left(\mathcal{H}_{L Y}, M\right)$ gives the percentage decrease in the height of the ADS computed by $\mathcal{H}_{L Y}$ compared to the height of the ADS computed by LY algorithm. Therefore, higher $\mathcal{G}_{1}$ values indicate a better performance of the heuristics over LY algorithm.

Similarly, $\mathcal{G}_{2}\left(\mathcal{H}_{L Y}, M\right)$ gives the percentage decrease in the height of the ADS constructed by BF algorithm compared to the height of the ADS constructed by $\mathcal{H}_{L Y}$. Therefore, lower $\mathcal{G}_{2}$ values indicate a better performance of the heuristics, approaching to the optimal values computed by BF algorithm.

Finally, time $(L Y(M))$ and time $(A(M))$ are used to denote the time required to compute an ADS by LY and a heuristics, respectively. Although, we compare the height and external path length performance with respect to BF , we only compare the time performance of our heuristics with respect to LY algorithm. This is because, for large FSMs, the exponential BF algorithm will take too much time and will be impractical.

[^1]\[

$$
\begin{aligned}
& \mathcal{G}_{1}(A, M)=\frac{\operatorname{size}(L Y(M))-\operatorname{size}(A(M))}{\operatorname{size}(L Y(M))} \times 100 \\
& \mathcal{G}_{2}(A, M)=\frac{\operatorname{size}(A(M))-\operatorname{size}(B F(M))}{\operatorname{size}(A(M))} \times 100 \\
& \mathcal{T}(A, M)=\frac{\operatorname{time}(L Y(M))-\operatorname{time}(A(M))}{\operatorname{time}(L Y(M))} \times 100
\end{aligned}
$$
\]

A positive $\mathcal{T}$ value for a heuristic means that the heuristic computes an ADS faster than LY algorithm. Hence higher $\mathcal{T}$ values are better.

### 4.3 Results

The effect of the value of the lookahead parameter $\boldsymbol{k}$ We discuss the effect of the lookahead distance, i.e. the value of the parameter $k$ used in Algorithm 1, by using the experimental results given in Table 1. As expected, higher values of $k$ yield a better performance since the heuristics look further into the EST tree to be generated. The results of the measure $\mathcal{G}_{1}$ is directly proportional, and the results of the measure $\mathcal{G}_{2}$ are inversely proportional to $k$. That is, as the value of parameter $k$ increases, regardless to the heuristic function used, the algorithm produces cheaper ADSs than the LY algorithm. Moreover the results suggest that the difference between the ADS costs constructed by the proposed heuristics and the BF algorithm reduces as $k$ increases. However, the time needed to compute ADSs increases with the values of $k$. Therefore these experiments reveal that increasing the value of $k$, improves the quality of the results at the expense of increased running times.

The effect of the number of states Again using the results given in Table 1, we see that the results of the measure $\mathcal{G}_{1}$ increase with the number of states, especially for higher values of $k$ regardless to the heuristic function used. Therefore we deduce that the performance of all heuristic functions (compared to the performance of LY algorithm) increases as the number of states increases. Note that as the number of states increases, the height and the external path length of optimal ADSs also increase. For such ADSs, our lookahead algorithms start to perform even better compared to LY algorithm, since for such ADSs the information provided by the lookahead algorithms becomes more effective in guiding the search.

On the other hand, the results of the measure $\mathcal{G}_{2}$ also increase with the number of states. This implies that as the number of states increases the costs of the ADSs computed by proposed heuristics diverge from the costs of optimal ADSs computed by the BF. This is also expected, since for a constant $k$ value, as the height of minimum ADSs increases (which is the case when the number of states increases), the effectiveness of looking $k$ steps ahead reduces.

In terms of measure $\mathcal{T}$, we surprisingly see that, heuristics using approximation (i.e. $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$ ) are faster than LY algorithm. Importantly, the values of measure $\mathcal{T}$ are directly proportional to the number of states for $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$.

Note that, FSMs in TS2 has two input symbols only. Therefore, $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$ have to consider only two different input symbols. As the number of input symbols increase, $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$ will start to get slower, as also supported by our discussion given below for the effect of the number of input/output symbols on the performance of the heuristics.

The heuristic functions that use LY algorithm (i.e. $\mathcal{H}_{L Y}$ and $\mathcal{L}_{L Y}$ ) are the slowest approaches and the values of the measure $\mathcal{T}$ are indirectly proportional to the number of states. This is quite expected, since these heuristics already use LY algorithm many times during their execution.

The effect of the size of the input/output alphabet In order to see the effect of the size of the input/output alphabet, we performed experiments using FSMs in TS1 and by setting $k=1$. The results of the experiments are given in Table 2. We observe that as the input/output alphabet cardinalities increase, the performance of the heuristics improve with respect to both $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ measures. The reason for this performance increase is that, when there are more input symbols, the search space of our heuristics also increases, which allow heuristics to pick a better option. However, this comes with the cost of increased running time, as the $\mathcal{T}$ measure rows in Table 2 display.

The effect of the heuristic used $\mathcal{L}_{U}$ and $\mathcal{H}_{U}$ are better in their time performances over $\mathcal{L}_{L Y}$ and $\mathcal{H}_{L Y}$. For both height and external path length minimization, the heuristics based on approximation (i.e. $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$ ) show a similar performance to the other heuristics based on LY algorithm (i.e. $\mathcal{H}_{L Y}$ and $\mathcal{L}_{L Y}$ ), regardless of the number of states and the value of $k$.

Based on these results, the heuristics $\mathcal{H}_{U}$ and $\mathcal{L}_{U}$ can be preferred over the heuristics $\mathcal{H}_{L Y}$ and $\mathcal{L}_{L Y}$.

## 5 Discussions and Conclusions

In this paper we propose a lookahead-based algorithm for constructing reduced cost ADSs. Since an ADS is a tree, we consider the height and the sum of all paths from the root to the leaves (external path length) as the cost of an ADS. The proposed method uses a tree (called EST) to lookahead while constructing an ADS. The construction of the tree is flexible and allows a trade of between the cost of the ADS and the time required to construct the ADS by changing the value of the lookahead parameter. Based on the objective of the minimization (height or external path length), the proposed algorithm uses different heuristic functions.

We perform experimental study to evaluate the different heuristics used by the proposed algorithm and compare it to the optimal solutions. The results indicate that the proposed algorithm tends to construct optimum ADSs as we increase the value of the lookahead parameter. This is natural, since as the lookahead parameter value increases, our algorithm approaches to the brute
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force algorithm, hence the time requirement of our algorithm also increases. However, even with small lookahead parameter values, we efficiently construct ADSs smaller than those constructed by LY algorithm. In some cases, we observe that we can construct smaller ADSs faster than LY algorithm.

As a future work, we are planing to extend the experiments for larger FSMs. Moreover an evaluation is required to see the effect of using reduced ADSs for constructing test sequences. Finally, it would be interesting to extend this work to non-deterministic FSMs.
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[^0]:    ${ }^{1}$ Although the upper bound on PDS length is exponential, test generation takes polynomial time if there is a known PDS.

[^1]:    ${ }^{2} M$ is strongly connected if for any pair $\left(s, s^{\prime}\right)$ of states of $M$, there exists an input sequence $w$ such that $\delta(s, w)=s^{\prime}$.
    ${ }^{3}$ Existence check for an ADS can be performed in $O(m n \log n)$ time [23].

