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Abstract. The use of search algorithms requires the definition of a fitness func-

tion that guides the algorithms to find an optimal solution. The definition of a 

fitness function may require the use of a normalization function for various 

purposes such as assigning equal importance to various factors constituting a 

fitness function and normalizing only one factor of a fitness function to give it 

less/more importance than the others. In our previous work, we defined various 

branch distance functions (a commonly used heuristic in the literature at the 

code-level) corresponding to the constructs defined in the Object Constraint 

Language (OCL) to solve OCL constraints to generate test data for supporting 

automated Model-Based Testing (MBT). The definition of several of these dis-

tance functions required the use of a normalization function. In this paper, we 

extend the empirical evaluation reported in one of the works in the literature 

that compares the impact of using various normalization functions for calculat-

ing branch distances at the code-level on the performance of search algorithms.  

The empirical evaluation reported in this paper assesses the impact of the 

commonly used normalization functions for the branch distance calculation of 

OCL constraints at the model-level. Results show that for one of the newly 

studied algorithms Harmony Search (HS) and Random Search (RS), the use of 

the normalization functions has no impact on the performance of the search. 

However, HS achieved 100% success rates for all the problems, where RS ob-

tained very poor success rates (less than 38%). Based on the results, we con-

clude that the randomness in creating a solution in search algorithms may mask 

the impact of using a normalization function.     

Keywords: OCL; Search Algorithm; Test data; Model-Based Testing, Empiri-

cal evaluation 

1 Introduction 

The Object Constraint Language (OCL) is a commonly used language to specify con-

straints on the Unified Modeling Language (UML) for various applications, such as 

supporting Model-Based Testing (MBT) [1, 2] and automated code generation [3]. In 

the context of MBT, a typical purpose of solving constraints is to generate test data 

for automated generation of executable test scripts from models. In our previous work 



[4], to solve OCL constraints on models for automated test data generation, we de-

fined a set of novel heuristics for various OCL constructs. Some of these heuristics 

require the use of a normalization function, which is proposed in [4]. In this paper, we 

empirically evaluate the impact of two commonly used normalization functions in the 

literature on the performance of various search algorithms for solving OCL con-

straints for test data generation. The main motivation of this empirical evaluation is to 

assess if the use of a particular normalization function can improve the performance 

of solving OCL constraints for test data generation. Studying the impact of the nor-

malization functions on the performance of search algorithms is important since any 

improvement in the efficiency of test data generation in our application of industrial 

MBT is appreciated. 

Based on the above motivation, we conducted an empirical evaluation to assess the 

impact of the two commonly used normalization functions reported in [5, 6] on the 

performance of various search algorithms to solve OCL constraints. The differences 

of this paper from the one reported in [5, 6] are as follows: 1) We evaluate the use of 

the normalization functions on heuristics defined on model-level constraints as com-

pared to the code-level branches reported in [5, 6]; 2) We empirically evaluated in 

total five search algorithms:  Genetic Algorithm (GA) and Random Search (RS)—two 

algorithms that have been evaluated in [5, 6], and the other three algorithms (Alternat-

ing Variable Method (AVM), (1+1) Evolutionary Algorithm (EA), and Harmony 

Search (HS) [7]) which are newly evaluated in this paper. 

Based on our empirical evaluation, we observed that the extent of the randomness 

consideration in generating a solution may mask the effect of using a particular nor-

malization function. For HS and RS, where the extent of the randomness considera-

tion of generating a solution is higher than the other three algorithms we studied, the 

effect of using a particular normalization function on performance of search is 

masked. However, HS achieved 100% success rate, whereas RS achieved low success 

rates (37%). Therefore, HS is recommended for solving OCL constraints when com-

bined with any of the normalization function. 

The rest of the paper is organized as follows. Section 2 presents the background 

necessary to understand the rest of the paper. Section 3 presents our empirical evalua-

tion. Section 4 reports threats to validity of the empirical evaluation. Section 5 pro-

vides the related work and Section 6 concludes the paper. 

2 Background 

In this section, we briefly provide some information required to understand the rest of 

the paper. Section 2.1 provides a brief introduction to our existing work on test data 

generation from OCL constraints to provide the context in which the two normaliza-

tion functions are evaluated. Section 2.2 presents the two commonly used normaliza-

tion functions in search-based software engineering (SBSE), whereas Section 2.3 

provides a brief introduction to Harmony Search (HS) since it is new to SBSE. 



2.1 Test Data Generation from OCL Constraints 

In our previous work [4], we proposed and assessed novel heuristics for the applica-

tion of search-based techniques, such as Genetic Algorithms (GAs), (1+1) Evolution-

ary Algorithm (EA), and Alternating Variable Method (AVM), to generate test data 

from OCL constraints. A search-based test data generator (EsOCL) was implemented 

in Java and was evaluated on an industrial case study in addition to the empirical 

evaluation of each proposed heuristics using several artificial problems.  

To guide the search for test data that satisfy OCL constraints, a heuristic tells ‘how 

far’ input data are from satisfying the constraint. For example, let us say we want to 

satisfy the constraint x=0, and suppose we have two data inputs: x1:=5 and 

x2:=1000. Both inputs x1 and x2 do not satisfy x=0, but x1 is heuristically closer to 

satisfy x=0 than x2. A search algorithm would use such a heuristic as a fitness func-

tion, to reward input data that are closer to satisfy a target constraint. 

To generate test data to solve OCL constraints, we used a fitness function that was 

adapted from work done for code coverage (e.g., for branch coverage in C code [8]). 

In particular, we used the a fitness function so called branch distance (a function d()), 

as defined in [8]. The function d() returns 0 if the constraint is  solved (an OCL con-

straint evaluates to true), a value k if the constraint evaluates to undefined (a special 

case for OCL that makes it three-valued logic for writing constraints [4]); otherwise a 

positive value (greater than 0 and less than k) that heuristically estimates how far the 

constraint was from being evaluated to be true. As for any heuristic, there is no guar-

antee that an optimal solution (e.g., in our case, input data satisfying constraints) will 

be found in a reasonable period of time. Nevertheless, many successful results have 

been reported in the literature for solving various software engineering problems by 

applying heuristic based approaches [9]. In cases where we wanted a constraint to be 

evaluated to be false, we simply negated the constraint and find data for which the 

negated constraint evaluates to true. For example, if we want to prevent firing a 

guarded transition in a state machine, we can simply negate the guard and find data 

for the negated guard. We defined various novel heuristics for calculating branch 

distances for various constructs and operations defined in OCL such as includes(), 

oclInState(), and forAll() [4] and due to space limitations we cannot provide details 

about them in this paper. The interested readers may consult the relevant reference [4] 

for more details.  

2.2 Normalization Functions 

A normalization function is commonly used in the branch distance calculation (a 

commonly used heuristic [8]) to normalize a branch distance value within range [0, 

1]. The minimum value of the branch distance, i.e., 0 is known; however the maxi-

mum value for the branch distance is not known and thus it is important to normalize 

the branch distance in the range [0, 1].  

In SBSE, the following two normalization functions are commonly used: 



𝑁1(𝑥) =
𝑥

𝑥+𝛽
  … (1) 

𝑁2(𝑥) = 1 − 𝛼−𝑥 … (2) 

In the above functions, α >1 and β > 0 and in the literature a typical value of α = 

1.001 is used  [5, 6]. Both of the above functions maintain the order of inputs with 

outputs, i.e., a higher value of input to the normalization functions will output a high-

er value of the branch distance [5, 6]. Also notice that branch distance values are al-

ways greater than or equal to 0, and the minimum value x=0 will produce N1(0) = 0 

and N2(0) = 0.  

2.3 Harmony Search 

Harmony Search (HS) [10] is a meta-heuristic music-inspired algorithm for global 

optimization.  Music is produced by a group of musicians (variables) together, where 

each musician produces a note (value) to find a best harmony (global optimal solu-

tion). To explain how HS works, considering we have a set of decision variables V = 

{v1, v2, .., vn}, HS starts search with Harmony Memory (HM) consisting of a set of 

randomly generated solutions (i.e., HM = {s1, s2, .., sm}) where each si consists of 

randomly generated values for v1, v2, .., vn. To create a new solution, each variable in 

V is set to a value from one of the solutions in HM with a probability Harmony 

Memory Consideration Rate (HMCR) and an additional modification to the selected 

value with Pitch Adjusting Rate (PAR). Otherwise, the variable is set to a random 

value. This case is referred to as random consideration with a probability of (1-

HMCR) [10]. If the newly created solution has better fitness than the worst solution in 

HM, then it is replaced with the new solution. The process of creating new solutions 

continues until the termination criteria are met. On reaching the termination criteria, 

the solution with the best fitness from HM is selected. More details of the algorithm 

can be found in [10]. 

3 EMPIRICAL EVALUATION 

In this section, we will provide an empirical evaluation based on various artificial 

problems (Table 6) to evaluate the two normalization functions (Section 2.2). 

3.1 Experiment Design 

To empirically evaluate whether the normalization function N1 really improves the 

performance of a search algorithm as compared to N2, we carefully defined artificial 

problems to evaluate each heuristic that requires a normalization function. Based on 

this criterion, we defined eight artificial problems (Table 6). The model we used for 

the experiment consists of a very simple class diagram with one class X, which has 

two attributes x and y of type Integer. We populated 10 objects of class X. The use of 

a single class with 10 objects was sufficient to create complex constraints since  the 



overall solution space of each constraint is very small.  

In our experiments, we compared four search algorithms: AVM, HS, GA, (1+1) 

EA, and used RS as a comparison baseline to assess the difficulty of the addressed 

problems [11]. AVM was selected as a representative of local search algorithms. HS 

[7] is a music-inspired algorithm, which is not commonly used in SBSE. GA was 

selected since it is the most commonly used global search algorithm in SBSE [11]. 

(1+1) EA is simpler than GAs, but in our previous works we found that it can be more 

effective for software testing problems (e.g., see [4, 12, 13]). For GA, we set the pop-

ulation size to 100 and the crossover rate to 0.75, with a 1.5 bias for rank selection. 

We use a standard one-point crossover, and mutation of a variable is done with the 

standard probability p = 1/n, where n is the number of variables.  For HS, we used the 

most commonly used parameter settings, which are Harmony Memory Size (HMS) of 

5, HMCR of 0.9, and PAR of 0.4 [10]. 

In this experiment, we address the following research questions: 

RQ1: Is there any impact of using the two normalization functions on the perfor-

mance of a search algorithm? 

RQ2:  What are the differences in terms of the performance of the algorithms when 

using N1 and N2? 

To compare the algorithms for N1 and N2 (RQ1), we followed the guidelines de-

fined in [11, 14], which recommends a number of statistical procedures to assess ran-

domized test strategies. First, we calculated the success rate for each algorithm, which 

is defined as the number of times that a solution was found out of the total number of 

runs (100 in this case). These success rates were then compared using the Fisher Ex-

act test (with a significance level of 0.05), quantifying the effect size using an odds 

ratio with a 0.5 correction. We chose the Fisher Exact test since for each run of algo-

rithms the result is binary, i.e., either the result is ‘found’ or ‘not found’. This is exact-

ly the condition for which the Fisher’s exact test is defined. In addition to statistical 

significance, we used odds ratio as the results of our experiments are dichotomous. A 

value greater than 1 means that N1 has more chance of success as compared to N2, 

whereas a value of 1 means no difference.  

When the difference between the success rates of N1 and N2 were not significant 

for an algorithm, we further compared the number of iterations taken by the algorithm 

for N1 and N2 to solve the problems. For this purpose, we used Mann-Whitney U-test 

[10] at a significance level of 0.05. In addition, we report effect size measurements 

using Vargha and Delaney’s Â12 statistics, which is a non-parametric effect size 

measure. In our context, the value of Â12 tells the probability for N1 to find a solu-

tion in less number of iterations than N2. This means that higher the value of Â12 

than 0.5, the higher the chance that N1 will take lesser iterations to find a solution 

than N2. If N1 and N2 are equal then the value of Â12 is 0.5. In Table 1-Table 5, 

results for Mann-Whitney U-test and Â12 are only shown when the differences are 

not significant based on success rates. For RQ2, we used the same statistics except 

that instead of N1 and N2, we compared two algorithms. 

 
 

 

 



Table 1. Results for N1 vs. N2 for the Five Algorithms* 

 
*S(N1), Success rate with N1, OR: Odds Ratio, MD: Mean Difference (N1-N2) 

S(N1) S(N2) OR p-value MD Â12 p-value

1 0.34 0 104 <0.0001 ₋ ₋ ₋

2 0.53 0 226 <0.0001 ₋ ₋ ₋

3 1 0 40401 <0.0001 ₋ ₋ ₋

4 1 0 40401 <0.0001 ₋ ₋ ₋

5 1 0 40401 <0.0001 ₋ ₋ ₋

6 1 1 1 1 -11 0.495 0.98

7 1 0 40401 <0.0001 ₋ ₋ ₋

8 1 0 40401 <0.0001 ₋ ₋ ₋

Avg. 0.859 0.125 ₋ ₋ ₋ ₋ ₋

1 1 1 1 1 -114 0.450 0.97

2 1 1 1 1 -18 0.497 0.71

3 1 1 1 1 39 0.513 0.99

4 1 1 1 1 -17 0.495 0.95

5 1 1 1 1 81 0.498 0.80

6 1 1 1 1 0 0.5 1

7 1 1 1 1 37 0.515 0.83

8 1 1 1 1 218 0.539 0.25

Avg. 1 1 ₋ ₋ ₋ ₋ ₋

1 1 0.82 45 <0.0001 ₋ ₋ ₋

2 1 0.24 628 <0.0001 ₋ ₋ ₋

3 0.97 0.31 61 <0.0001 ₋ ₋ ₋

4 1 0.27 537 <0.0001 ₋ ₋ ₋

5 1 0.22 701 <0.0001 ₋ ₋ ₋

6 1 1 1 1 0 0.50 1

7 1 0.39 313 <0.0001 ₋ ₋ ₋

8 1 0.8 51 <0.0001 ₋ ₋ ₋

Avg. 0.996 0.506 ₋ ₋ ₋ ₋ ₋

1 0 0 ₋ ₋ ₋ ₋ ₋

2 0.44 0.98 0.02 <0.0001 ₋ ₋ ₋

3 0.29 0.27 1.10 0.87 118 0.567 0.05

4 0.32 0.39 0.74 0.37 15 0.508 0.79

5 0 0 ₋ ₋ ₋ ₋ ₋

6 1 1 1 1 0 0.50 1

7 0.41 0.31 2 0.18 21 0.52 0.82

8 0 0 1 1 ₋ ₋ ₋

Avg. 0.308 0.369 ₋ ₋ ₋ ₋ ₋

1 1 0.89 26 <0.0001 ₋ ₋ ₋

2 1 1 1 1 37 0.51 0.92

3 1 1 1 1 -29 0.48 0.98

4 1 1 1 1 30 0.50 0.99

5 0.55 0.14 7 <0.0001 ₋ ₋ ₋

6 1 1 1 1 0 0.50 1

7 1 1 1 1 -75 0.48 0.60

8 1 0.89 26 <0.0001 ₋ ₋ ₋

Avg. 0.944 0.865 ₋ ₋ ₋ ₋ ₋

P#
# IterationsSuccess Rate

AVM

GA

HS

1+1(EA)

RS

Algo



3.2 Experiment Execution 

We executed the five algorithms 100 times with both N1 and N2 for the eight prob-

lems. We let the algorithms run up to 20,000 fitness evaluations on each problem and 

collected data on whether the algorithms found solutions for N1 and N2. We used a 

PC with Intel Core Duo CPU 2.20 GHz with 4 GB of RAM, running Microsoft Win-

dows 7 operating system for the execution of experiment.  

3.3 Experiment Results and Analysis 

In this section, we will answer each of our research questions. 

RQ1: Is there any impact of using the two normalization functions on the per-

formance of a search algorithm? For AVM, we observed that when using N2 for all 

the problems the success rate is 0% (Table 1) except for P6, for which both N1 and 

N2 achieved 100% success rates. For P6, we further compared N1 and N2 based on 

the number of iterations to solve the problem. The results in Table 1 show that N1 

took less number of iterations as MD is -11 but no significant difference identified 

since Â12 value is 0.495 and p-value is 0.98. 

For HS, there were no significant differences in using N1 and N2 in terms of both 

success rates and number of iterations as all the p-values are greater than 0.05.  

For (1+1) EA, N1 is significantly better than N2 except for P6 in terms of success 

rates since all p-values are less than 0.05 and Odds Ratio (OR) values are greater than 

1. For P6, there was no significant difference between N1 and N2 in terms of number 

of iterations (MD=0, Â12=0.5, and p-value=1).  

For RS, there was no significant difference between N1 and N2 except for P6. 

Overall success rates are very low, i.e., 31% for N1 and 37% for N2. For P6, both N1 

and N2 achieved 100% success rates and in terms of the number of iterations there 

was no significant difference between them. 

For GA, for P1, P5, and P8, N1 is significantly better than N2 in terms of success 

rates. For the rest, there was no significant difference between N1 and N2 in terms of 

success rates and the number of iterations.  

Based on the above results, we can answer RQ1 as follows: Using N1 significantly 

improves the performance of AVM and (1+1) EA. For HS using N1 or N2 doesn’t 

have any impact on its performance. For GA, N1 either improves the effectiveness (3 

out of 8 problems) or has no significant difference than N2.  

We observe that for P6 all the algorithms with both N1 and N2 achieved 100% 

success rates since the problem was the easiest one as it can be seen from the fact 

even RS has 100% success rate for P6.  

RQ2: What are the differences in terms of the performance of the algorithms 

when using N1 and N2? In this section, we will compare each pair of the algorithms 

with N1 and N2.  



AVM vs HS. When N1 was applied, HS is significantly better than AVM in terms of 

success rates for P1 and P2 (Table 2) since the OR values are less than 1 and p-values 

are less than 0.05. However, there is no significant difference for the rest of the prob-

lems and thus we further compared these two algorithms in terms of the number of 

iterations (Table 3). Except for P6 and P8, N1 took significantly less number of itera-

tions as Â12 values are less than 0.5 and p-values less than 0.05 (Table 3). For P6, 

there is no significant difference between the two algorithms and for P8 HS took sig-

nificantly more iterations than AVM (Â12=0.81 and p-value<0.05 as shown in Table 

3). For P3, N1 took lesser number of iterations than N2; however the differences are 

not significant (Table 3). We can observe from Table 4 and Table 5 that for N2, HS is 

significantly better than AVM for all the problems except P6, where there is no signif-

icant difference identified between the two algorithms both in terms of success rates 

and number of iterations. 

AVM vs. (1+1) EA. With N1, there is no significant difference for all the problems 

except for P1 and P2, where (1+1) EA is significantly better than AVM in terms of 

success rates (Table 2). As one can observe from Table 3, there is no significant dif-

ference for P3, P6, and P7; For P4 and P5, (1+1) EA took significantly more iterations 

than AVM; For P8, AVM took significantly more iterations than (1+1) EA. As shown 

in Table 4 and Table 5, with N2, (1+1) EA is significantly better than AVM for all the 

problems except for P6, where there is no significant difference between them both in 

terms of success rates and the number of iterations. 

AVM vs. RS.  With N1, except for P2 and P6, AVM is significantly better than RS 

(Table 2). For P2 and P6, in terms of the number of iterations there is no significant 

difference between the two algorithms (Table 3). For N2, RS achieved significantly 

higher success rates for P2, P3, P4, and P7, whereas for P1, P5, and P8 both of the 

algorithms have 0% success rates (Table 4). For P6, there is no significant difference 

in terms of success rates and number of iterations (Table 4 and Table 5).  

AVM vs. GA. With N1, for P1, P2, and P5, GA achieved significantly higher success 

rates than AVM. For the rest, there is no significant difference in terms of success 

rates (Table 2). For these problems, GA took significantly more iterations than AVM 

for P4 and P5, whereas for P8 AVM took significantly more iterations than GA 

(Table 3). There is no significant difference between GA and AVM for P3, P6, and P7 

(Table 3). With N2, GA achieved significantly higher success rates than AVM except 

for P6, for which, as for other algorithms, we didn’t observe any significant difference 

in terms of both success rates and the number of iterations (Table 4 and Table 5). 

HS vs. (1+1) EA. With N1, there is no significant difference in terms of success rates 

(Table 2). However, for P1, P5, and P8, HS took significantly less iterations than 

(1+1) EA (Table 3). For P2, P3, P6, and P7, no significant difference was observed 

between the two algorithms (Table 3). For P4, (1+1) EA took significantly less itera-



tions than HS as shown in Table 3. With N2, HS achieved significantly higher success 

rates for all the problems except for P6 (Table 4 and Table 5). 

HS vs. RS. With N1, HS achieved significantly higher success rates than RS except 

for P6 (Table 2). With N2, HS obtained significantly higher success rates than RS 

except for P2 and P6 (Table 4).  

HS vs. GA. With N1, there is no significant difference between the two algorithms 

except for P5, where HS achieved significantly higher success rates than GA (Table 

2). For the rest of the problems (excluding P5), no significant difference was observed 

in terms of the number of iterations except for P2 where HS took significantly less 

number of iterations than GA (Table 3). With N2, for P1, P5, and P8, HS achieved 

significant higher success rates than GA. For the rest of the problems, where there 

was no significant difference in terms of success rates, we didn’t even observe differ-

ence in terms of the number of iterations (Table 4 and Table 5).  

(1+1) EA vs. RS. With N1, (1+1) EA is significantly better than RS except for P6, 

where there is no significant difference in terms of both success rates and iterations 

(Table 2 and Table 3). With N2 for P1, P5, and P8, (1+1) EA achieved significantly 

higher success rates than RS. For P2, RS obtained higher success rates than (1+1) EA. 

For the rest, there is no significant difference in terms of both success rates and the 

number of iterations (Table 4 and Table 5). 

(1+1) EA vs. GA. With N1, there is no significant difference for all the problems 

except for P5, where (1+1) EA achieved significantly higher success rates (Table 2). 

For P2 and P4, GA took significantly less iterations and vice versa for P1 (Table 3). 

For the rest of the problems, there is no significant difference as shown in Table 3. 

With N2, for P2, P3, P4, and P7, GA achieved significant higher success rates than 

(1+1) EA and for the rest of the problems, there is no significant difference in terms 

of both success rates and the number of iterations (Table 4 and Table 5). 

RS vs. GA. With N1, GA is significantly better than RS in terms of success rates 

except for P6 (Table 2 and Table 3). With N2, GA is significantly better than RS in 

terms of success rates except for P2 and P6, where there were no significant differ-

ences in terms of success rates and iterations (Table 4 and Table 5). 

Overall Conclusion. Based on the results from RQ1 and RQ2, for HS and RS, we 

observed that there was no significant difference in using any of the two normaliza-

tion functions. However, for HS, the success rates with N1 and N2 were both 100%, 

whereas for RS, the success rates were 31% and 37% respectively. One possible ex-

planation of this phenomenon may be due to the extent of the randomness considera-

tion in both of the algorithms in creating a new solution. In case of RS, solutions are 



created randomly and thus the effect of the normalization functions on performance is 

masked since the probability of the randomness for RS is always 1. Similarly for HS, 

there is always (1- HMCR), i.e., 0.1 probability in our context to pick a random value 

(Section 2.3 and Section 3.3). Considering there are n decision variables (n=10 in our 

case as we discussed in Section 3.1), there is roughly a probability of (1-HMCR)n 

randomness in a solution, which in our context equals to 0.110 plus randomness due to 

HMS random solutions in HM. Another possible explanation could be that the excel-

lent performance of HS masked the effect of normalization: it achieved 100% success 

rates for all the problems with no significant difference in terms of the number of 

iterations (Table 1). In case of more complicated problems, it might be possible to 

observe performance difference, when using different normalization functions. We 

will investigate this in the future with more focused experiments. Similarly for RS, its 

performance was consistently low for all the problems and thus difference when ap-

plying the two normalization functions was not visible. 

For (1+1) EA (see [4] for detailed description of how the algorithm works), ran-

domness is only considered in the mutation operator, which mutates each variable in 

the solution with a probability p. Suppose that we have n variables (n=10), then the 

total amount of randomness is roughly: (1/n) n (0.110 in our case). This value is lower 

than the one for RS and HS since HS also introduces more randomness because of 

random solutions in HM (Section 2.3). In case of AVM (see [4] for the detailed de-

scription of the algorithm), considering that there are n decision variables, the extent 

of the randomness consideration in each solution can be roughly calculated as: 
𝑛−1

𝑛
∗

𝑛−2

𝑛
∗. . .∗

1

𝑛
∗ 𝑝𝑛  (

9!

1010
∗ 0.110  in our context). This value is again less as compared 

with the randomness consideration in RS and HS. In summary, RS and HS have 

stronger randomness consideration than (1+1) EA and AVM, which might explain 

why HS and RS were not affected when using different normalization functions. 

However, to further understand this phenomenon, more focused experiments are re-

quired to test the algorithms combined with the normalization functions when given 

various values to parameters (e.g., p). This will be our future work. 

As reported in [5, 6] for GA, when using N1, it achieved significantly better per-

formance than N2. In our context, we however observed partially consistent results as 

what was reported in [5, 6]: as for 3 out of 8 problems (Table 1), N1 showed signifi-

cantly better performance than N2 and for the rest, no difference was observed. In GA 

as we discussed in Section 3.1, the probability of randomness is roughly equivalent to 

pn due to mutation. Considering n=10 in our context, we have a probability of 0.110. 

Notice that this is a rough calculation of the probability of randomness since we 

didn’t account for randomness due to crossover. Since this probability is somewhat 

similar to the probability of randomness in HS, we observed similar results as HS 

since for 5 problems there was no significant difference, when using any normaliza-

tion function in case of GA. However the performance of HS is significantly better 

than GA (Section 3.3). This can be explained based on how the algorithms work as 

discussed in [15]. The main difference between GA and HS is that HS considers all 

existing solutions when generating a new solution, while GA considers only two solu-

tions (parents). This feature increases the flexibility of HS and therefore produces 



better solutions as we observed from our experiment results. 

Based on the above discussion, we can conclude that the extent of the considera-

tion of randomness in an algorithm may affect the use of a particular normalization 

function. This means that higher the randomness consideration in an algorithm in 

generating new solutions, higher the chance that the performance of the algorithm will 

not be impacted by the use of any particular normalization function. Based on these 

observations, we recommend using HS with any of the two normalization functions 

for solving OCL constraints to support MBT, considering that HS achieved 100% 

success rates for all the problems and was not affected by the choice of any of the two 

normalization functions.  

4 THREATS TO VALIDITY 

To reduce construct validity threats, we chose an effectiveness measure: the search 

success rate, which is comparable across all the five search algorithms (AVM, (1+1) 

EA, HS, GA and RS). Furthermore, we used the same stopping criterion for all the 

algorithms, i.e., the number of fitness evaluations. This criterion is a comparable 

measure of efficiency across all the algorithms.  

The most probable conclusion validity threat in experiments involving randomized 

algorithms is due to random variations. To address it, we repeated experiments 100 

times to reduce the possibility that results were obtained by chance. Furthermore, we 

performed Fisher exact tests to compare proportions and determine the statistical sig-

nificance of the results. We chose this test since it is appropriate for dichotomous data 

where proportions must be compared [14], thus matching our situation. To determine 

the practical significance of the results obtained, we measured the effect size using the 

odds ratio of success rates across the search techniques. 

A possible threat to internal validity is that we have experimented with only one 

configuration setting for the (1+1) EA, AVM, HS and GA parameters. However, 

these settings are in accordance with the common guidelines in the literature and our 

previous experience on testing problems. Another threat is the use of fixed values for 

α and β in the normalization functions. Recall that to deal with this, we used the most 

commonly used values for α and β reported in the literature.   

5 RELATED WORK    

To efficiently generate test data for OCL constraints, we previously defined in [4] 

novel heuristics based on branch distance [8] for various OCL constructs and opera-

tions to guide search algorithms including GA, (1+1) EA, and AVM. This is the only 

work in the literature that explores the use of search algorithms for solving OCL con-

straints as we comprehensively compared in [4]. 

Only related work to the empirical evaluation presented in this paper is reported in 

[5, 6], where the two commonly used normalization functions were studied for the 

first time. In this paper, we further enhanced the empirical evaluation reported in  [5, 

6]. The differences of these two works are as follows: 1)  The work reported in this 



paper empirically evaluates the two normalization functions on model-level con-

straints as opposed to branches in code; 2) This work evaluates three other search 

algorithms, i.e., (1+1) EA, AVM and HS. The results of the empirical study reported 

in this paper are partially consistent with the results reported in [5, 6]; however for HS 

we observed that the choice of a normalization function has no impact on its perfor-

mance. 

6 CONCLUSION 

Model-based testing (MBT) offers an automated and systematic alternative to manual 

testing and has shown promising results both in industry and academia. MBT requires 

developing a model of system under test with constraints to support automation of 

e.g., test data generation. In our previous work, we developed a search-based test 

generator (EsOCL) from the Object Constraint Language (OCL) to solve constraints 

on UML state machines to support automated MBT. We defined various heuristics to 

guide search algorithms to efficiently solve OCL constraints to generate test data. 

Several of these heuristics required using one of the commonly used normalization 

functions in the literature. An existing work has evaluated two commonly used nor-

malization functions in search-based software engineering for various search algo-

rithms. In this paper, we further extend this work with more empirical evaluations.  

More specifically, in this paper, we reported an empirical evaluation of two com-

monly used normalization functions in the literature, along with five search algo-

rithms, in the context of solving OCL constraints for supporting automated test data 

generation at the model level. In contrast, the only related work in the literature eval-

uates the same normalization functions in the context of program branches at the 

code-level. In this paper, we evaluated in total five algorithms: Random Search (RS), 

Genetic Algorithm (GA), (1+1) Evolutionary Algorithm, Alternating Variable Meth-

od (AVM) and Harmony Search (HS). We observed that our evaluation results are 

mostly consistent with what was already reported in the existing work except for HS, 

for which we observed that the choice of the two normalization functions doesn’t 

affect its performance. We also provided plausible explanation for this observation: 

the extent of the consideration of randomness in an algorithm might affect the effect 

of a normalization function on the performance of a search algorithm: higher random-

ness consideration leads to higher chance that the performance of an algorithm will 

not be impacted by the use of any particular normalization function. The results also 

show that HS achieved 100% success rates for all the problems and therefore we rec-

ommend HS for solve OCL constraints at the model-level for generating test data, 

when combined with any of the two normalization functions. 
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Appendix A 

Table 2. Results for Success Rates for N1 for Each Pair of Algorithms 

 

Table 3. Results for the Number of Iterations for N1 for Each Pair of Algorithms 

 
 

 

 

 

 

Table 4. Results for Success Rates for N2 for Each Pair of Algorithms 

OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value

1 0.34 1 1 0 1 0.002 <0.0001 0.002 <0.0001 104 <0.0001 0.002 <0.0001 1 1 40401 <0.0001 1 1 40401 <0.0001 1 1 <0.0001 <0.0001

2 0.53 1 1 0.44 1 0.005 <0.0001 0.005 <0.0001 1 0.25 0.005 <0.0001 1 1 255 <0.0001 1 1 255 <0.0001 1 1 0.003 <0.0001

3 1 1 0.97 0.29 1 1 1 7 0.24 487 <0.0001 1 1 7 0.24 487 <0.0001 1 1 67 <0.0001 0.13 0.24 0.002 <0.0001

4 1 1 1 0.32 1 1 1 1 1 423 <0.0001 1 1 1 1 423 <0.0001 1 1 423 <0.0001 1 1 0.002 <0.0001

5 1 1 1 0 0.55 1 1 1 1 40401 <0.0001 164 <0.0001 1 1 40401 <0.0001 164 <0.0001 40401 <0.0001 164 <0.0001 0.004 <0.0001

6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

7 1 1 1 0.41 1 1 1 1 1 288 <0.0001 1 1 1 1 288 <0.0001 1 1 288 <0.0001 1 1 0.003 <0.0001

8 1 1 1 0 1 1 1 1 1 40401 <0.0001 1 1 1 1 40401 <0.0001 1 1 40401 <0.0001 1 1 <0.0001 <0.0001

Avg. 0.86 1 0.9963 0.31 0.94 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋

GAP# AVM HS 1+1(EA) RS
HS vs GA 1+1(EA) vs GA RS vs GA1+1(EA) vs RSAVM vs HS AVM vs 1+1(EA) AVM vs RS AVM vs GA HS vs 1+1(EA) HS vs RS

A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value

1 0.34 1 1 0 1 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.28 <0.0001 ₋ ₋ 0.49 0.69 ₋ ₋ 0.62 <0.0001 ₋ ₋

2 0.53 1 1 0.44 1 ₋ ₋ ₋ ₋ 0.56 0.84 ₋ ₋ 0.57 0.09 ₋ ₋ 0.42 0.02 ₋ ₋ 0.4 <0.0001 ₋ ₋

3 1 1 0.97 0.29 1 0.45 0.29 0.58 0.27 ₋ ₋ 0.48 0.56 0.56 0.05 ₋ ₋ 0.52 0.62 ₋ ₋ 0.43 0.13 ₋ ₋

4 1 1 1 0.32 1 0.24 <0.0001 0.41 0.01 ₋ ₋ 0.19 <0.0001 0.67 <0.0001 ₋ ₋ 0.51 0.73 ₋ ₋ 0.27 <0.0001 ₋ ₋

5 1 1 1 0 0.55 0.21 <0.0001 0.32 <0.0001 ₋ ₋ ₋ ₋ 0.43 0.03 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋

6 1 1 1 1 1 1 <0.0001 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1

7 1 1 1 0.41 1 0.4 0.02 0.41 0.1 ₋ ₋ 0.38 0.18 0.52 0.34 ₋ ₋ 0.55 0.23 ₋ ₋ 0.47 0.93 ₋ ₋

8 1 1 1 0 1 0.81 <0.0001 0.71 <0.0001 ₋ ₋ 0.72 <0.0001 0.33 0.001 ₋ ₋ 0.46 0.63 ₋ ₋ 0.57 0.005 ₋ ₋

Avg. 0.86 1 0.9963 0.31 0.94 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋

AVM vs HS AVM vs 1+1(EA) AVM vs RS
P# AVM HS 1+1(EA) RS GA

RS vs GAAVM vs GA HS vs 1+1(EA) HS vs RS HS vs GA 1+1(EA) vs RS 1+1(EA) vs GA



 
Table 5. Results for the Number of Iterations for N2 for Each Pair of Algorithms 

 
Table 6. Artificial Problems Used in the Experiment 

P # Exam ple  

1 let c = Set{0,1,2,3} in X.allInstances() → select(b|b.y>0 and b.y<5) → size()>=5 and X.allInstances() → select(b|b.y>0 and b.y<5) → collect(b|b.y) → excludesAll(c) 

2 X.allInstances() → select(b|b.y > 90) → size() > 4 and X.allInstances() → select(b|b.y > 90) → exists(b|b.y=92) 

3 X.allInstances() → select(b|b.y > 90) → size() > 4 and X.allInstances() → select(b|b.y > 90) → isUnique(b|b.y) 

4 X.allInstances() → select(b|b.y > 90) → size() > 4 and X.allInstances() → select(b|b.y > 90) → one(b|b.y=95) 

5 X.allInstances() → select(b|b.y=0) → size()>6 

6 X.allInstances() → select(b|b.y=0) → size()<=1 

7 X.allInstances() → select(b|b.y > 90) → size() > 4 and X.allInstances() → select(b|b.y > 90) → select(b|b.y=92) → size() <> 0 

8 X.allInstances() → select(b|b.y=0) → size() = 5 

 

OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value OR p-value

1 0 1 0.82 0 0.89 <0.0001 <0.0001 0.001 <0.0001 1 1 0.0006 <0.0001 45 <0.0001 40401 <0.0001 25 <0.0001 896 <0.0001 0.57 0.22 0.0006 <0.0001

2 0 1 0.24 0.98 1 <0.0001 <0.0001 0.01 <0.0001 0.0001 <0.0001 <0.0001 <0.0001 627 <0.0001 5 0.49 1 1 0.008 <0.0001 0.001 <0.0001 0.19 0.49

3 0 1 0.31 0.27 1 <0.0001 <0.0001 0.01 <0.0001 0.01 <0.0001 <0.0001 <0.0001 443 <0.0001 537 <0.0001 1 1 1.2 0.64 0.002 <0.0001 0.001 <0.0001

4 0 1 0.27 0.39 1 <0.0001 <0.0001 0.01 <0.0001 0.007 <0.0001 <0.0001 <0.0001 537 <0.0001 312 <0.0001 1 1 0.58 0.09 0.001 <0.0001 0.003 <0.0001

5 0 1 0.22 0 0.14 <0.0001 <0.0001 0.01 <0.0001 1 1 <0.0001 <0.0001 701 <0.0001 40401 <0.0001 1199 <0.0001 57 <0.0001 1.7 0.19 0.02 <0.0001

6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

7 0 1 0.39 0.31 1 <0.0001 <0.0001 0.007 <0.0001 0.01 <0.0001 <0.0001 <0.0001 312 <0.0001 443 <0.0001 1 1 1.4 0.29 0.003 <0.0001 0.002 <0.0001

8 0 1 0.8 0 0.89 <0.0001 <0.0001 0.001 <0.0001 1 1 0.0006 <0.0001 51 <0.0001 40401 <0.0001 25 <0.0001 789 <0.0001 0.5 0.11 0.0006 <0.0001

Avg. 0.13 1 0.5063 0.37 0.87 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋

GAP# AVM HS 1+1(EA) RS
HS vs GA 1+1(EA) vs GA RS vs GA1+1(EA) vs RSAVM vs HS AVM vs 1+1(EA) AVM vs RS AVM vs GA HS vs 1+1(EA) HS vs RS

A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value A12 p-value

1 0 1 0.82 0 0.89 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.55 0.15 ₋ ₋ ₋ ₋ ₋ ₋ 0.6 0.05 ₋ ₋

2 0 1 0.24 0.98 1 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.6 0.001 0.49 0.88 0.46 0.23 ₋ ₋ ₋ ₋ 0.45 0.18

3 0 1 0.31 0.27 1 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.6 0.002 ₋ ₋ 0.49 0.88 0.46 0.33 ₋ ₋ ₋ ₋

4 0 1 0.27 0.39 1 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.64 0.001 ₋ ₋ 0.52 0.32 0.5 0.76 ₋ ₋ ₋ ₋

5 0 1 0.22 0 0.14 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.45 0.94 ₋ ₋ ₋ ₋ ₋ ₋ 0.48 0.32 ₋ ₋

6 1 1 1 1 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 1

7 0 1 0.39 0.31 1 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.61 0.01 ₋ ₋ 0.51 0.93 0.5 0.73 ₋ ₋ ₋ ₋

8 0 1 0.8 0 0.89 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ 0.54 0.22 ₋ ₋ ₋ ₋ ₋ ₋ 0.57 0.11 ₋ ₋

Avg. 0.13 1 0.50625 0.37 0.87 ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋ ₋

P# GARS1+1(EA)HSAVM
AVM vs HS AVM vs 1+1(EA) AVM vs RS AVM vs GA HS vs 1+1(EA) HS vs RS HS vs GA 1+1(EA) vs RS 1+1(EA) vs GA RS vs GA


