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Abstract. Search-based testing generates test cases by encoding an ad-
equacy criterion as the fitness function that drives a search-based opti-
mization algorithm. Genetic algorithms have been successfully applied in
search-based testing: while most of them use adequacy criteria based on
the structure of the program, some try to maximize the mutation score
of the test suite.

This work presents a genetic algorithm for generating a test suite for mu-
tation testing. The algorithm adopts several features from existing bac-
teriological algorithms, using single test cases as individuals and keeping
generated individuals in a memory. The algorithm can optionally use
automated seeding when producing the first population, by taking into
account interesting constants in the source code.

We have implemented this algorithm in a framework and we have applied
it to a WS-BPEL composition, measuring to which extent the genetic
algorithm improves the initial random test suite. We compare our genetic
algorithm, with and without automated seeding, to random testing.

1 Introduction

Search-based testing [10] consists of generating test data according to a cer-
tain adequacy criterion, by encoding it as the fitness function that drives a
search-based optimization algorithm. Evolutionary testing is a field of search-
based testing that uses evolutionary algorithms to guide the search. The global
searches performed by these algorithms are usually, but not always, implemented
as genetic algorithms (GAs) [9,11].

Using GAs for generating test data dates back to the work by Xanthakis et
al. [22]. Since then, various alternative approaches for generating test data have
been proposed, both using GAs and other evolutionary techniques. Mantere and
Alander [13] published a review of the works that applied evolutionary algorithms
to software testing at the time.

Search-based testing has been mostly used for structural test data generation,
with branch coverage as the most common adequacy criterion. The survey by
McMinn [15] classified evolutionary algorithms for structural test data generation
by the type of information used by the fitness function.
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Mutation testing [19] is a testing technique injecting simple faults in the
program under test through the use of mutation operators. As a result, we obtain
mutants: variants of the original program. The original program and its mutants
are executed on a given test-suite. When the output of a mutant for a test-case
does not agree with the output of the original program for the same test-case,
the mutant has been killed by that test-case and, so, it is dead. This means that
the test-case has served a purpose: detecting the fault that is present in the
mutant. If the output is always the same as the original program for every test
case in the test-suite, then the mutant remains alive. When this is always the
case, regardless the input, the mutant is said to be equivalent to the original
program.

Mutation testing uses the mutation score to measure the quality of the test-
suite. The mutation score is the ratio of the number of mutants killed by the
test-suite to the number of non-equivalent mutants. Obtaining test-suites with
mutation scores in the 50%-70% range can be relatively easy, but increasing
these scores to the 90%—100% can be very hard. For this reason, developing new
techniques for generating test-suites is currently a very active field of study [4].

Several evolutionary approaches for generating test data for mutation testing
already exist. Baudry et al. [4] compared genetic and bacteriological algorithms
for generating test data for a mutation testing system. Likewise, May et al. [14]
compared genetic and immunological algorithms for the same purpose. In both
cases, the alternative worked better than the GA.

This work presents an evolutionary technique for test-case generation using
a GA for a mutation testing system. Our GA adopts some features from the
bacteriological algorithm proposed by Baudry et al. We built a framework to
apply it to WS-BPEL (Web Service Business Process Execution Language [18])
compositions. WS-BPEL was targeted because testing service-oriented software
is not an easy task, and this language is an OASIS standard and an industrial-
strength alternative in its field. WS-BPEL compositions may build new WS from
other WS from all around the world, while using unconventional and advanced
programming concepts as well. As the relevance and economic impact of service
compositions grow, the need for efficient and effective testing techniques for this
kind of software increases.

This work is structured as follows. Section 2 introduces the WS-BPEL lan-
guage and the basic concepts behind GAs. Section 3 discusses related work. Sec-
tion 4 describes the overall design of the GA for generating test-suites. Section 5
describes how the GA can be applied to WS-BPEL compositions and shows the
results obtained by the GA generating tests for a particular WS-BPEL compo-
sition. Finally, we present our conclusions and future work in Section 6.

2 Background

2.1 A Brief Introduction to WS-BPEL

WS-BPEL 2.0 is an OASIS standard [18] and an industrial-strength program-
ming language for WS compositions. WS-BPEL is an XML-based language al-
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<flow> . Structured activity
<links> . Container
<link name="checkFlight-To-BookFlight" . Attribute /> . Element
</links>
<invoke name="checkFlight" ... > . Basic activity
<sources> ., Container
<source linkName="checkFlight-To-BookFlight" . Attribute /> . Element

</sources>
</invoke>
<invoke name="checkHotel" ... />
<invoke name="checkRentCar" ... />
<invoke name="bookFlight" ... >

<targets> . Container
<target linkName="checkFlight-To-BookFlight" /> . Element
</targets>
</invoke>
</flow>

Fig. 1. WS-BPEL 2.0 activity sample

lows one to specify the behavior of a business process based on its interactions
with other WS. The major building blocks of a WS-BPEL process are activities.
There are two types: basic and structured activities. Basic activities only per-
form one purpose (receiving a message from a partner, sending a message to a
partner, assigning to a variable, etc.). Structured activities define the business
logic and may contain other activities. Activities may have both attributes and
a set of containers associated to them. Of course, these containers can include
elements with their own attributes too. We can illustrate this with the example
skeleton in Figure 1.

WS-BPEL provides concurrency and synchronization between activities. An
example is the flow activity, which launches a set of activities in parallel and
allows to specify the synchronization conditions between them. In the aforemen-
tioned example we can see a flow activity that invokes three WS in parallel:
checkFlight, checkHotel, and checkRentCar. Moreover, there is another WS,
bookFlight, that will be invoked upon checkFlight completion. This synchro-
nization between activities is achieved by establishing a 1ink, so that the target
activity of the link will be eventually executed only after the source activity of
the link has been completed.

2.2 Genetic Algorithms

Genetic algorithms [9,11] are probabilistic search techniques based on the theory
of evolution and natural selection proposed by Charles Darwin, which Herbert
Spencer summarized as “survival of the fittest”.

GAs work with a population of solutions, known as individuals, and process
them in parallel. Throughout successive generations, GAs perform a selection
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process to improve the population, so they are ideal for optimization purposes.
In this sense, GAs favor the best individuals and generate new ones through the
recombination and mutation of information from existing ones. The strengths of
GAs are their flexibility, simplicity and ability for hybridization. Among their
weaknesses are their stochastic and heuristic nature, and the difficulties in han-
dling restrictions.

There is no a single type of GA, but rather several families that mostly differ
in how individuals are encoded (binary, floating point, permutation, ...), and
how the population is renewed in each generation. Generational GAs [9] replace
the entire population in each generation. However, steady-state or incremental
GAs [21] replace only a few (one or two) members of the population in each
generation. Finally, in parallel fine-grained GAs [17] the population is distributed
into different nodes.

As each individual represents a solution to the problem to be solved, its fit-
ness measures the quality of this solution. The average population fitness will
be maximized along the different generations produced by the algorithm. The
encoding scheme and the individual fitness used are highly dependent on the
problem to solve, and they are the only link between the GA and the prob-
lem [16].

GAs use two types of operators: selection and reproduction. Selection opera-
tors select individuals in a population for reproduction attending to the following
rule: the higher the fitness of an individual, the higher the probability of being
selected. Reproduction operators generate the new individuals in the population:
crossover operators generate two new individuals or offspring, from two pre-
selected individuals, their parents. The offspring inherit part of the information
stored in both parents. On the other hand, mutation operators aim to alter the
information stored in a given individual. The design of these operators heavily
depends on the encoding scheme used.

Please, notice that the above mutation operators are related to the GA and
are different from those for mutation testing.

3 Related Work

Evolutionary algorithms in general and GAs in particular have been widely used
in various fields of software engineering, and especially so in software testing.
A large part of the works on search-based testing used structural criteria to
generate test cases.

Bottaci [5] was the first to design a fitness function for a GA that generated
test data for a mutation testing system. This fitness function is based on the three
conditions listed by Offutt [20]: reachability, necessity and sufficiency. Being the
first of its kind, it has been used in many works, even with other evolutionary
algorithms. As an example, Ayari [3] used it with ant colonies.

Baudry et al. [4] have compared GAs and bacteriological algorithms for gen-
erating test cases for a mutation system. The main issues of GAs were slow
convergence and the need to apply the mutation genetic operator more often.
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The main difference between the bacteriological algorithm and the GA is that
it stores the best individuals and that it does not use the crossover operator. In
addition, individuals now represent individual test cases instead of entire test
suites. This alternative approach is shown to converge much faster than the
previous one, producing higher mutation scores in less generations.

Our approach is based on a GA that has been modified to obtain some of
the advantages of a bacteriological algorithm. The individuals of our GA are
individual test cases and both crossovers and mutations are performed. We do
not need to use a separate store for the best individuals, as we store all individuals
in a memory to preserve the useful information that may reside in individuals
with low fitness scores. Our fitness function differs from that in Baudry et al.,
as it takes into account both the number of mutants killed by the test-case and
how many other test cases killed those mutants.

May et al. [14] presented two evolutionary approaches for obtaining test cases
for a mutation testing system: one based on an immune approach, and a GA.
The algorithm based on the immune approach iteratively evolved a population
of antibodies (individual test cases), looking for those that killed at least one
mutant not killed by any previous antibody. The selected antibodies were added
to the internal set which would become the final output of the process.

4 Approach

We advocate an approach based on a GA whose goal is generating test cases
killing the mutants generated from the program under test. Figure 2 illustrates
the architecture underlying the test generation procedure. The test-case gener-
ator consists of two main components: the preprocessor and the GA.

Genetic test
case generator

.. B‘ !

Original i
Preprocessor

program ]

Mutant

M ;’ ¢ Genetic
utants algorithm

Fig. 2. Architecture of the test-case generator
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The preprocessor can produce all the information required by the GA to gen-
erate the test cases from the original program, providing the GA with an initial
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population of randomly generated test cases, completed with some test cases
generated by automated seeding. The actual operations run by the preprocessor
depend on the particular programming language in which the program under
test is written. Please see Section 5.1 for the specific details.

The test cases produced in each generation are executed against all the mu-
tants. The fitness of each test-case is computed by comparing the behavior of
each mutant and the original program on it. This guides the search of the GA.
As the GA completes its execution, a final test-suite is obtained.

The goal of a test-case generator is producing an optimal test-suite. We pro-
pose a GA with a design based on several features of bacteriological algorithms.
The individuals of our GA are individual test cases. The GA will gradually im-
prove the initial test-suite, generation by generation, using a memory similar to
a hall of fame. The memory will store all the test cases produced so far. There-
fore, the output of the GA will not be its last generation, but rather all the test
cases in the memory. This memory plays the same role as the memory used in
the bacteriological algorithm proposed by Baudry et al. [4].

Next, we discuss the particular choices that characterize this GA, paying
particular attention to how they contribute to produce good test cases.

Encoding of individuals Each individual encodes one test-case. As test cases
are highly dependent on the program under test, the structure of individuals
should be flexible enough to adapt to any program. In order to solve this problem,
each individual will contain an array of key-value pairs, where the key is the type
of a program variable and the value is a particular literal of the corresponding
type. Figure 3 illustrates how individuals are encoded.

(Type 1 | Value 1] (Type 2 | Value 2] s (Type n | Value n]

(string "New Year"](int 2013](1111: 1](int 1]

Fig. 3. Encoding of individuals

Fitness of individuals Individual fitness is a function of the number of mutants
killed by the corresponding test-case. However, though tempting, just taking the
number of killed mutants per test-case is not an appropriate fitness metric. Let
us consider specialized test-cases able to kill just one mutant which can not
be killed by any other test-case in the population. A metric based only in the
number of kills would assign this important test-cases a low fitness.

For this reason, an additional variable has to be taken into account when
assessing the fitness of individuals: the number of test-cases killing the same
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mutant. This is key in both distinguishing individuals with the same number of
kills and being fair in the evaluation of specialized test-cases.

Let M be the set of mutants generated from the original program and T
be the set of test-cases in a given population. The fitness function is computed
from the ezecution matriz, E = [e;;], where e;; is the result of comparing the
execution of the original program versus the execution of mutant m; € M on
test-case t; € T e;; = 0 when no difference can be found, while e;; = 1 if m;
was killed by t;. We define the fitness of individual ¢; as:

| M|

1) =" = (1)

|T|
j=1 Zk:1 Ckj

Initial population We have implemented two ways of generating the initial
population at the beginning of the execution of the GA:

1. The initial population corresponds to valid random data.

2. The initial population corresponds to valid random data with additional
test-cases where some components are replaced by constants of matching
types found in the source code. This approach is similar to those proposed
in [1], [2], and [8]. We have named this approach automated seeding.

Generations The test-case generator is based on a generational GA in which
the population of the next generation consists of offspring produced from pairs of
individuals of the population of the previous generation by the genetic operations
of crossover and mutation.

The selection scheme determines the way that individuals are chosen for
haploid reproduction, and eventually mutation, depending on their fitness. We
select individuals with the roulette wheel method designed by Goldberg [9].
Therefore, we make selection probability proportional to fitness.

Algorithm 1 illustrates how crossover and mutation operators can be applied
to generate a pair of offspring from the current population. We assume that p,
is the crossover probability, that p,, is the probability of mutation, and that
random-uniform(a,b) produces a random number uniformly distributed in the
real interval [a, b). This procedure is iterated until a new population of identical
size is reached. New populations will be generated until a given termination
condition is met.

In a whole population of size n, crossover contributes a total of np. indi-
viduals. As mutation does not alter the number of individuals at all, n(1 — p,)
selected individuals remain unchanged to maintain the population size constant.

Crossover operator The crossover genetic operator exchanges the compo-
nents of parents to produce two offspring. We use one-point crossover, in which
the point is randomly chosen using a uniform distribution. Figure 4 shows how
crossover is performed on a pair of individuals.
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» Selection with Goldberg’s roulette-wheel method.
parents < select-parents(population)
» Crossover with probability p..
if random-uniform(0,1) < p. then
offspring < do-crossover(parents)
else
offspring < parents
end if
» Mutation with probability pm,.
if random-uniform(0,1) < p,, then
offspring < do-mutation(offspring)
end if
return offspring

Algorithm 1: Offspring generation.

1
‘ [int ‘ 8000]:[string ‘ "true"] [string ‘ "high"] ‘ ‘ [int ‘ 8000] [str:‘mg ‘ “true"] [str:‘mg ‘ "low" ] ‘

—

"low"] ‘ ‘ [int

"true"] [string 1500] [string “true"] [string

i) ‘

1
[
[
T

q I q

‘ [nlt ‘ 1500]I[str1ng
1
[
1

Fig. 4. Application of the crossover operator

Mutation operator The mutation genetic operator changes the value field of
one component in an individual. The actual change will depend on its data type.
For instance, a float value v is mutated into ¥ using the following formula:

b=vts — (2)
Pm
where s is randomly chosen between —1 or 1 and r is a parameter which mod-
ulates the change of v. For instance, if » = 1000, v may be incremented or
decremented by up to 1000/p,,. To summarize: v undergoes a perturbation that
may be positive or negative, depending on the value of s. This perturbation is
proportional to the inverse of p,,: as mutations become less common, perturba-
tions are larger.
Values of type string are mutated by replacing them with a new value.
When mutating list values, the operator randomly decides (with equal prob-
abilities) whether to mutate its length or mutate an element picked at random.

The length [ of the list is mutated into a new length [ as follows:
. l
[ = random-uniform(0,1) - — (3)

Finally, tuple values are mutated by picking one of its elements at random,
as their lengths are fixed.
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Termination Termination conditions are checked on each generation after com-
puting the fitness of the individuals. Our GA implements four termination condi-
tions that can be combined or used in isolation: maximum number of generations,
percentage of mutants killed, stagnation of maximum fitness, and stagnation of
average fitness.

5 Application to WS-BPEL

In order to evaluate our approach we have implemented a framework for WS-
BPEL compositions. By design, the framework encapsulates all the language-
specific (in this case, WS-BPEL-specific) details in a component known as the
Preprocessor. Mutants are generated, executed, and evaluated using our muta-
tion testing tool for WS-BPEL, MuBPEL |[7], which incorporates the mutation
operators defined by Estero et al. [6].

5.1 Preprocessor

A test-case for a WS-BPEL composition consists of the messages that need to
be exchanged among the various partners in a business process: the client, the
composition itself and the external services invoked by the composition. Gen-
erating test-cases automatically requires knowing the structure of the messages
that constitute these test-cases.

In order to obtain the test-case file used by the GA as the initial population,
an Analyzer produces a message catalog from the WSDL documents describing
the public interfaces of the WS-BPEL composition. The message catalog con-
tains a set of templates that can generate the required messages. Each template
declares the variables used in it and their types. From this message catalog, a
specification of the test data format is produced. This specification is used by
the random test generator in the framework to produce a test data file.

We will use the LoanApproval composition [18] to illustrate these steps. This
composition simulates a loan-approval service in which customers request a loan
of a certain amount. Whether the loan is approved or denied depends on the
requested amount and the risk level associated to the customer. Two external
WS are used: the assessor service and the approval service. When the requested
amount is modest (less than or equal to 10000 monetary units) the assessor WS
is invoked to assess the risk presented by the customer. If the risk is low, the
loan is immediately approved. In any other case, that is, large loans or high-risk
customers, the decision is delegated to the approval WS.

The LoanApproval composition uses three WSDL files: one for each of the
external WS and another for the composition itself. From these files, the Analyzer
obtains the message catalogs describing the variables from which the messages
exchanged between the composition and its partners can be generated. The
LoanApproval composition uses a single input variable named req amount of
type int. The approval service is invoked by the WS-BPEL composition, and
its output is controlled by the Boolean variable ap reply. The assessor service
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is also invoked by the composition, and its output variable as_reply accepts a
string value between “high” or “low” which just represents the estimated risk.

Figure 5 shows the test data format specification that was extracted from the
message catalog and that will be used to generate the test-cases. It is written in
a domain-specific language used by the random test generator in the framework,
which can produce files such as the one shown in Figure 6. This file shows seven
test cases. Variable req amount is set to 54907 in the first test case, 103324 in
the second test-case and so on. Variables ap reply and as_reply contain the
replies to be sent from the mockups of the approver and the assessor services,
respectively, and can take the values “true” or “false” and “high” or “low”.
The special value “silent” indicates that the mockup will not reply.

typedef int (min = 0, max = 200000) Quantity;
typedef string (values = { "true", "false", "silent" }) ApReply;
typedef string (values = { "low", "high", "silent" }) AsReply;

Quantity req_amount;
ApReply ap_reply;
AsReply as_reply;

Fig. 5. Specification of the data used to build messages for the LoanApproval compo-
sition

#set ($req_amount = [54907, 103324, 175521, 122707, 160892, 115354, 130785])
#set($ap_reply = ["false", "silent", "false", "false", "true", "true", "silent"])
#set($as_reply = ["high", "silent", "low", "high", "low", "low", "high"])

Fig. 6. Test data file for the LoanApproval composition

Figure 7 shows a potential individual for the LoanApproval composition. We
can see that a test-case for this composition consists of one component of type
int and two string components that correspond to the variables req amount,
ap_reply and as_ reply respectively. These were shown in Figure 6 as well.

[int ‘ 8000] [string ‘ "true"] [string ‘ "high"]

Fig. 7. Individual representing a test-case for the LoanApproval composition
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5.2 A Case Study: The Loan Approval Composition

In this section, we will conduct several experiments to provide answers to the
following research questions:

RQ1. How much does the GA improve the quality of the initial test suite? The
initial population of the GA is randomly generated. We use three quality
metrics to compare the initial population with the test-suite produced by
the GA: mutation score, sentence coverage and condition/decision coverage.

RQ2. Are the improvements just a consequence of the greater size of the final test-
suite? The GA is a test-case generator. As such, the test suite generated can
be much greater than the initial test-suite. Thus, it could be more powerful
just because of its size. We compare the test suites produced by the GA
with randomly generated test-suites of the same size, using the same metrics
employed in RQL.

We will use the LoanApproval composition from Section 5.1 to answer the
proposed research questions. This composition has 154 LOC, it generates 90
mutants, 2 mutants are invalid, and 9 mutants are equivalent.’

We can observe that BPEL compositions tend to be smaller than traditional
programs in the sense that they define the logic of the composition of the external
WS or partners, while the bulk of the code is in the WS themselves. Therefore,
the number of mutants obtained is comparatively much lower than in traditional
programming languages.

Next we will describe the experimental procedure used to answer the research
questions and summarize the results obtained.

Since the initial population of the GA is randomly generated, results could
largely vary from one execution to another. In order to alleviate this, we de-
cided to select as the initial population a good representative of possible initial
populations through these steps:

1. Population sizes were defined.

2. Thirty random test-suites were generated, with sizes matching each popula-
tion size.

3. Test-suites were run against the original composition and their mutants to
measure their mutation scores, sentence coverages, and condition/decision
coverages.’

4. Medians for the quality metrics were computed.

5. A test-suite with median mutation score was selected.

The result of this process is a typical test-suite, which has been generated at
random, but it is unbiased. Thus, it is a good candidate for initial population in
our experiments.

! Equivalent mutants have been manually detected by inspecting the source code of
surviving mutants.

2 Sentence and condition/decision coverages have been computed as the percentage of
killed mutants from those generated by a sentence coverage mutation operator and
a condition/decision mutation operator, respectively.
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Regarding population sizes, it is well known that a GA is likely to find bet-
ter solutions when the population size is greater. But bigger population sizes
demand more computational resources to find those solutions. However, Krish-
nakumar [12] found that a population size of 10 individuals can produce similar
convergence rates with a tailored GA.

Since the LoanApproval composition produces 90 mutants, a test suite might
need up to 90 test-cases to kill them all, though much fewer test cases will usu-
ally suffice. For this reason, we defined population sizes in terms of percentages
of the total number of mutants. Percentages of 15%, 20%, and 25% were se-
lected as candidate values to produce small populations still having more than
10 individuals.

As to the number of executions, we decided to use 30 executions for each
population size. Therefore, 30 different seeds were employed to generate random
data for 30 different executions.

Table 1 shows the values of the three metrics for the selected test-suite (the
random initial test-suite) and for the final test-suite produced by the GA, with
and without automated seeding. These are the medians of all the values produced
by the 30 executions for each population size. The configuration parameters for

Table 1. Quality metrics for the initial test-suite (random) and the test-suites gener-
ated by the GA. In columns: MS are mutation scores, SC are sentence coverages, and
CDC are condition/decision coverages. Coverages are measured as percentages.

RANDOM GA GA (AUT. SEEDING)
Pop. /g SC  CDC  MS SC  CDC  MS sC  CDC

size
15% 0.72 75.0 75.0 0.96 100.0 100.0 0.99 100.0 100.0

20% 0.72 75.0 75.0 0.96 100.0 100.0 0.99 100.0 100.0
25% 0.72 75.0 75.0 0.96 100.0 100.0 0.99 100.0 100.0

the GA are shown in Table 2. We set p,,, to 10%, as it is also suggested by Baudry
et al. [4]. In agreement with Baudry’s results, it was easy to obtain a mutation
score within the 50%-70% range: in this particular case, the mutation score of
the initial test-suite was 72%. Even without automated seeding, the three quality
metrics have been considerably improved by the GA: mutation score increases
from 0.72 to 0.96, and both coverage metrics increases from 75% to 100%. With
automated seeding, mutation score further increases to 0.99.

Table 2. Configuration parameters of the GA

Population Pe Pm T
15% 20% 25% 90% 10% 10
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Since all the population sizes obtained the same medians in their quality
metrics, we compared the results from each of their 30 executions without auto-
mated seeding and with automated seeding. The results are shown in Tables 3
and 4, respectively. Without automated seeding, the size that produces the most
stable results is 25%. With automated seeding, the size that produces the best
results is 20%, reaching 100% mutation score in two executions.

Table 3. Quality metrics obtained by the GA without automated seeding for each
population size, grouped by execution results

Population Seeds MS SC (%) CDC (%)

2 0.72 75.0 75.0
1 0.90 93.8 100.0
15% 1 0.95 100.0 100.0
26 0.96 100.0 100.0
2 0.95 100.0 100.0
20% 28 0.96 100.0 100.0
25% 30 0.96 100.0 100.0

Table 4. Quality metrics obtained by the GA with automated seeding for each popu-
lation size, grouped by execution results

Population Seeds MS SC (%) CDC (%)
7 0.97 100.0 100.0

15% 23 0.99 100.0 100.0
3 0.97 100.0 100.0
20% 2 1.00 100.0 100.0
25 0.99 100.0 100.0
925% 3 0.97 100.0 100.0

27 0.99 100.0 100.0

As the GA generates test-suites much bigger than the initial test-suites, the
next step is comparing random generation of bigger test-suites with the results
produced by our GA, with and without automated seeding. For a 20% population
size, the GA executed a median of 156 distinct test-cases without automated
seeding, and a median of 153 different test-cases with automated seeding.

Table 5 compares the median values of metrics corresponding to 30 random
test-suites, with 156 test-cases each, with those produced by both variants of
our GA. Results indicate that the metrics for random test-suites were as good
as those for the GA without automated seeding.
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This can be explained by the fact that small compositions usually have few
execution paths and, thus, random test-suites of considerable size are likely to
produce high sentence and condition/decision coverages. Moreover, at the same
time, those compositions tend to generate a small number of mutants. As a
consequence, their mutants might be mostly killed by a random test-suite of
even modest size and high mutation scores can be expected.

This is the case, with the LoanApproval composition, which in fact has few
mutants and execution paths. However, the GA with automated seeding obtained
better mutation score (0.99) than the random test-suite (0.96).

Table 5. Results produced by random test generation and the two versions of our GA

RanDoM GA GA (AUTOM. SEEDING)

Size test-suite 156 156 153
MS 0.96 0.96 0.99
SC (%) 100.0 100.0 100.0
CDC (%) 100.0 100.0 100.0

From these results, we can now answer the two research questions that were
posed at the beginning of this section for the LoanApproval composition.

RQ1. How much does the GA improve the quality of the initial test suite? The test-
suite generated by our GA improves the initial test-suite with respect to all
the quality metrics measured (mutation score, sentence coverage, and condi-
tion/decision coverage). Without automated seeding, the GA increases the
mutation score from 0.72 to 0.96. Sentence coverage and condition/decision
coverage increase from 75% to 100%. With automated seeding, the mutation
score further increases to 0.99.

RQ2. Are the improvements just a consequence of the greater size of the final test-
suite? Once we extend the initial test-suite with sufficient random test-cases
to match the size of the final test-suite, the GA shows no difference when
automated seeding is disabled. However, with automated seeding, the GA
obtains a higher mutation score: 0.99 instead of 0.96.

6 Conclusions and Future Work

We have presented a GA for generating test-cases for a mutation testing sys-
tem. The initial population can be generated in two ways. The first way simply
generates all individuals at random. The second way mixes in test-cases which
are derived from the constants present in the source code of the program. Our
GA also adopts several features of the bacteriological algorithms proposed for
test-case generation by Baudry et al. [4].

We have implemented both approaches in a framework which generates test-
cases for WS-BPEL compositions. The GA was applied to a standard WS-BPEL
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composition. We compared the quality of the initial random test-suite against the
test-suites produced by the GA. Test-suite quality was measured using mutation
score, sentence coverage and condition/decision coverage. It is shown that, for
this composition, the median of the quality metric values across 30 executions
improves, both with and without automated seeding.

The quality of the test-suites generated by the GA has been also compared
to the quality of random test-suites of the same size. In this case, random testing
produces the same results as using the GA without automated seeding. How-
ever, the GA with automated seeding produces slightly better results. This has
been traced to the fact that the composition under study is small and have few
execution paths. Therefore, random test-suites of considerable size are likely to
produce high sentence and condition/decision coverages. At the same time, its
number of mutants is modest and they can be killed by a random test suite.
Consequently, random test-suites enjoy higher mutation scores than usual and
the margin of improvement for the GA, which starts from an initial population
of random test-cases, gets drastically reduced.

These preliminary results are promising, but we acknowledge that one of the
limitations of the present study is that it has only been applied to a single WS-
BPEL composition so far. Future work will be devoted to validate our results
with a number of increasingly complex WS-BPEL compositions. The main hin-
drance here is the absence of a standard set of WS-BPEL compositions suitable
for functional testing.

Another limitation of the current study is that we have mainly concentrated
in assessing the impact of the population size. Other configuration parameters,
for which reasonable values were used, might be adjusted and hopefully improve
our results. Further research and extensive experimentation could lead to better
combinations of parameters for generating test-suites.
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