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Abstract

This paper focuses on the design of fixed-time consensus for multiple unicycle-type mobile agents. A distributed
switched strategy, based on local information, is proposed to solve the leader-follower consensus problem for multiple
nonholonomic agents in chained form. The switching times and the prescribed convergence time are explicitly given
regardless of the initial conditions. Simulation results highlight the efficiency of the proposed method.
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1. Introduction

Control of nonholonomic systems, i.e. systems subject to constraints that are often expressed in terms of nonin-
tegrable linear velocity relationships, has been an active research topic (see [1] for an extended survey). It is because
the control of nonholonomic systems arises in numerous applications (ground mobile robots [2], underwater vehicles
[3], surface ships [4], etc.), and also because those systems fail necessary conditions for the existence of smooth static
state feedback that guarantees asymptotic stability of the equilibrium (see [5]). Thus, it is a challenging nonlinear
control problem. Works on the stabilization problem for such systems have mainly focused on the design of time-
varying or discontinuous feedback controllers. Thus, many control strategies such as smooth time-varying feedbacks
[6], sinusoidal and polynomial controls [7], controls based on backstepping approaches [8], and nonsmooth feedbacks
[9, 10, 11] have been investigated. However, most of the mentioned controllers only deal with a single agent.

The research effort in multi-agent systems (MAS) relies on the fact that multiple agents may perform a mission
more efficiently than a single one, may reduce sensibility to possible agent fault and provide high flexibility during
the task execution. During the last two decades, cooperative control of MAS has attracted much attention due to its
broad range of applications in many areas, e.g. flocking [12], rendezvous [13], distributed estimation [14], formation
control [15, 16], containment control [17], etc.

Among them, the consensus problem, whose objective is to design distributed control policies that enable agents
to reach an agreement regarding a certain quantity of interest by relying on neighbors’ information [18], has received
considerable attention. It has been deeply studied for single integrator MAS [19], second-order MAS [20, 21, 22] and
general linear MAS [23]. However, many physical systems are inherently nonlinear. Recently, some works consider
the consensus problem for MAS with nonlinear dynamics, while assuming that these nonlinearities are continuously
differentiable [24] or globally Lipschitz [25]. However, in practice, the dynamics of robots, UAVs or manipulators are
generally with strong nonlinearities which cannot be modeled using continuously differentiable or globally Lipschitz
functions. There are a few papers that deal with the consensus problem for nonholonomic systems [26, 27, 28].
Distributed consensus algorithms were proposed for multiple nonholonomic agents in chained form with the aid of
backtepping techniques, properties of Laplacian matrix [26, 27], and input-to-state stability theory [28]. One could
note that these consensus protocols only achieve asymptotical convergence.

In the study of consensus problem, the convergence rate has been an important topic. Indeed, this important
performance index is of high interest to study the effectiveness of a consensus protocol in the context of MAS [29].
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Most of the existing consensus algorithms focus on asymptotic convergence, where the settling time is infinite. How-
ever, many applications require a high speed convergence generally characterized by a finite-time control strategy.
Moreover, finite-time control allows some advantageous properties such as good accuracy, good disturbance rejection
and good robustness against uncertainties. The finite-time consensus problem for MAS has been studied for single
integrator [29, 30], double integrator [31, 32] and inherent Lipschitz nonlinear dynamics [33]. Nevertheless, there
is almost no work which solves the finite-time consensus problem for nonholonomic systems. In [34], distributed
finite-time observers were designed for each follower to estimate the state of the leader. It is worthy of noting that,
for the above-mentioned works, the explicit expressions for the bound of the settling time depend on the initial states
of agents. Therefore, the knowledge of these initial conditions usually prevent us from the estimation of the settling
time using distributed architectures.

A new approach, called fixed-time stability has been recently proposed to define algorithms which guarantee that
the settling time is upper bounded regardless to the initial conditions [35]. This concept is promising since one can
design a controller such that some control performances are obtained in a given time and independently of initial
conditions. It has been applied to single integrator MAS [36, 37] and double integrator MAS [38]. Motivated by these
works, in this paper, a fixed-time consensus protocol is proposed for nonholonomic MAS. The main contribution
of this paper is twofold: (i) a switched strategy is introduced into the protocol to solve the consensus for multiple
nonholonomic agents in chained form; (ii) an explicit estimation of the settling time is provided regardless of the
initial conditions. To the best of our knowledge, no results on fixed-time consensus with assignable settling time for
nonholonomic MAS are available till now.

This paper is organized as follows. Sections 2 is devoted to the formulation of the consensus problem for non-
holonomic MAS. Section 3 presents the distributed consensus protocol, based on local information, to ensure the
convergence of the tracking errors in finite time. Some conditions are derived to select the controller gains in order to
obtain a prescribed convergence time regardless of the initial conditions. In Section 4, some examples are discussed
to show the effectiveness of the proposed scheme.

Notations: We denote the transpose of a matrix M by MT and eig(M) its eigenvalues. λmin(M) (resp. λmax(M))
are the smallest and the largest eigenvalues of M.
For a square symmetric matrix P ∈ RN×N , P� 0 (resp. P≺ 0) indicates that P is positive (resp. negative) definite.

Let diag(a1,a2 . . .aN−1,aN) the diagonal matrix


a1 0 . . . 0

0
. . . . . .

...
...

. . . . . . 0
0 . . . 0 aN

 ∈ RN×N . For a given vector x ∈ RN , |x|

(resp. ||x||) denotes the 1-norm (resp. 2-norm) of x.
For x = (x1, . . . ,xN)

T ∈ RN and b≥ 0, let us define bxeb =
(
sign(x1) |x1|b, . . . ,sign(xN) |xN |b

)T .

2. Preliminaries and problem formulation

First, let us recall some basic notions on graph theory and some useful lemmas. Then, the control objective will
be introduced.

2.1. Graph theory notions
To solve the coordination problem and model exchanged information between agents, graph theory is briefly

recalled hereafter.
Let us consider a group of N nonholonomic systems. The communication topology among all agents is fixed

and is represented by an undirected graph G which consists of a nonempty set of nodes V = {1,2, · · · ,N} and a set
of edges E ⊂ V ×V . Here, each node in V corresponds to an agent i, and each edge (i, j) ∈ E in the undirected
graph corresponds to an information link between agent i and agent j. The topology of graph G is represented by the
weighted adjacency matrix A = (ai j) ∈ RN×N given by ai j > 0 if ( j, i) ∈ E and ai j = 0, otherwise. The Laplacian
matrix of G is defined as L = (li j) ∈ RN×N with lii = ∑

N
j=1, j 6=i ai j and li j = −ai j for i 6= j. For an undirected graph,

L is symmetric positive semi-definite. Graph G is connected if and only if its Laplacian matrix has a simple zero
eigenvalue with associated eigenvector 1N = (1,1, . . . ,1)T ∈ RN [18].
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2.2. Fixed-time stability

Let us consider the following system {
ẋ(t) ∈ F(t,x(t))
x(0) = x0

(1)

where x ∈ Rn is the state, F : R+×Rn→ Rn be an upper semicontinuous convex-valued mapping, such that the set
F(t,x) is non-empty for any (t,x) ∈ R+×Rn and F(t,0) = 0 for t > 0. The solutions of (1) are understood in the
Filippov sense [39].

Definition 1. [40] The origin of system (1) is a globally finite-time equilibrium if there is a function T : Rn 7→ R+

such that for all x0 ∈ Rn, the solution x(t,x0) of system (1) is defined and x(t,x0) ∈ Rn for t ∈ [0,T (x0)) and
limt→T (x0) x(t,x0) = 0. T (x0) is called the settling time function.

Definition 2. [35] The origin of system (1) is a globally fixed-time equilibrium if it is globally finite-time stable and
the settling time function T (x0) is bounded by some positive number Tmax > 0, i.e. T (x0)≤ Tmax for ∀x0 ∈ Rn.

The fixed-time stabilization at the origin can be demonstrated on the simplest scalar control system ẋ(t) = u(t),
where x ∈ R is the state and u ∈ R is the control input. If the so-called negative relay feedback u = −sign(x) is
applied, then the closed-loop system is finite-time stable with the settling-time T (x0) = |x0|. It is worthy of noting that
the settling time depends on the initial conditions and is unbounded. The fixed-time control algorithm [35] has the
form u = −(|x|2 + 1)sign(x). It guarantees finite convergence time independently of the initial conditions, namely,
T (x0)≤ π

2 .

Lemma 1. [35] Assume that there exists a continuously differentiable positive definite and radially unbounded func-
tion V : Rn→ R+ such that

sup
t>0,y∈F(t,x)

∂V (x)
∂x

y≤−aV p(x)−bV q(x) for x 6= 0

with a,b > 0, p < 1 and q > 1. Then, the origin of the differential inclusion (1) is globally fixed-time stable with the
settling time estimate

T (x0)≤ Tmax =
1

a(1− p)
+

1
b(q−1)

.

More strong result is provided by the following lemma that refines the previous lemma.

Lemma 2. [37] Assume that there exists a continuously differentiable positive definite and radially unbounded func-
tion V : Rn→ R+ such that

sup
t>0,y∈F(t,x)

∂V (x)
∂x

y≤−aV p(x)−bV q(x) for x 6= 0

with a,b > 0, p = 1− 1
µ

, q = 1+ 1
µ

and µ ≥ 1. Then, the origin of the differential inclusion (1) is globally fixed-time
stable with the settling time estimate

T (x0)≤ Tmax =
πµ

2
√

ab
.

2.3. Problem formulation

Each agent n (n ∈ {1, . . . ,N}), shown in Fig. 1, is of unicycle-type. The center of mass is at the geometric center
Cn of the body. It has two driving wheels fixed to the axis which passes through Cn and one passive centered orientable
wheel. The two fixed wheels separated by 2ρn, are independently controlled by two actuators (DC motors) and the
passive wheel prevents the robot from tipping over as it moves on a plane. In this paper, we assume that the motion of
the passive wheel can be ignored in the dynamics of the agent. The center of mass Cn, whose coordinates are (xn,yn),
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Figure 1: Unicycle-type mobile robot.

is located at the intersection of a straight line passing through the middle of the vehicle and the axis of the two driving
wheels. The configuration of the robot can be described by:

qn(t) = (xn(t),yn(t),θn(t))
T

where θn(t) is its orientation in the global frame.
In this paper, the kinematics of wheeled-mobile robot is shown under the nonholonomic constraints. The pure

rolling and nonslipping nonholonomic conditions are described by:

ψ
T (qn)q̇n = 0 with ψ

T (qn) =
(
−sinθn cosθn 0

)
The kinematic equations can be written as follows:

q̇n(t) = f (qn(t),un(t)) (2)

where vector field f : R3×R2→ R3 and control inputs un are defined as:
f (qn(t),un(t)) =

 cosθn(t) 0
sinθn(t) 0

0 1

un(t)

un(t) = (vn(t),wn(t))
T

vn(t) and wn(t) are the linear and angular velocities, respectively.
A leader, which could be virtual, is assumed to be fixed and has the following configuration q0 =(x0(t),y0(t),θ0(t))

T .
It is assumed that the state of the leader is available to a portion of the N agents. Let us consider the group of N +1
agents which includes the N nonholonomic systems and the virtual leader, denoted by 0. The communication topology
among the N +1 agents is fixed and is represented by the graph Ḡ . The topology of Ḡ is described by the weighted
matrix H = L+D ∈ RN×N where D = diag(a10, . . . ,aN0) with ai0 > 0 if the desired state is available to agent i and
with ai0 = 0 otherwise.

The objective of this paper is to design a distributed control protocol un (n = 1, . . . ,N), based on available local
information, such that the leader-follower consensus problem is solved in a prescribed time Tmax, i.e.

qn(t) = q0, ∀t ≥ Tmax, ∀n ∈ {1, · · · ,N} (3)

In order to solve problem (3), the following assumption is needed.

Assumption 1. It is assumed that graph G is connected and at least one ai0 > 0.
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Before designing the consensus protocol, let us consider the classical transformation:
ξn1 = θn
ξn2 = xn sinθn− yn cosθn
ξn3 = xn cosθn + yn sinθn
νn1 = wn
νn2 = vn−ξn2wn

, n ∈ {1, · · · ,N} (4)

Using (4), system (2) can be written in chained form as follows:
ξ̇n1 = νn1

ξ̇n2 = ξn3νn1

ξ̇n3 = νn2

, n ∈ {1, · · · ,N} (5)

The control objective (3) becomes to design a distributed control protocol νn = (νn1,νn2)
T (n = 1, . . . ,N) using infor-

mation of the neighboring agents such that the state ξn = (ξn1,ξn2,ξn3)
T ∈R3 of subsystems (5) tracks, in a prescribed

time Tmax, the state ξ0 = (ξ01,ξ02,ξ03)
T ∈ R3 of the leader, defined as ξ01 = θ0

ξ02 = x0 sinθ0− y0 cosθ0
ξ03 = x0 cosθ0 + y0 sinθ0

3. Fixed-time control protocol design

To solve the leader-follower consensus problem, the distributed control protocol is divided into two steps:

Step1 Using information of the neighboring agents, the state ξn of subsystems (5) tracks, in a prescribed time Tmax1,
the desired state ξ d

0 =
(
ξ01,ξ

d
02,ξ

d
03
)T ∈ R3. This desired state is computed from ξ0 and satisfies the following

conditions: {
ξ d

03 = 0
ξ d

02 = xd
0 sinθ0− yd

0 cosθ0
(6)

with {
xd

0 = x0 sin2
θ0− y0 cosθ0 sinθ0

yd
0 = y0 cos2 θ0− x0 cosθ0 sinθ0

(7)

One could note that (6) means that the point (xd
0 ,y

d
0) is defined as ξ d

03 = xd
0 cosθ0− yd

0 sinθ0 = 0 and belongs to
the line passes through the point (xd ,yd) with slope tanθ0.
To achieve Step1, the dynamics of the n−th agent are divided into two subsystems: a single integrator dynamics
and a second-order subsystem, i.e. (

∑1

)
ξ̇n1 = νn1(

∑2

) ξ̇n2 = ξn3νn1

ξ̇n3 = νn2

Two sub-steps will be required:
Step1.i Setting νn1 = 1, subsystem Σ2 can be written as:

ξ̇n2 = ξn3

ξ̇n3 = νn2
(8)

The control input νn2 will be designed, based on available local information, using nonsingular terminal
sliding mode control, to guarantee

ξn2(t) = ξ d
02

ξn3(t) = 0
, ∀t ≥ Tsw1, ∀n ∈ {1, · · · ,N} (9)
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Step1.ii For t > Tsw1, equation (9) holds. The control input νn2 is designed to keep ξn3(t) = 0. From (5), it implies
that ξ̇n2 = 0. Hence, the states ξn2 and ξn3 remain constant whatever the control input νn1 is. A fixed-time
consensus protocol will be designed, based on available local information, to guarantee

ξn1(t) = ξ01
ξn2(t) = ξ d

02
ξn3(t) = 0

, ∀t ≥ Tmax1, ∀n ∈ {1, · · · ,N} (10)

Step2 For t > Tmax1, using information of the neighboring agents, the state ξn of subsystems (5) tracks, in a prescribed
time Tmax2, the desired state ξ0. One could note that for t > Tmax, subsystems (5) could be reduced to a single
integrator because of choice of qd

0 = (xd
0 ,y

d
0 ,θ0)

T .

The principle of the proposed scheme is depicted in Fig. 2.

Figure 2: Principle of the distributed control protocol.

Theorem 1. Suppose that Assumption 1 is fulfilled. The leader-follower consensus problem is solved in a prescribed
time Tmax under the distributed control protocol νn (n = 1 . . . ,N):

νn1 =

{
1, if t ≤ Tsw1

−k5

⌊
ξ̃n1

⌉2
− k6sign

(
ξ̃n1

)
, if t > Tsw1

νn2 =


ν tsm

n2 , if t ≤ Tsw1

−k7sign
(

ξ̃n3

)
, if Tsw1 < t ≤ Tsw2

−ξn2νn1− k8

⌊
x̃n

⌉2
− k9sign

(
x̃n

)
, if t > Tsw2

where ν tsm
n2 is the nonsingular terminal sliding mode control defined hereafter. The switching times (Tsw1 and Tsw2)

and the prescribed time (Tmax) does not depend on the initial conditions of the systems and are explicitly given in the
proof. Control parameters k5, k6, k7, k8 and k9 are positive definite constants.

The disagreements ξ̃1 =
(

ξ̃11, ξ̃21, . . . , ξ̃N1

)T
, ξ̃2 =

(
ξ̃12, ξ̃22, . . . , ξ̃N2

)T
, ξ̃3 =

(
ξ̃13, ξ̃23, . . . , ξ̃N3

)T
and x̃=

(
x̃1, x̃2, . . . , x̃N

)T

are defined such that ∀n = 1, . . . ,N

ξ̃n1 = −
(

∑
N
j=1 an j

(
ξ j1−ξn1

)
+an0 (ξ01−ξn1)

)
ξ̃n2 = −

(
∑

N
j=1 an j

(
ξ j2−ξn2

)
+an0

(
ξ d

02−ξn2
))

ξ̃n3 = −
(

∑
N
j=1 an j

(
ξ j3−ξn3

)
−an0ξn3

)
x̃n = −

(
∑

N
j=1 an j (x j− xn)+an0 (x0− xn)

) (11)

with {
xn = cos(θn)xn + sin(θn)yn
x0 = cos(θ0)x0 + sin(θ0)y0

(12)
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Proof 1. The proof is divided into three steps.

• For 0≤ t ≤ Tsw1, since νn1 = 1, subsystem Σ2 becomes a double integrator. The time derivative of the disagree-
ments ξ̃2 and ξ̃3 are given by

˙̃
ξ 2 = ξ̃3
˙̃
ξ 3 = Hν2

(13)

with ν2 =
(
ν tsm

12 ,ν tsm
22 , . . . ,ν tsm

N2
)T . Motivated by [38], one can derive the following fixed time consensus protocol

based on nonsingular terminal sliding mode control: ∀n = 1, . . . ,N

ν tsm
n2 =

(
∑

N
j=1 ai j

)−1
1

α

(
ξ̃n2

) (k1 (q− p)
∣∣∣ξ̃n2

∣∣∣q−p−1(
α

(
ξ̃n2

)
ξ̃n3

)2
− pα

(
ξ̃n2

)1− 1
p
⌊

ξ̃n3

⌉2− 1
p
)

−
(

∑
N
j=1 ai j

)−1
1

α

(
ξ̃n2

) (pα

(
ξ̃n2

)− 1
p
(∣∣∣ξ̃n3

∣∣∣1− 1
p

β

(∣∣∣ξ̃n3

∣∣∣ 1
p−1
)(

k3 bsne1+
2
µ + k4 bsne1−

2
µ

))
+∑

N
j=1 an jν j2

)
(14)

where α(.) : R→ R+ is a scalar positive function, given by:

α(x) =
1

k1|x|q−p + k2
(15)

and β (.) : R+→ [0, 1] is a scalar positive function, given by:

β (x) =
{

sin
(

π

2
x
τ

)
, if x≤ τ

1, else (16)

τ is an arbitrarily small positive constant. The control parameters 1
2 < p < 1, q > 1+ p and µ > 1 are positive

constants. The nonsingular terminal sliding surface is defined as:

sn = ξ̃n2 +
⌊

α(ξ̃n2)ξ̃n3

⌉ 1
p

(17)

Differentiating (17) with respect to time, one gets:

ṡn = −β

(∣∣∣ξ̃n3

∣∣∣ 1
p−1
)(

k3 bsne1+
2
µ + k4 bsne1−

2
µ

)
Let us consider the Lyapunov function V1 = (1/2)∑

N
n=1 s2

n. Its time derivative along the system trajectories is:

V̇1 = −∑
N
n=1 β

(∣∣∣ξ̃n3

∣∣∣ 1
p−1
)(

k3 |sn|2+
2
µ + k4 |sn|2−

2
µ

)
≤ −βm

[
k3N−

1
µ (2V1)

1+ 1
µ + k4 (2V1)

1− 1
µ

]
with βm = minn=1,...,N

{
β

(∣∣∣ξ̃n3

∣∣∣ 1
p−1
)}

. Let us note that βm > 0 if ξ̃n3 6= 0 for all n = 1, . . . ,N and βm =

1 if minn=1,...,N

{∣∣∣ξ̃n3

∣∣∣} > τ
p

1−p . Applying Lemma 2 and Theorem 5 in [38], one can obtain the fixed-time
stabilization of the sliding surface sn, ∀n = 1, . . . ,N. For small value of τ , the settling time is bounded by T1,
given by:

T1 =
πγN

1
2µ

4
√

k3k4

Once the sliding surface sn = 0 is reached (i.e.t > T1), the sliding mode occurs. In sliding mode, the reduced
dynamics, obtained from (17) becomes

ξ̃n3 =−k1

⌊
ξ̃n2

⌉q
− k2

⌊
ξ̃n2

⌉p
(18)
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Let us consider the Lyapunov function V2 = (1/2)∑
N
n=1 ξ̃ 2

n2. Its time derivative along the system trajectories is:

V̇2 = −k1 ∑
N
n=1(ξ̃

2
n2)

q+1
2 − k2 ∑

N
n=1(ξ̃

2
n2)

p+1
2

≤ −k1N
1−q

2 (2V2)
q+1

2 − k2 (2V2)
p+1

2

Applying Lemma 1, one can obtain the fixed-time stabilization of the sliding surface ξ̃n2, ∀n = 1, . . . ,N. The
corresponding settling time is bounded by T2, given by:

T2 =
1

k1N
1−q

2 2
q+1

2 q−1
2

+
1

k22
p+1

2 1−p
2

Hence, ξ̃2 converges to zero in a finite time bounded by Tsw1, defined as:

Tsw1 = T1 +T2

Applying Theorem 4 in [31], it follows that (9) holds.

• For Tsw1 ≤ t ≤ Tsw2, the control input νn2 is designed to keep ξn3(t) = 0. Let us define ξ̂3 = (ξ13,ξ23, . . . ,ξN3)
T .

Consider the candidate Lyapunov function

V3 =
1
2
(ξ̂3)

T Hξ̂3 (19)

H � 0 since graph G is connected and there is at least one ai0 positive. Its time derivative is given by

V̇3 ≤ −k7‖Hξ̂3‖1

V̇3 ≤ −k7

√
2λmin(H)√
λmax(H)

√
V3

(20)

Since ξn3(Tsw1) = 0, one can conclude from (20) that ξn3(t) = 0 is kept after t > Tsw1. From (5), it implies that
ξ̇n2(t) = 0 for all t ∈ [Tsw1,Tsw2]. Hence, the states ξn2 and ξn3 remain constant whatever the control input νn1
is.

Let us define ξ̂1 = (ξ11−ξ01,ξ21−ξ01, . . . ,ξN1−ξ01)
T . Consider the candidate Lyapunov function

V4 =
1
2
(ξ̂1)

T Hξ̂1 (21)

Its time derivative along the system trajectories is given by

V̇4 ≤ −k5(ξ̂1)
T H
⌊

Hξ̂1

⌉
− k6‖Hξ̂1‖1

V̇4 ≤ −k5N
−1
2 (2λmin(H))

3
2 V

3
2

4 − k6

√
2λmin(H)√
λmax(H)

√
V4

(22)

Applying Lemma 2, one can obtain the fixed-time stabilization of ξ̂1, i.e. (10) holds. The settling time is bounded
by T3, given by:

T3 =
πN

1
4 λmin(H)−

5
4 λmax(H)

1
4

2
√

k5k6

Therefore, the second switching time is
Tsw2 = T1 +T2 +T3

It should be highlighted that due to transformation (4), this consensus protocol achieves the convergence of
θn−θ0 (n = 1, . . . ,N) toward zero in a finite time bounded by Tsw2. Hence, the last step is to keep θn at θ0 while
reaching the consensus in finite time, i.e.

xn(t) = x0
yn(t) = y0

, ∀t ≥ Tmax, ∀n ∈ {1, · · · ,N} (23)
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• For t > Tsw2, the control input νn1 is designed to keep θn−θ0. Since ∀n ∈ {1, · · · ,N}, θn(Tsw2) = θ0, one can
conclude that from (22) that θn(t) = θ0 is kept after t > Tsw2 whatever the control input νn2 is.

Let us introduce the following transformation: ∀n = 1, . . . ,N,{
xn = cos(θ0)xn + sin(θ0)yn
yn = cos(θ0)yn− sin(θ0)xn

(24)

The dynamics of the transformed state become:{
ẋn = cos(θn−θ0)vn
ẏn = sin(θn−θ0)vn

(25)

Since θn(t) = θ0, ∀t > Tsw2, (25) reduces to

ẋn = vn

= −k8

⌊
x̃n

⌉2
− k9sign

(
x̃n

)
ẏn = 0

It should be noted that in this case, (24) is similar to (12). Furthermore, due to equations (4), (6), it follows that

yn(t) = ξn2(t)
= ξ d

02
= xd

0 sinθ0− yd
0 cosθ0

, ∀t ≥ Tsw2, ∀n ∈ {1, · · · ,N} (26)

Let us define x̂ = (x1− x0,x2− x0, . . . ,xN− x0)
T . Consider the candidate Lyapunov function

V5 =
1
2
(x̂)T Hx̂ (27)

Its time derivative along the system trajectories is given by

V̇5 ≤ −k8(x̂)T H bHx̂e− k9‖Hx̂‖1

V̇5 ≤ −k8N
−1
2 (2λmin(H))

3
2 V

3
2

5 − k9

√
2λmin(H)√
λmax(H)

√
V5

(28)

Applying Lemma 2, one can obtain the fixed-time stabilization of x̂, i.e.

xn(t) = cos(θ0)x0 + sin(θ0)y0 , ∀t ≥ Tsw2, ∀n ∈ {1, · · · ,N} (29)

The settling time is bounded by T4, given by:

T4 =
πN

1
4 λmin(H)−

5
4 λmax(H)

1
4

2
√

k8k9

From (26), (29), one can conclude the leader-follower consensus problem is solved in a prescribed time Tmax
given by

Tmax = T1 +T2 +T3 +T4

4. Numerical simulations

Let us consider the multi-agent system (2) with N = 6 followers and one virtual leader. The communication
topology, given in Fig. 3 is fixed. It is connected and the corresponding matrix H is given by

H =


2 −1 0 0 0 −1
−1 3 −1 0 0 0
0 −1 3 −1 0 −1
0 0 −1 1 0 0
0 0 0 0 2 −1
−1 0 −1 0 −1 3


9



1 q1 =
(
7,−1, −7π

4

)T

2 q2 =
(
−3,−5, −3π

2

)T

3 q3 =
(
0,−6, −4π

3

)T

4 q4 =
(
−9,2, −11π

6

)T

5 q5 = (4,−1,π)T

6 q6 =
(
1,4, −5π

4

)T

Table 1: Initial state of the robots.

One can see that agents 1, 3, 4 and 6 do not have direct information from the leader. The initial position of the leader
is q0 =

(
6,−4, π

6

)T . Considering transformation (4), the transformed leader state is ξ0 =
(

π

6 ,6.46,3.2
)T . The initial

states of the agents are given in Tab. 1. The design parameters are k1 = 2, k2 = 3, k3 = 2, k4 = 3, k5 = 13, k6 = 1,
k7 = 0.5, k8 = 13, k9 = 1, p = 7

9 , q = 9
5 , τ = 0.01 and µ = 3.

✍✌✎☞

✍✌✎☞ ✍✌✎☞✍✌✎☞
1 52

0

✍✌✎☞
3 ✍✌✎☞

4

✍✌✎☞
6

Figure 3: Communication topology.

From Theorem 1, the switching strategy guarantees that the leader-follower consensus problem is solved in a
prescribed time Tmax given by

Tmax = T1 +T2 +T3 +T4

with 
T1 = 3.94
T2 = 1.3
T3 = 2
T4 = 2

Contrary to existing controllers, here an explicit estimation of the settling time is provided without the a priori knowl-
edge of initial conditions of agents.

Figures 4-6 depict the evolution of the transformed state ξn1, ξn2 and ξn3 for each agent. One can see that using
information from the neighboring agents the state ξn tracks in a prescribed time the desired state ξ d

0 .

5. Conclusion

In this paper, the fixed-time consensus tracking problem for multiple unicycle-type mobile agents has been con-
sidered. A distributed switched strategy, based on local information, has been proposed to solve the leader-follower
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Figure 4: Evolution ofξn2(t) for each agent.
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Figure 5: Evolution of ξn3(t) for each agent.

consensus problem for multiple nonholonomic agents in chained form. The switching times and the prescribed con-
vergence time have been explicitly given regardless of the initial conditions.
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