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ON THE CONVERGENCE OF GRADIENT-LIKE
FLOWS WITH NOISY GRADIENT INPUT

PANAYOTIS MERTIKOPOULOS∗ AND MATHIAS STAUDIGL]

Abstract. In view of solving convex optimization problems with noisy gra-
dient input, we analyze the asymptotic behavior of gradient-like flows that are
subject to random disturbances. Specifically, we focus on the widely studied
class of mirror descent methods for constrained convex programming and we
examine the dynamics’ convergence and concentration properties in the pres-
ence of noise. In the small noise limit, we show that the dynamics converge
to the solution set of the underlying problem (a.s.). Otherwise, if the noise is
persistent, we estimate the measure of the dynamics’ long-run concentration
around interior solutions and their convergence to boundary solutions that are
sufficiently “robust”. Finally, we show that a rectified variant of the method
with a decreasing sensitivity parameter converges irrespective of the magnitude
of the noise and/or the structure of the underlying convex program.

1. Introduction

Consider a general convex program of the form
minimize f(x),

subject to x ∈ X , (P)

where X is a closed convex subset of a finite-dimensional vector space V and the
objective function f : X → R is itself convex. In the base case where X = V and f
is smooth, the gradient flow of f is given by the gradient descent dynamics

ẋ = −∇f(x), (GD)

where ∇f(x) denotes the (Euclidean) gradient of f at x. As is well known, under
mild regularity assumptions for f , the orbits of (GD) converge to arg min f (pro-
vided of course that said set is nonempty). Thus, building on this “quick-and-easy”
convergence result, (GD) and its variants have become the starting point for a vast
corpus of literature in convex optimization and control.

On the other hand, if the gradient input to (GD) is contaminated by noise
(e.g. due to faulty measurements or other exogenous factors), this convergence is
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2 GRADIENT-LIKE FLOWS WITH NOISY INPUT

destroyed even in simple, one-dimensional problems. To see this, take the quadratic
objective f(x) = θ(x − µ)2/2 with parameters µ ∈ R and θ > 0, and consider the
perturbed dynamics

dX = −θ(X − µ) dt+ σ dW, (1.1)
where W (t) is a one-dimensional Wiener process (Brownian motion) with volatility
σ > 0. This system describes an Ornstein–Uhlenbeck (OU) process with mean µ
and reversion rate θ [29], leading to the explicit solution formula

X(t) = X(0)e−θt + µ(1− e−θt) + σ

∫ t

0

e−θ(t−s) dW (s). (1.2)

Thanks to this expression, several conclusions can be drawn regarding (1.1). First,
even though the drift of the dynamics (1.1) vanishes at µ (and only at µ), the process
X(t) does not converge to µ with positive probability; instead, X(t) converges in
distribution to a Gaussian random variable X∞ with mean µ and variance σ2/(2θ).
Thus, in the long run, X(t) will fluctuate around µ with a spread that is roughly
proportional to the noise volatility coefficient σ. In addition, by ergodicity, the
process X̄(t) = t−1

∫ t
0
X(s) ds also converges to X∞ (a.s.), so even the long-run

average of X(t) fails to converge to µ with positive probability.
More generally, by solving the associated Fokker–Planck equation, it is easy to

see that, under suitable growth assumptions for f , the stochastic gradient descent
system

dX = −∇f(X)dt+ σ dW (SGD)

admits a unique invariant measure µ∞ with density ρ∞(x) ∝ e−2f(x)/σ2

[14]. In
other words, for large t, X(t) is most likely to be found near arg min f , and this
likelihood is inversely proportional to σ. However, apart from this basic concentra-
tion result for unconstrained problems, the long-run behavior of gradient-like flows
in the presence of stochastic disturbances remains largely unexplored – especially
in the context of constrained optimization.

To address this issue in a concrete manner, we focus on the class ofmirror descent
(MD) dynamics that were pioneered by Nemirovski and Yudin [36] and which have
since given rise to an extensive literature in mathematical optimization – see e.g.
[6, 7, 18, 35, 37, 38, 43] and references therein. Specifically, in the absence of noise,
these dynamics take the form

ẏ = −∇f(x),

x = Q(ηy),
(MD)

where, referring to Section 2 for the details, η > 0 is a sensitivity parameter while
the so-called “mirror map” Q is a projection-like mapping induced by a strongly-
convex “prox-function” h : X → R; more precisely, Q(y) = arg maxx∈X {〈y |x〉 −
h(x)}. In this way, (MD) represents the continuous-time limit of the well known
dual averaging scheme [38]

yn+1 = yn + γnv(xn),

xn+1 = Q(ηyn+1),
(1.3)

where γn > 0 denotes the method’s variable step-size sequence.
As an example, if X = V and h(x) = 1

2‖x‖
2
2, we have Q(y) = y, so (MD) boils

down to the gradient descent dynamics (GD). More generally, as was shown in
[3, 4, 13], (MD) can also be viewed as the gradient flow of f with respect to a
certain Riemannian metric on X . Thus, in addition to (GD) and its projected
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variants, (MD) also covers a very broad class of gradient-like flows. We analyze
these deterministic dynamics in Section 2, where we establish the convergence of
trajectories to the solution set of (P) with an O(1/t) value convergence rate for the
averaged process x̄(t) = t−1

∫ t
0
x(s) ds.

Moving beyond this deterministic setting, the study of mirror descent with sto-
chastic first-order feedback is a classic topic in optimization (see e.g. [8, 18, 35,
37] and references therein), and our paper addresses precisely this question. In
particular, to analyze the impact of noise, we focus on the dynamics (MD) perturbed
by a general martingale process such as the Brownian motion term in (SGD) above.
This leads us to consider the stochastic mirror descent dynamics

dY = −∇f(X) dt+ dZ,

X = Q(ηY ),
(SMD)

where Z(t) is a continuous Itô martingale representing the noise in the gradient
input process.

Of course, in this stochastic setting, the simple example (1.1) shows that the
deterministic convergence properties of the dynamics (MD) cannot be carried over
to (SMD) in full generality. In view of this, we focus on the following questions:

(1) If the infinitesimal variance of Z(t) decays over time, the solutions of (SMD)
can be viewed as asymptotic pseudotrajectories (APTs) [10] of the gradient-
like flow (MD).1 Heuristically, this suggests that the good trajectory con-
vergence properties of (MD) can be transferred to (SMD) in the small noise
limit, an intuition which we make precise in Section 4. We are not aware of
a similar APT-based analysis in optimization, and this interesting link be-
tween deterministic and stochastic mirror descent only becomes transparent
in continuous time.

(2) If the noise is persistent, the APT property is lost, so trajectory convergence
to interior solutions is no longer possible. Nonetheless, if f is strongly
convex and (P) admits a (necessarily) unique interior solution x∗ (a case
of particular interest in machine learning and statistics [44]), the long-run
behavior of (SMD) can be described by examining the dynamics’ invariant
distribution. Our analysis in Section 5 provides an explicit concentration
estimate for this distribution and shows that, if the sensitivity parameter
η of (SMD) is taken small enough, X(t) lies arbitrarily close to x∗ for an
arbitrarily large fraction of the time.

(3) Departing from the interior case, we also consider “robust” boundary solu-
tions that satisfy a certain gradient normality condition which is character-
istic of generic linear programs (and which always holds for such problems).
In this case, if the sensitivity η of (SMD) is taken sufficiently small, X(t)
converges (a.s.), and this convergence occurs in finite time if the mirror
map Q is surjective (cf. Section 6).

(4) Finally, if no assumptions can be made on the structure of (P) or its solution
set, we show in Section 7 that a rectified variant of (SMD) with a decreasing
sensitivity parameter η ≡ η(t) converges (a.s.). Specifically, if η(t) decays
to zero as Θ(t−1/2), we obtain an almost sure O(t−1/2

√
log log t) value

convergence bound – which drops down to O(t−1/2) in expectation.

1For background information on the theory of stochastic approximation and APTs, see [9, 10].



4 GRADIENT-LIKE FLOWS WITH NOISY INPUT

X ⊆ V

Y = V∗

Q

v(x) = −∇f(x)
y

x = Q(y)

Q

Figure 1. Schematic representation of (MD).

At a technical level, this paper belongs to the extensive literature on dynam-
ical systems that arise in the solution of continuous optimization problems and
variational inequalities – see e.g. [1, 5, 12, 21, 24, 36, 45] and references therein.
The deterministic bedrock of our analysis consists of the gradient-like dynamics
studied in [3, 4, 13, 36]; along with an important dichotomy that arises between
these dynamics in the presence of noise, we examine this link at depth in Section 8.
The work that is closest to our stochastic analysis is the recent paper [39], where
the authors showed that the time-average of an interior-valued subclass of (SMD)
converges within O(σ2

∗) of the solution set of (P) when the volatility of the noise
is bounded from above by σ2

∗. To the best of our knowledge, this is the only re-
sult known for (SMD), and our analysis in Section 7 shows that the optimality
gap predicted by [39] can be reduced to 0 if (SMD) is employed with a decreasing
sensitivity parameter.

2. Preliminaries

2.1. Mirror descent. Following the original approach of Nemirovski and Yudin
[36], the main idea of mirror descent is as follows: at each t ≥ 0, the optimizer takes
an infinitesimal step along the negative gradient of f in the dual space V∗ (where
gradients live)2 and the output is “mirrored” back to the problem’s feasible region
X ⊆ V. More precisely, this process can be represented in continuous time as

ẏ = v(x),

x = Q(ηy),
(MD)

where:
1. v(x) = −∇f(x) denotes the negative gradient of f at x.
2. y ∈ V∗ is an auxiliary “score” variable that aggregates gradient steps.
3. η > 0 is a sensitivity parameter (discussed in detail below).
4. Q : V∗ → X is the mirror (or choice) map that outputs a solution candidate
x ∈ X as a function of the score variable y ∈ V∗ (also discussed below).

For a schematic illustration of these dynamics, see Fig. 1.

2Recall here that ∇f(x) acts naturally on vectors z ∈ V via the directional derivative mapping
z 7→ 〈∇f(x) |z〉 ≡ f ′(x; z). For convenience, we also assume that f is tacitly defined on an open
neighborhood of X ; doing so allows us to use the ordinary definition of ∇f(x) but none of our
results depend on this device.
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A key element in the above description of mirror descent is the distinction be-
tween primal and dual variables – that is, between the candidate solution x and the
auxiliary score vector y. To emphasize this duality, we will write Y ≡ V∗ for the
dual space of V and, following [38], we will often refer to (MD) as a dual averaging
method. Also, in terms of regularity, we will assume throughout that

v(x) is Lipschitz continuous on X . (H1)

Given that the dual variable y aggregates (negative) gradient steps, a natural
choice for Q would be the arg max correspondence y 7→ arg maxx∈X 〈y |x〉 whose
output is most closely aligned with y. However, this assignment generically selects
only extreme points of X , so it is ill-suited for general, nonlinear convex programs.
On that account, (MD) is typically run with “regularized” mirror maps of the form
y 7→ arg maxx∈X {〈y |x〉−h(x)} where the “penalty term” h(x) satisfies the following
requirements:

Definition 2.1. We say that h : X → R is a penalty function (or regularizer) on
X if it is continuous and strongly convex, i.e. there exists some K > 0 such that

h(λx+ (1− λ)x′) ≤ λh(x) + (1− λ)h(x′)− 1
2Kλ(1− λ)‖x′ − x‖2 (2.1)

for all x, x′ ∈ X and all λ ∈ [0, 1]. The mirror map induced by h is then given by

Q(y) = arg max
x∈X

{〈y |x〉 − h(x)}. (2.2)

In view of the above, the sensitivity parameter η of (MD) essentially controls
the weight of the penalty term h(x) in (2.2). Specifically, we have

Q(ηy) = arg max
x∈X

{η〈y |x〉 − h(x)} = arg max
x∈X

{〈y |x〉 − η−1h(x)}, (2.3)

i.e. running (MD) with Q(ηy) instead of Q(y) amounts to rescaling h by 1/η. In
particular, as η → 0, the “η-deflated” mirror map Q(ηy) tends to select points that
are closer to the “prox-center” xc ≡ arg minh of X , so the primal variable x ∈ X
becomes less susceptible to changes in y ∈ Y.

For concreteness, we discuss below two examples of this regularization process:

Example 2.1 (Euclidean projections). Let h(x) = 1
2‖x‖

2
2. Then, h is 1-strongly

convex with respect to ‖·‖2 and the corresponding mirror map is the closest point
projection

ΠX (y) = arg max
x∈X

{
〈y |x〉 − 1

2‖x‖
2
2

}
= arg min

x∈X
‖y − x‖22. (2.4)

Accordingly, the dynamics derived from (2.4) may be viewed as a projected gradient
descent scheme; for instance, if X = V, we obtain precisely (GD). For future
reference, we also note that h is differentiable throughout X and ΠX is surjective
(i.e. im ΠX = X ).

Example 2.2 (Matrix regularization). Motivated by applications to semidefinite pro-
gramming, consider the unit spectrahedron D = {X ∈ Sym(Rn) : X < 0, ‖X‖1 ≤
1} of (symmetric) positive-semidefinite matrices X ∈ Sym+(Rn) such that ‖X‖1 ≡∑n
i=1|eigi(X)| ≤ 1. Then, a commonly employed penalty function on D is provided

by the von Neumann (or quantum) entropy

h(X) = tr[X logX]. (2.5)
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This penalty function is (1/2)-strongly convex with respect to the nuclear norm
[25], and a straightforward calculation [31, Prop. A.1] shows that the associated
mirror map is given by

Λ(Y ) =
exp(Y )

1 + ‖exp(Y )‖1
for all Y ∈ Sym(Rn). (2.6)

In contrast to Example 2.1, h is differentiable only on the relative interior D◦ of D;
furthermore, since exp(Y ) � 0 for all Y ∈ Sym(Rn), we have im Λ = D◦ (i.e. Λ is
“essentially” surjective).

The two examples above highlight an important link between the domain of
differentiability of h and the image of the induced mirror map Q. To describe this
relationship in detail, extend h to all of V by setting h ≡ ∞ outside X , and let
∂h(x) denote the subdifferential of h at x ∈ X . We then have X ◦ ⊆ dom ∂h ≡
{x ∈ X : ∂h(x) 6= ∅} ⊆ X , meaning that h may fail to be subdifferentiable only on
the boundary of X [41, Chap. 26]. Intuitively, this can happen only if h becomes
“infinitely steep” near x ∈ bd(X ), so we say that h is steep at x if ∂h(x) = ∅ and
nonsteep otherwise.

The following proposition shows that penalty functions that are everywhere non-
steep induce mirror maps that are surjective; on the flip side, penalty functions that
are steep throughout bd(X ) give rise to interior-valued mirror maps (compare with
Examples 2.1 and 2.2 respectively):

Proposition 2.2. Let h be a K-strongly convex penalty function, let Q : Y → X
be the induced mirror map, and let h∗ : Y → R be the convex conjugate of h, i.e.

h∗(y) = max{〈y |x〉 − h(x) : x ∈ X} for all y ∈ Y. (2.7)

Then:
1) x = Q(y) if and only if y ∈ ∂h(x); in particular, imQ = dom ∂h.
2) h∗ is differentiable on Y and ∇h∗(y) = Q(y) for all y ∈ Y.
3) Q is (1/K)-Lipschitz continuous.

In what follows, we will use the above statements freely; for a proof, see [41,
Theorem 23.5] and [42, Theorem 12.60(b)].

2.2. Bregman divergences and the Fenchel coupling. In addition to Propo-
sition 2.2, a key tool in the convergence analysis of mirror descent (at least when
h is steep) is the Bregman divergence D(p, x) between x ∈ X and a target point
p ∈ X . Following [16], D(p, x) is defined as the difference between h(p) and the
best linear approximation of h(p) starting from x, viz.

D(p, x) = h(p)− h(x)− h′(x; p− x), (2.8)

where h′(x; z) = limt→0+ t−1[h(x + tz) − h(x)] is the one-sided derivative of h at
x along z ∈ TC(x). Given that h is (strongly) convex, we have D(p, x) ≥ 0 and
x(t) → p whenever D(p, x(t)) → 0; consequently, the convergence of x(t) to p can
be checked via the associated divergence D(p, x(t)).

Notwithstanding, if h is not steep, it is often impossible to obtain information
about D(p, x(t)) from (MD) unless x(t) is interior. To overcome this difficulty, we
will instead employ the so-called Fenchel coupling

F (p, y) = h(p) + h∗(y)− 〈y |p〉 for all p ∈ X , y ∈ Y. (2.9)
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This “primal-dual” divergence was first introduced in [30, 33] and its name alludes
to the fact that (2.9) collects all terms of Fenchel’s inequality.3 As a result, F (p, y)
is nonnegative and strictly convex in both arguments. Moreover, as we show in
Proposition A.2, we have Q(yn) → p for every sequence (yn)∞n=0 in Y such that
F (p, yn)→ 0. For technical reasons, it will often be convenient to assume that the
converse also holds, namely

F (p, yn)→ 0 whenever Q(yn)→ p. (H2)

Clearly, when this is the case, we have Q(yn)→ p if and only if F (p, yn)→ 0.

2.3. Deterministic convergence analysis. Together with Proposition 2.2, the
Lipschitz continuity hypothesis (H1) implies that the vector field Y 3 y 7→ v(Q(ηy))
of (MD) is itself Lipschitz continuous in y. Hence, by standard results in the theory
of differential equations, (MD) is well-posed, i.e. it admits a unique global solution
for every initial condition y0 ∈ Y [40, Chap. V].

This existence and uniqueness result allows us to study the long-term behavior of
the solutions of (MD) with respect to the underlying convex program (P). Focusing
for simplicity on the case where X is compact (so arg min f 6= ∅), we have:

Theorem 2.3. Assume that X is compact and (H1) holds.

(1) If fmin(t) = min0≤s≤t f(x(s)) and f̄(t) = t−1
∫ t

0
f(x(s)) respectively denote

the minimum and mean value of f achieved by (MD), we have

fmin(t)−min f ≤ f̄(t)−min f = O(1/t). (2.10)

In particular, if (MD) is initialized at y0 = 0, we obtain

fmin(t) ≤ f̄(t) ≤ min f + Ω/t, (2.11)

where Ω = max{h(x′)− h(x) : x, x′ ∈ X}.
(2) If (H2) also holds, x(t) converges to some x∗ ∈ arg min f .

Theorem 2.3 is a strong convergence result for (MD) as it guarantees global
trajectory convergence to a solution of (P) and an O(1/t) value convergence rate.
Up to minor technical differences, the first part of the theorem essentially dates back
to Nemirovski and Yudin [36] who introduced the method in the first place. As for
the trajectory convergence properties of (MD), [3, 13] provide a proof for a Hessian
Riemannian gradient system which is equivalent to (MD) when h is steep (for a
detailed discussion, see Section 8). Finally, [4] deals with the singular Riemannian
case (corresponding to nonsteep h), but requires that X be polyhedral.

In Appendix B, we provide a proof of Theorem 2.3 hinging on the fact that the
“η-deflated” coupling

Fη(x∗, y) = η−1F (x∗, ηy) (2.12)

is a strict Lyapunov function for (MD) whenever x∗ ∈ arg min f . Building on this,
our aim in the rest of this paper will be to explore how the convergence guarantees
of Theorem 2.3 are affected if the gradient input of (MD) is contaminated by noise
and measurement errors.

3For a related, trajectory-based variant of F , see also [4, p. 444].
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3. Noisy mirror descent

To account for the effects of noise in (MD), our point of departure is the stochastic
disturbance model

ẏ(t) = v(x(t)) + ε(t), (3.1)
where ε(t) is a random function of time representing the noise in the gradient input
v(x(t)) at each instance t ≥ 0. Accordingly, writing out the Langevin equation (3.1)
as a formal stochastic differential equation, we will focus on the stochastic mirror
descent dynamics

dY = v(X) dt+ dZ,

X = Q(ηY ),
(SMD)

where Z(t) = (Z1(t), . . . , Zn(t)) is a continuous Itô martingale representing the
noise in the gradient input process. To be more precise, we assume throughout
that Z(t) is of the general form

dZi(t) =

m∑
k=1

σik(X(t), t) dWk(t), i = 1, . . . , n, (3.2)

where:
(1) W = (W1, . . . ,Wm) is a standard m-dimensional Wiener process with re-

spect to some underlying stochastic basis (Ω,F , {Ft}t≥0,P).4

(2) The n×m volatility matrix σik : X×R+ → R of Z(t) is assumed measurable,
bounded, and Lipschitz continuous in the first argument. Formally, we posit
that, for all x, x′ ∈ X and all t ≥ 0, we have:

supx,t‖σ(x, t)‖ <∞,
‖σ(x′, t)− σ(x, t)‖ = O(‖x′ − x‖).

(H3)

In the general setting of (SMD), the noise may depend on t and X(t) in a fairly
arbitrary manner: for instance, the increments of Z(t) need not be i.i.d. and the
noise in different components need not be independent either. This is reflected in
the quadratic covariation process of Z(t),5 given here by

d[Zi, Zj ] =

m∑
k,`=1

σikσj` dWk · dW` =

m∑
k=1

σikσjk dt = Σij dt, (3.3)

where
Σ = σσ>. (3.4)

Clearly, if the infinitesimal covariance matrix Σ is not diagonal, the components
of Z will exhibit nontrivial correlations along the nonzero off-diagonal elements of
Σ. The above highlights the role of the underlying m-dimensional Wiener process
W (t) in (SMD): ifm < n, the induced disturbances are necessarily correlated across
different components of Z; if m = n and σ is diagonal, the errors affecting v are
independent across components; and ifm > n, the noise in each component of v may
result from the aggregation of several independent errors. Obviously, the precise
statistics of the noise depend on the application being considered, so, for generality,

4In particular, we do not assume here that m = n; we discuss this point in detail below.
5Recall here that the covariation of two processes X and Y is defined as [X(t), Y (t)] =

lim|Π|→0

∑
1≤j≤k(X(tj) − X(tj−1))(Y (tj) − Y (tj−1)), where the limit is taken over all parti-

tions Π = {t0 = 0 < t1 < · · · < tk = t} of [0, t] with mesh |Π| ≡ maxj |tj − tj−1| → 0 [29].
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we maintain an application-agnostic approach and we make no assumptions on the
structure of Σ.6

Remark 3.1. For posterity, note that the noise regularity hypothesis (H3) gives

‖Σ(x, t)‖∗ ≤ σ
2
∗ for some finite σ∗ > 0 and for all x ∈ X , t ≥ 0, (3.5)

where ‖Σ‖∗ ≡ sup{‖Σy‖ : y ∈ Y, ‖y‖∗ ≤ 1} denotes the induced matrix norm on
V ⊗ V ∼= Rn×n. In what follows, it will be convenient to measure the magnitude of
the noise affecting (SMD) via σ∗; obviously, when σ∗ = 0, we recover the noiseless,
deterministic dynamics (MD).

Now, under the Lipschitz continuity hypothesis (H1) and the noise regularity
condition (H3), standard results from the theory of stochastic differential equations
show that (SMD) admits unique strong solutions that exist for all time. Specifically,
for every (random) F0-measurable initial condition Y0 with E[‖Y0‖2∗] < ∞, there
exists an almost surely continuous stochastic process Y (t) satisfying (SMD) for all
t ≥ 0 and such that Y (0) = Y0. Furthermore, up to redefinition on a P-null set,
Y (t) is the unique Ft-adapted process with these properties [27, Theorem 3.4].

For concreteness, we will focus only on non-random initial conditions of the
form Y (0) = y0 for a fixed y0 ∈ Y. In this case, the second moment condition
E[‖Y (0)‖2∗] <∞ is satisfied automatically, so we have:

Proposition 3.1. For all y0 ∈ Y, and up to a P-null set, (SMD) admits a unique
continuous solution Y (t), t ≥ 0, such that Y (0) = y0.

With this well-posedness result at hand, we show below that, if X(t) converges,
it does so to a minimum point of f :

Proposition 3.2. If limt→∞X(t) = x∗, then x∗ ∈ arg min f (a.s.).

Proof. Let v∗ = v(x∗) = −∇f(x∗), and assume to the contrary that x∗ /∈ arg min f
so there exists some q ∈ X such that 〈v∗ |q − x∗〉 > 0. Since X(t) = Q(ηY (t)), we
also have ηY (t) ∈ ∂h(X(t)) by Proposition 2.2; hence, for large t, we get

h(q)− h(X(t)) ≥ 〈ηY (t) |q −X(t)〉 ∼ η〈Y (t) |q − x∗〉. (3.6)

Now, by assumption, we also have v(X(t)) → v∗, implying in turn that v̄(t) =

t−1
∫ t

0
v(X(s))ds→ v∗. Since Y (t) = Y (0)+tv̄(t)+Z(t) by (SMD), the asymptotic

growth estimate (C.4) in Appendix C readily gives

h(q)− h(X(t)) & η〈Y (0) + tv̄(t) + Z(t) |q − x∗〉 ∼ tη〈v∗ |q − x∗〉. (3.7)

Therefore, with 〈v∗ |q−x∗〉 > 0, we conclude that h(q)−h(X(t))→∞ (a.s.). Since
supt≥0{h(q)−h(X(t))} <∞, this contradicts our initial claim that x∗ /∈ arg min f ,
and our proof is complete. �

Proposition 3.2 seems fairly encouraging because it shows that (SMD) can ter-
minate only at solutions of (P). Nevertheless, as we already saw in Section 1, X(t)
may fail to converge even in simple, one-dimensional problems. Even worse, this
nonconvergent behavior may arise independently of the choice of mirror map Q: for
instance, the objective function f(x) = x2/2 over X = [−1, 1] yields the dynamics

dY = Q(ηY ) dt+ σ dW, (3.8)

6For a concrete example of a nontrivial correlation structure arising in the study of traffic
routing and congestion games, see [15].
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Hypothesis Precise statement

(H1) Lipschitz gradients v(x) is Lipschitz continuous

(H2) Mirror map regularity F (p, yn) → 0 whenever Q(yn) → p

(H3) Noise regularity σ(x, t) is bounded and Lipschitz in x

Table 1. Overview of the regularity assumptions used in the paper.

where σ(x, t) has been assumed constant for simplicity. In this example, even
though the drift of (3.8) vanishes when Q(ηy) = 0 (and only then), the martingale
component does not, so arg min f = {0} is not even invariant under (SMD). As a
result, with probability 1, X(t) fails to converge to a solution of (P).

In the rest of this paper, we will seek to bypass these basic impossibility results
by examining the following questions:

(1) Analyze the “small noise” regime of (SMD), corresponding to cases where
the input to (SMD) becomes more accurate over time.

(2) Study the ergodic properties of X(t) and determine where the process
spends most time with high probability.

(3) Establish the convergence of X(t) in relevant subclasses of convex optimiza-
tion problems (such as linear programs).

(4) Focus on a suitably rectified variant of (SMD) which anneals the adverse
effects of Z(t) by means of a decreasing sensitivity parameter.

These questions are treated in detail in Sections 4–7 below. For concision (and
unless stated otherwise), we will be assuming throughout that (H1)–(H3) hold and
that the feasible region X of (P) is compact. The noncompact case is discussed
in Section 8; Hypotheses (H1)–(H3) can also be relaxed at certain points in our
analysis, but we keep them “as is” for simplicity.

4. The small noise limit

We begin with the case where the gradient input to (SMD) becomes more accu-
rate as measurements accrue over time – for instance, as in applications to wireless
communications where the accumulation of pilot signals allows users to better sense
their channel [31]. Our main result in this context is as follows:

Theorem 4.1. If σ(x, t) = o(1/
√

log t), then X(t)→ arg min f (a.s.).

The main idea of our proof is that, under the stated assumption for the volatility
matrix σ(x, t) of Z(t), the process Y (t) is an asymptotic pseudotrajectory (APT)
of the deterministic dynamics (MD) [9, 10]. Heuristically, this means that Y (t)
shadows the flow of (MD) with arbitrary accuracy over any fixed horizon in the
long run; more formally, we have:

Definition 4.2. Let Φt : Y → Y, t ≥ 0, denote the semiflow induced by (MD) on
Y (i.e. (Φt(y))t≥0 is the solution orbit of (MD) that starts at y ∈ Y). Then, we
say that (Y (t))t≥0 is an asymptotic pseudotrajectory (APT) of Φt if

lim
t→∞

sup
0≤h≤T

‖Y (t+ h)− Φh(Y (t))‖∗ = 0 for all T > 0. (4.1)

Of course, even though the solution orbits x(t) = Q(y(t)) of (MD) converge
to a solution of (P) for any initial condition y(0) ∈ Y, the same cannot be said
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for any APT of (MD) – for instance, an APT of (MD) might escape to infinity.
To overcome this obstacle, we show below that (MD) converges to arg min f in a
certain “uniform” sense, and we then use an induction argument to show that the
same holds for every APT of (MD) that is induced by (SMD).

Proof of Theorem 4.1. Without loss of generality, assume that η = 1; otherwise,
simply replace h by η−1h in the definition of (SMD). Also, for simplicity, we only
prove the case where f admits a unique minimizer x∗ ∈ X ; the general argument
is similar (but more cumbersome to write down), so we omit it.

To begin, fix some ε > 0 and let Uε = {x = Q(y) : F (x∗, y) < ε}. We first claim
that there exists some finite T ≡ T (ε) such that F (x∗,ΦT (y)) ≤ max{ε, F (x∗, y)−
ε} for all y ∈ Y. Indeed, since x∗ is the (unique) minimizer of f , there exists some
a ≡ a(ε) > 0 such that

〈v(x) |x− x∗〉 ≤ −a for all x∗ ∈ X ∗, x /∈ Uε. (4.2)

Consequently, if τy = inf{t > 0 : Q(Φt(y)) ∈ Uε} is the first time at which an orbit
of (MD) hits Uε, Lemma B.1 in Appendix B gives

F (x∗,Φt(y))− F (x∗, y) =

∫ t

0

〈v(x(s)) |x(s)− x∗〉 ds ≤ −at for all t ≤ τy. (4.3)

In view of this, set T = ε/a and consider the following cases:
(1) If T ≤ τy, (4.3) gives F (x∗,ΦT (y)) ≤ F (x∗, y)− ε.
(2) If T > τy, we have F (x∗,ΦT (y)) ≤ F (x∗,Φτy (y)) = ε (recall that F (x∗,Φt(y))

is weakly decreasing in t).
In both cases we have F (x∗,ΦT (y)) ≤ max{ε, F (x∗, y)− ε}, as claimed.

Now, let (Y (t))t≥0 be a solution of (SMD); we then claim that Y (t) is (a.s.)
an asymptotic pseudotrajectory of (MD) in the sense of Definition 4.2. Indeed,
by Proposition 4.6 in [9], it suffices to show that

∫∞
0
e−c/Σmax(t) dt < ∞ for all

c > 0, where Σmax(t) = maxx∈X ‖Σ(x, t)‖∗. However, by assumption, Σmax(t) =
‖σ(x, t)σ(x, t)>‖∗ = φ(t)/ log t for some φ(t) with limt→∞ φ(t) = 0. Therefore,

e−c/Σmax(t) =
(
elog t

)−c/φ(t)
= t−c/φ(t) = O(t−β) for all β > 1, (4.4)

and our assertion follows.
To proceed, fix a solution orbit Y (t) of (SMD) which is an APT of (MD).7

Moreover, with notation as in Definition 4.2 (and a bit of hindsight), let δ ≡ δ(ε)
be such that δ‖X‖+ δ2/(2K) ≤ ε and choose some (random) t0 ≡ t0(ε) such that
sup0≤h≤T ‖Y (t+ h)− Φh(Y (t))‖∗ ≤ δ for all t ≥ t0. Then, for all t ≥ t0, we get

F (x∗, Y (t+ h)) ≤ F (x∗,Φh(Y (t)))

+ 〈Y (t+ h)− Φh(Y (t)) |Q(Φh(Y (t)))− x∗〉

+
1

2K
‖Y (t+ h)− Φh(Y (t))‖2∗

≤ F (x∗,Φh(Y (t))) + δ‖X‖+
δ2

2K
≤ F (x∗,Φh(Y (t))) + ε, (4.5)

7Formally, let Ω0 = {ω ∈ Ω : (Y (t))t≥0 is an APT of (MD)}. By “fixing an orbit”, we mean
here “fix some ω ∈ Ω0”; since P(Ω0) = 1, what follows applies to P-a.a. solution orbits of (SMD).
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where, in the first line, we used the second-order Taylor estimate for the Fenchel
coupling derived in Proposition A.2 (cf. Appendix A).

We now claim that there exists some (random) T0 ≥ t0 such that F (x∗, Y (T0)) ≤
2ε (a.s.). Indeed, if this is not the case, we would have 〈v(X(t)) |X(t)− x∗〉 ≤ −a
for all t ≥ t0 with positive probability. Then, by Lemma B.1 in Appendix B, we
would also have

F (x∗, Y (t)) ≤ F (x∗, Y (t0))

+

∫ t

t0

〈v(X(s)) |X(s)− x∗〉 ds

+
1

2K

∫ t

t0

‖Σ(X(s), s)‖∗ ds

+

n∑
i=1

∫ t

t0

(Xi(s)− x∗) dZj(s)

≤ F (x∗, Y (t0))− a(t− t0) +
1

2K

∫ t

t0

‖Σ(X(s), s)‖∗ ds+ ξ(t), (4.6)

where ξ(t) denotes the martingale term
∑n
i=1

∫ t
t0

(Xi(s)−x∗i )dZi(s). Since ‖X(s)−
x∗‖ ≤ ‖X‖ < ∞, Lemma C.2 in Appendix C shows that ξ(t)/t → 0 (a.s.). More-
over, we also have limt→∞ t−1

∫ t
0
‖Σ(X(s), s)‖∗ ds = limt→∞‖Σ(X(t), t)‖∗ = 0 (by

the small noise assumption and de l’Hôpital’s rule), so the last two terms in Eq. (4.6)
are both sublinear in t. We thus obtain F (x∗, Y (t))→ −∞ with positive probabil-
ity, a contradiction.

On account of the above, we conclude that F (x∗, Y (T0)) ≤ 2ε for some T0 ≥ t0;
hence, by (4.5), we get

F (x∗, Y (T0 + h)) ≤ F (x∗,Φh(Y (T0))) + ε ≤ F (x∗, Y (T0)) + ε ≤ 3ε (4.7)

for all h ∈ [0, T ]. However, by the definition of T , we also have F (x∗,ΦT (Y (T0))) ≤
max{ε, F (x∗, Y (T0)) − ε} ≤ ε, so F (x∗, Y (T0 + T )) ≤ F (x∗,ΦT (Y (T0))) + ε ≤ 2ε.
Therefore, repeating the above argument at T0 + T (instead of T0) and proceeding
inductively, we get F (x∗, Y (T0 + h)) ≤ 3ε for all h ∈ [kT, (k + 1)T ], k ∈ N. With
ε arbitrary, we conclude that F (x∗, Y (t)) → 0, so X(t) → x∗ and our proof is
complete. �

For a numerical illustration of Theorem 4.1, see Fig. 2.

5. Long-run concentration properties

In contrast to the analysis of the previous section, if the noise in (SMD) is per-
sistent, the simple examples (1.1) and (3.8) show that there is no hope of obtaining
individual trajectory convergence for (SMD) with positive probability. Neverthe-
less, as we discussed in Section 1, X(t) may converge to a random variable X∞
whose distribution is concentrated around arg min f – meaning in turn that X(t)
will be spending most of its time in a neighborhood of arg min f . With this in mind,
our goal in this section will be to analyze the ergodicity properties of (SMD) and
to determine the “concentration basin” of X(t).

For reasons that will become clear in Section 6, we focus here on strongly con-
vex problems that admit a (necessarily unique) interior solution x∗ ∈ X ◦. More
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concretely, this means that there exists some L > 0 such that

f(x)− f(x∗) ≥ 1
2L‖x− x

∗‖2 for all x ∈ X . (5.1)

When this is the case, we have the following preliminary result:

Proposition 5.1. For every initial condition y0 ∈ Y, we have

E
[

1

t

∫ t

0

‖X(s)− x∗‖2 ds
]
≤ 2F (x∗, ηy0)

ηLt
+
ησ2
∗

KL
, (5.2)

i.e. the long-run average of X(t) lies within ησ2
∗/(KL) of x∗. Moreover, let

τδ = inf{t > 0 : ‖X(t)− x∗‖ ≤ δ} (5.3)

be the first time at which X(t) gets within δ > 0 of x∗. If η < KLδ2/σ2
∗, we have

E[τδ] ≤
2KF (x∗, ηy0)

ηKLδ2 − η2σ2
∗
. (5.4)

In particular, if y0 = 0 and η = KLδ2/(2σ2
∗), we have

E[τδ] ≤
8σ2
∗Ω

KL2δ4
, (5.5)

where Ω = max{h(x′)− h(x) : x, x′ ∈ X}.

Remark 5.1. For a value-based analogue of (5.2) in the steep case, see [39, Prop. 4].

Proof. Let Fη(t) ≡ η−1F (x∗, ηY (t)) denote the η-deflated Fenchel coupling between
x∗ and Y (t). Then, by the growth bound (C.2) in Appendix C, we get

Fη(t)− Fη(0) ≤
∫ t

0

〈v(X(s)) |X(s)− x∗〉 ds+
1

2K

∫ t

0

η‖Σ(X(s), s)‖∗ ds+ ξ(t)

≤ −L
2

∫ t

0

‖X(s)− x∗‖2 ds+
ησ2
∗t

2K
+ ξ(t), (5.6)

where ξ(t) =
∑n
i=1

∫ t
0
(Xi(s)− x∗i ) dZi(s) and we used the strong convexity bound

(5.1) to write 〈v(x) |x − x∗〉 ≤ f(x∗) − f(x) ≤ − 1
2L‖x − x

∗‖2 in the second line.
Since Fη(t) ≥ 0, the bound (5.2) follows by taking expectations and rearranging.

Now, replacing t by τδ ∧ t in (5.6), we also get

E[Fη(τδ ∧ t)] ≤ Fη(0)− L

2
E
[∫ τδ∧t

0

‖X(s)− x∗‖2 ds
]

+
ησ2
∗

2K
E[τδ ∧ t] (5.7)

≤ Fη(0) +
ησ2
∗ −KLδ2

2K
E[τδ ∧ t], (5.8)

where we used the fact that ‖X(s) − x∗‖ ≥ δ for all s ≤ τδ. Since Fη ≥ 0, we
conclude that

KLδ2 − ησ2
∗

2K
E[τδ ∧ t] ≤ Fη(0), (5.9)

and our claim follows by taking t → ∞ (so τδ ∧ t → τδ) and using the dominated
convergence theorem to interchange limits and expectations. �

By Jensen’s inequality, the mean squared error estimate (5.2) implies that the
time-averaged process X̄(t) = t−1

∫ t
0
X(s) ds of X(t) enjoys the bound

E[‖X̄(t)− x∗‖] ≤

√
E
[

1

t

∫ t

0

‖X(s)− x∗‖2 ds
]
. σ∗

√
η

KL
. (5.10)
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Figure 2. Numerical illustration of the behavior of (SMD) with mir-
ror map Q(y) = ey/(1 + ey). In both figures, the dashed contours
represent the level sets of f over X = [0, 1]2, and the stream lines
indicate the flow of (MD). In the first figure, we exhibit the conver-
gence of (SMD) to arg min f when the volatility of the noise decays as
Θ(1/t). In the second, we estimate the long-run occupation measure
µ∞ = limt→∞ t

−1
∫ t

0
1X(s) ds of X: darker shades of gray correspond to

higher probabilities of observing X in a given region.

Setting δη = σ∗
√
η/(KL) allows us to conclude that X̄(t) converges in L1 to a

δη–neighborhood of x∗, but we cannot deduce much more than that from (5.2). In-
stead, to obtain finer information regarding the concentration of the actual process
X(t) around x∗, we consider below its occupation measure:

Definition 5.2. The occupation measure of X up to time t ≥ 0 is defined as

µt(A) =
1

t

∫ t

0

1(X(s) ∈ A) ds for every Borel A ⊆ X . (5.11)

In words, µt(A) is simply the fraction of time thatX spends in the set A. As such,
the asymptotic concentration of X around x∗ can be estimated by the quantities
µt(Bδ) where Bδ = {x ∈ X : ‖x− x∗‖ ≤ δ} is a δ-ball centered at x∗ in X . In this
direction, our main result is as follows:

Theorem 5.3. Fix some δ > 0 and assume that the infinitesimal covariance matrix
Σ of (SMD) is time-homogeneous and uniformly positive-definite (i.e. Σ(x, t) ≡
Σ(x) < λI for some λ > 0). If (SMD) is run with sensitivity η < KLδ2/σ2

∗, then

µt(Bδ) & 1− ησ2
∗

KLδ2
for sufficiently large t (a.s.). (5.12)

Corollary 5.4. Fix some tolerance level ε > 0. If (SMD) is run with sensitivity
η ≤ εKLδ2/σ2

∗, we have µt(Bδ) ≥ 1− ε for all sufficiently large t (a.s.).

Remark 5.2. Since Σ = σσ>, it follows that Σ is nonnegative-definite by default.
The stronger assumption Σ < λI essentially posits that the volatility matrix σ of
Z has rank(σ) = n, i.e. that the components of Z are not totally correlated.
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Heuristically, the proof of Theorem 5.3 hinges on the following reasoning: For
η < KLδ2/σ2

∗, Proposition 5.1 shows that the ball Bδ is recurrent in the sense that
P(X(t) ∈ Bδ for some t ≥ 0) = 1 for every initial condition y0 ∈ Y. However, since
the set Q−1(Bδ) is not compact in general,8 the generating process Y (t) need not
be itself recurrent.9 Nonetheless, under a suitable transformation which “mods out”
the directions in Y that annihilate the linear hull of X , the process Y (t) becomes
recurrent and admits a unique invariant distribution ν.10 The pushforward of ν to
X is precisely the limit of the occupation measures µt as t → ∞, so (5.12) follows
by using the mean square bound (5.2) to estimate ν.

Proof of Theorem 5.3. We begin by introducing a transformed version of Y (t) which
is recurrent under (SMD). To that end, note first that Q−1(x) always contains a
translate of the polar cone PC(x) of X at x (cf. Lemma A.1); in particular, if X
is not full-dimensional, Q−1(Bδ) contains a nonzero affine subspace of Y. To mod
out this subspace, let V0 = aff(X −X ) ⊆ V denote the smallest subspace of V that
contains X when translated to the origin (so X may be considered as a convex body
of V0). Then, writing Y0 ≡ V∗0 for the dual space of V0, define the restriction map
π0 : Y → Y0 as

〈π0(y) |z〉 = 〈y |z〉 for all z ∈ V0. (5.13)

We then have π0(y) = 0 whenever y annihilates V0 (i.e. 〈y |z〉 = 0 for all z ∈ V0),
so π0 essentially “forgets” the annihilator of V0 in Y.11

Accordingly, in view of Proposition 5.1, it stands to reason that the trans-
formed process Ψ(t) = π0(Y (t)) is recurrent. Indeed, from [11, Proposition 3.1],
it suffices to show that a) Ψ(t) is an Itô diffusion whose infinitesimal generator
is uniformly elliptic; and b) there exists some compact set C0 ∈ Y0 such that
P(Ψ(t) ∈ C0 for some t ≥ 0) = 1 for every initial condition ψ0 ∈ Y0. The rest of
our proof is devoted to establishing these two requirements.

For the first, write π0(y) in coordinates as (π0(y))i =
∑n
k=1 Πikyk. Then, with

Ψ = Π · Y , we get

dΨi =

n∑
k=1

Πik (vk(X) dt+ dZk), (5.14)

where X(t) = Q(ηY (t)). Moreover, define the “restricted” mirror map Q0 : Y0 → X
as

Q0(w) = arg max{〈w |x〉 − h(x) : x ∈ X} for all w ∈ Y0, (5.15)

where, in a slight abuse of notation, X is treated as a subset of V0. By defi-
nition, we have 〈y |x〉 = 〈π0(y) |x〉 for all x ∈ X , so arg max{〈y |x〉 − h(x)} =
arg max{〈π0(y) |x〉 − h(x)} for all y ∈ Y. This shows that X(t) can be expressed
as X(t) = Q0(ηπ0(Y (t))) = Q0(ηΨ(t)), so (5.14) represents a regular Itô diffusion.

8For instance, take X = {(x1, x2) ∈ R2 : x1, x2 ≥ 0, x1 +x2 = 1} and consider the mirror map
Q(y1, y2) = (ey1 , ey2 )/(ey1 + ey2 ) generated by the regularizer h(x1, x2) = x1 log x1 + x2 log x2.
Then, the inverse image Q−1(1/2, 1/2) = {(y1, y2) ∈ R2 : y1 = y2} of (1/2, 1/2) is unbounded.

9Recall here that Y (t) is called recurrent if there exists a compact set C such that P(Y (t) ∈
C for some t ≥ 0) = 1 for every initial condition y0 of Y [11, 27].

10The reason that this procedure cannot be applied directly to the primal process X(t) is that
X(t) may fail to be an Itô diffusion if h is nonsteep.

11Of course, if X has nonempty interior as a subset of V (so V0 = V), there is nothing to forget
and π0 is simply the identity function on Y = Y0.
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We now claim that the infinitesimal generator LΨ of Ψ is uniformly elliptic.
Indeed, the quadratic covariation of Ψ is given by

d[Ψi,Ψj ] = d(ΠY )i d(ΠY )j =

n∑
k,`=1

ΠikΠj`Σk` dt =
(
ΠΣΠ>

)
ij
dt, (5.16)

where we used the definition (3.3) of Σ in the penultimate equality. However, we
also have

ΠΣΠ> < λΠΠ> < λπ2
minI, (5.17)

where πmin > 0 denotes the smallest singular value of Π> (recall that π0 has full rank
by construction). This shows that the principal symbol ΠΣΠ> of LΨ is uniformly
positive-definite, so LΨ is uniformly elliptic.

For the second component of our proof, assume without loss of generality that δ
is sufficiently small so that Bδ ⊆ X ◦. Since X may be viewed as a convex body of
V0, Remark 6.2.3 in [22] implies that the set C0 = η−1∂h(Bδ) is compact.12 Then,
by Proposition 5.1, it follows that Ψ(t) hits C0 in finite time (a.s.) for every initial
condition ψ0 = π0(y0) ∈ Y0.

Since the generator LΨ of Ψ is uniformly elliptic and C0 is compact, Proposi-
tion 3.1 in [11] shows that Ψ(t) is recurrent. Hence, from standard results in the
theory of Itô diffusions [27, Theorem 4.4.1, Theorem 4.4.2 and Corollary 4.4.4], we
conclude that Ψ(t) admits a unique invariant distribution ν which satisfies the law
of large numbers

lim
t→∞

1

t

∫ t

0

φ(Ψ(s)) ds =

∫
Y0

φ dν (a.s.), (5.18)

for every ν-integrable test function φ on Y0. We thus obtain

lim
t→∞

1

t

∫ t

0

1(X(s) ∈ Bδ) ds = lim
t→∞

1

t

∫ t

0

1(ηΨ(s) ∈ Q−1
0 (Bδ)) ds

=

∫
Y0

1η−1Q−1
0 (Bδ) dν

= ν(η−1Q−1
0 (Bδ)), (5.19)

i.e. µt(Bδ)→ ν(η−1Q−1
0 (Bδ)) as t→∞ (a.s.). Similarly, given that the limit of µt

is deterministic and finite, the mean square bound (5.2) also yields

1− ν(η−1Q−1
0 (Bδ)) = lim

t→∞

1

t
E
[∫ t

0

1(X(s) /∈ Bδ) ds
]

≤ lim
t→∞

1

t
E

[∫ t

0

‖X(s)− x∗‖2

δ2
ds

]
≤ ησ2

∗
KLδ2

, (5.20)

and our assertion follows. �

We close this section with a few remarks regarding Theorem 5.3 (for a numerical
illustration, see Fig. 2). First, the parameters of the problem are reflected in a
particularly suggestive way in the sensitivity threshold η∗ = KLδ2/σ2

∗ (which in
turn determines how aggressively we can choose η while maintaining an acceptable
concentration level around x∗). Indeed, if the noise variance σ2

∗ is small and the

12Strictly speaking, Remark 6.2.3 of [22] applies to convex functions that are defined on all of
V0, but since this is a local property, it is trivial to extend it to our case.
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strong convexity constant L is large, it should be easier to approximate a solution
of (P). Thus, keeping in mind that η essentially acts as an accelerant for X(t), it
stands to reason that η∗ is decreasing in σ2

∗ and increasing in L and δ.
Finally, the assumption that x∗ is interior is crucial in the statement of Theo-

rem 5.3. As we shall see in the next section, if x∗ is a corner of X (i.e. PC(x∗)
has nonempty interior), Y (t) is transient (not recurrent) and X(t) converges to
x∗ (instead of fluctuating in a small neighborhood thereof). Otherwise, when x∗

belongs to a nontrivial face of X , the dynamics (SMD) exhibit a hybrid behavior:
X(t) converges to the smallest face of X that contains x∗ and fluctuates around x∗
along the relative interior of said face. That said, obtaining a precise result along
these lines is fairly cumbersome, so we only discuss the flip side of Theorem 5.3 in
Section 6.

6. Linear programming and robust solutions

In contrast to the non-convergent gradient descent example (1.1), the linear
objective f(x) = 1− x over X = [0, 1] yields

dY = dt+ σ dW, (6.1)

or, after integrating, Y (t) = t+W (t). A trivial estimate then yields Y (t) ≥ t/2 for
all sufficiently large t (except possibly on a P-null set), so limt→∞X(t) = 1 (a.s.),
independently of the choice of mirror map Q (cf. Lemma 6.7 below). In other
words, in this simple linear program, X(t) converges to arg min f with probability
1, no matter the magnitude of the noise.

The main reason for this disparity between (1.1) and (6.1) is that the drift of the
latter does not vanish when X(t) approaches arg min f , so it ends up dominating
the dynamics’ long-term behavior. A nonvanishing gradient is typical of (generic)
linear programs, so one would optimistically expect comparable results to hold
whenever (P) can be locally approximated by a linear program. With this in mind,
we focus here on solutions of (P) that are “robust” in the following sense:

Definition 6.1. We say that x∗ ∈ X is a robust solution of (P) if 〈v(x∗) |z〉 < 0
for every nonzero tangent vector z ∈ TC(x∗).

In the above, the term “robustness” alludes to the fact that if the objective f
of (P) is perturbed by a function g with sufficiently small gradient, x∗ remains a
minimizer of f + g. We then have:

Theorem 6.2. If x∗ is a robust solution of (P) and (SMD) is run with a sufficiently
low sensitivity parameter η, X(t) converges to x∗ (a.s.). In addition, if the mirror
map Q is surjective, this convergence occurs in finite time (a.s.).

Corollary 6.3. If (P) is a generic linear program, X(t) converges to arg min f
with probability 1 (and in finite time if Q is surjective).

The proof of Theorem 6.2 is somewhat involved so we provide a rough sketch
below. First, if x∗ is a robust solution of (P), note that the negative gradient field
v(x) is “strictly outward pointing” near x∗ in the sense that v(x) ∈ int(PC(x∗)) for
all x close to x∗. Using this property, we show that almost every solution trajectory
of (SMD) has an ω-limit arbitrarily close to x∗ if η is chosen small enough. In terms
of the generating dual process Y (t), this means that affine translates of the polar
cone PC(x∗) in the dual space Y are recurrent under (SMD). Combining this
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recurrence property with a hitting time argument based on Girsanov’s theorem, it
then follows that Y (t) escapes to infinity along a proper subcone of PC(x∗) with
probability 1. Having established all this, a straightforward geometric argument
can then be used to show that X(t) converges to x∗ (a.s.).

In what follows, we encode the above in a series of technical lemmas. We begin
with the following immediate observation:

Lemma 6.4. x∗ ∈ X is a robust solution of (P) if and only if

〈v(x∗) |z〉 ≤ −γ‖z‖ for some γ > 0 and for all z ∈ TC(x∗). (6.2)

Proof. The “if” part is trivial. For the “only if” part, let γ = min{|〈v(x∗) |z〉| : z ∈
TC(x∗), ‖z‖ = 1} so 〈v(x∗) |z〉 ≤ −γ‖z‖ for all z ∈ TC(x∗). Since x∗ is a robust
solution, it follows that γ > 0, as was to be shown. �

Remark 6.1. In view of Lemma 6.4, a point that satisfies (6.2) is called γ-robust.

We now show that neighborhoods of robust solutions are recurrent under (SMD):

Lemma 6.5. Fix some precision tolerance δ > 0. If x∗ is a γ-robust solution
of (P) and (SMD) is run with sensitivity parameter η < 2γδK/σ2

∗, there exists a
(random) sequence of times tn ↑ ∞ such that ‖X(tn)− x∗‖ < δ for all n (a.s.).

Proof. Suppose there exists some (random) t0 such that ‖X(t) − x∗‖ ≥ δ for all
t ≥ t0. Then, writing Fη(t) = η−1F (x∗, ηY (t)) for the η-deflated Fenchel coupling
between x∗ and Y (t), Lemma C.1 yields

Fη(t) ≤ Fη(t0) +

∫ t

t0

〈v(X(s)) |X(s)− x∗〉 ds+
1

2K

∫ t

t0

η‖Σ(X(s), s)‖∗ ds+ ξ(t)

≤ Fη(t0)− γδ (t− t0) +
ησ2
∗

2K
(t− t0) + ξ(t)

≤ Fη(t0)−
[
γδ − ησ2

∗
2K
− ξ(t)

t− t0

]
(t− t0), (6.3)

where we set ξ(t) =
∑n
i=1

∫ t
t0

(Xi(s) − x∗i ) dZi(s) in the first line and we used
Lemma 6.4 in the second. Since ξ(t)/(t − t0) → 0 by the asymptotic estimate
(C.4) in Appendix C, the bound (6.3) yields limt→∞ Fη(t) = −∞ if ησ2

∗ < 2γδK,
a contradiction (recall that Fη(t) ≥ 0 for all t ≥ 0). This shows that t0 =∞ (a.s.),
so there exists a sequence tn ↑ ∞ such that ‖X(tn)− x∗‖ < δ for all n. �

Our next result is a technical lemma which shows that the generating process
Y (t) keeps moving roughly along the direction of v(x∗) with probability arbitrar-
ily close to 1 if η is chosen small enough and X(0) starts sufficiently close to x∗
(cf. Fig. 3):

Lemma 6.6. Let x∗ be a robust solution of (P) and let C be a polyhedral cone such
that v(x∗) ∈ int(C) and C ⊆ int(PC(x∗))∪{0}. Then, for small enough η, ε, δ > 0,
and for every initial condition y0 ∈ Y with F (x∗, ηy0) < ε, there exists some y ∈ Y
such that F (x∗, ηy) = ε+ δ and

P(Y (t) ∈ y + C for all t ≥ 0) ≥ 1− e−κδ/(ησ
2
∗), (6.4)

where κ > 0 is a constant that depends only on C and (P).
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PC(x∗)

C

v(x∗)

F (x∗, ηy) = ε+ δ

F (x∗, ηy) = ε

y

y0 Y (t)

Figure 3. The various sets in the proof of Lemma 6.6.

Proof. Let C◦ = {z ∈ V : 〈y |z〉 ≤ 0 for all y ∈ C} denote the polar cone of C and
let U = {uj}dj=1 be a basis for C◦ (recall that C is assumed polyhedral). Further,
fix a small compact neighborhood L of x∗ such that v(L) ⊆ int(C), pick γL > 0 so
that 〈v(x) |z〉 ≤ −γL‖z‖ for all x ∈ L, z ∈ C◦,13 and with a fair bit of hindsight,
take δ < K‖X‖2 sufficiently small so that Q(ηy) ∈ L whenever F (x∗, ηy) ≤ ε + δ.
Finally, invoking Lemma A.3 in Appendix A, let y = y0 − cv(x∗) for some c > 0
such that F (x∗, ηy) = ε+ δ; then, by (A.3), we will also have

‖y0 − y‖∗ = c‖v(x∗)‖∗ ≥
K‖X‖
η

[√
1 + 2δ/(K‖X‖2)− 1

]
≥ δ

2η‖X‖
, (6.5)

where we used the fact that δ < K‖X‖2 in the last inequality.
To proceed, set τC = inf{t ≥ 0 : Y (t) /∈ y +C} and let Gu(t) = 〈Y (t)− y |u〉, so

τC = inf{t ≥ 0 : Gu(t) > 0 for some u ∈ U}. Then, for all t ≤ τC , we have

Gu(t) = Gu(0) +

∫ t

0

〈v(X(s)) |u〉 ds+ ξu(t) ≤ −A‖u‖ −B‖u‖t+ ξu(t), (6.6)

where we have set A = cminu′∈U |〈v(x∗) |u′〉|, B = γL, and ξu(t) = 〈Z(t) |u〉.
Arguing as in the proof of Lemma C.2, the Dambis–Dubins–Schwarz time-change
theorem for martingales [26, Theorem 3.4.6] implies that there exists a standard
Wiener process Wu(t) such that ξu(t) = Wu(ρu(t)), where ρu = [ξu, ξu] denotes the
quadratic variation of ξu. By (6.6), this further implies that Gu(t) ≤ 0 whenever
Wu(ρu(t)) ≤ A‖u‖+B‖u‖t; hence, τC =∞ whenever Wu(ρu(t)) ≤ A‖u‖+B‖u‖t.
Moreover, note that

dρu = dξu · dξu =

n∑
i,j=1

Σijuiuj dt, (6.7)

so ρu(t) ≤ σ2
∗‖u‖

2
t. Hence, if a trajectory ofWu is such thatWu(t) ≤ A‖u‖+ B

‖u‖σ2
∗
t

for all t ≥ 0, we will also have

Wu(ρu(t)) ≤ A‖u‖+
B

‖u‖σ2
∗
ρ(t) ≤ A‖u‖+B‖u‖t for all t ≥ 0. (6.8)

13That such a γL exists is a consequence of the continuity of v(x) and Lemma 6.4.
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Therefore, to prove the lemma, it suffices to establish a suitable lower bound for
the probability P(Wu(t) ≤ A‖u‖+Bt/(‖u‖σ2

∗) for all t ≥ 0). To do so, let

τ ′C = inf

{
t > 0 : Wu(t) = A‖u‖+

B

‖u‖σ2
∗
t for some u ∈ U

}
(6.9)

and write Eu for the event “Wu(t) ≥ A‖u‖+Bt/(‖u‖σ2
∗) for some finite t ≥ 0”. By

a standard application of Girsanov’s theorem for Wiener processes with drift [26,
p. 197], we get P(Eu) = e−2AB/σ2

∗ and hence

P(τ ′C <∞) = P
(⋃

u∈U
Eu

)
≤
∑

u∈U
P(Eu) = |U|e−2AB/σ2

∗ . (6.10)

Now, from the bound (6.5) and the definition of A and B, we have

AB = cγL min
u′∈U
|〈v(x∗) |u′〉| ≥ δ

2η‖X‖
γL minu′∈U |〈v(x∗) |u′〉|

‖v(x∗)‖∗
=
κδ

η
, (6.11)

where we set κ =
γL minu′∈U |〈v(x∗) |u′〉|

2‖v(x∗)‖∗‖X‖
. By backtracking, we then get

P(τC =∞) ≥ P(τ ′C =∞) ≥ 1− e−κδ/(ησ
2
∗) (6.12)

provided that η ≤ κδ/(σ2
∗ log|U|). Therefore, with P(Y (t) ∈ y + C for all t ≥ 0) =

P(τC =∞), our proof is complete. �

The final ingredient of our proof is that if Y (t) moves deep within PC(x∗), the
induced trajectory X(t) = Q(ηY (t)) converges to x∗:

Lemma 6.7. Let (yn)∞n=1 be a sequence in Y such that 〈yn |z〉 → −∞ for all
z ∈ TC(x∗). Then, limQ(yn) = x∗.

Proof. By compactness of X (and passing to a subsequence if necessary), we may
assume that xn ≡ Q(yn) converges in X . Assume therefore that xn → x′ 6= x∗, so
lim inf‖xn − x∗‖ > 0. Then, with yn ∈ ∂h(xn) by Proposition 2.2, we obtain

h(x∗) ≥ h(xn) + 〈yn |x∗ − xn〉 ≥ h(xn)− 〈yn |zn〉‖xn − x∗‖, (6.13)

where we have set zn = (xn − x∗)/‖xn − x∗‖. Since zn lives in the unit sphere of
‖ · ‖, compactness (and passing to a further subsequence if necessary) guarantees
the existence of some z ∈ TC(x∗) with ‖z‖ = 1 and such that 〈yn |zn〉 ≤ 〈yn |z〉 for
all n (recall that TC(x∗) is closed). We thus get h(x∗) ≥ h(xn)− 〈yn |z〉‖xn − x∗‖
and, taking lim inf on both sides, we obtain lim inf h(x∗) =∞, a contradiction. �

We are now in a position (finally!) to prove the main result of this section:

Proof of Theorem 6.2. As in the proof of Lemma 6.6, let L be a sufficiently small
compact neighborhood of x∗ such that v(L) ⊆ int(PC(x∗)), i.e. 〈v(x) |z〉 ≤ −γL‖z‖
for some γL > 0 and for all x ∈ L, z ∈ TC(x∗). Then, by compactness, there exists
a convex cone C ⊆ int(PC(x∗)) such that 〈v(x) |z〉 ≤ −γL‖z‖ for all x ∈ L and for
all z ∈ C◦.

With this in mind, pick ε, δ > 0 sufficiently small so that the conclusion of
Lemma 6.6 holds and Q(ηy) ∈ L whenever F (x∗, ηy) ≤ ε + δ. If η is also chosen
small enough, combining (H2) with Lemma 6.5 shows that there exists a (random)
sequence of times tn ↑ ∞ such that F (x∗, ηY (tn)) ≤ ε for all n (a.s.). Hence, by
Lemma 6.6 and the strong Markov property of Y (t), there exists some a > 0 such
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that P(F (x∗, ηY (tn + t)) ≤ ε+ δ for all t ≥ 0) ≥ 1−(1−a)n for all n.14 Thus, with
notation as in (6.6), we get

Gz(tn + t) ≤ −A‖z‖ −B‖z‖t+ ξz(t) for all t ≥ 0, (6.14)

with probability at least 1− (1−a)n. In turn, Lemma C.2 yields ξz(t)/t→ 0 (a.s.),
showing that limt→∞Gz(tn+t) = −∞. Since the above holds for all n, we conclude
that 〈Y (t) |z〉 → −∞ for all z ∈ TC(x∗) with probability 1, so X(t)→ x∗ (a.s.) by
Lemma 6.7.

We are left to show that this convergence occurs in finite time if Q is surjective.15

To that end, note first that if x∗ = Q(ηy∗), we also have Q(η(y∗ + v)) = x∗ for all
v ∈ PC(x∗) by Lemma A.1. Therefore, it suffices to show that, for some y∗ such
that Q(ηy∗) = x∗, we have Y (t) ∈ y∗ + PC(x∗) for all sufficiently large t (a.s.).
However, since X(t) → x∗, there exists some t0 such that X(t) ∈ L for all t ≥ t0.
Thus, for all z ∈ TC(x∗) with ‖z‖ = 1, we get

〈Y (t) |z〉 = 〈Y (t0) |z〉+

∫ t

t0

〈v(X(s)) |z〉 ds+ 〈Z(t) |z〉

≤ ‖Y (t0)‖∗ − γL(t− t0) + ‖Z(t)‖∗. (6.15)

Since Z(t)/t→ 0 (a.s.) by Lemma C.2, we conclude that 〈Y (t) |z〉 → −∞ uniformly
in z (a.s.). Consequently, there exists some t′0 such that 〈Y (t)−y∗ |z〉 ≤ 0 for all t ≥
t′0 and all z ∈ TC(x∗) with ‖z‖ = 1. In turn, this implies that Y (t) ∈ y∗ + PC(x∗)
for all t ≥ t′0 and our proof is complete. �

7. Convergence via rectification

The analysis of the previous sections suggests that the main limiting factor in
attaining a solution of (P) via (SMD) is the lack of inherent averaging in X(t).
When (P) admits a robust solution, this problem is overcome by the nonvanishing
drift of (SMD) which pushes X(t) towards a corner of X (so random wiggles are
automatically contained by the geometry of X ). However, as we saw in the previous
sections, X(t) cannot converge to a solution of a general (nonlinear) convex program
except in a certain, “weakly averaged” sense.

In this section, we counter this by examining a “rectified” variant of (SMD) that
is run with a decreasing sensitivity parameter and which takes into account all past
realizations of X up to time t. Specifically, motivated by Theorem 2.3(i) in the
noise-free regime, consider the following transformation of X(t):

X̃(t) =
1

t

∫ t

0

X(s) ds, (7.1a)

and/or
X̃(t) = X(st) where st ∈ arg min0≤s≤t f(X(s)), (7.1b)

corresponding respectively to the empirical average and the “best instance” of X
up to time t.

Already, the results of [39] and the analysis of Section 5 indicate that the variant
(7.1a) is concentrated around interior solutions of X (in the long run and in prob-
ability) if (SMD) is run with sufficiently low η. However, in a black-box setting

14Note here that if y has F (x∗, ηy) ≤ ε+ δ and C ⊆ PC(x∗), we also have F (x∗, ηy′) ≤ ε+ δ
for all y′ ∈ y + C by Lemma A.3.

15In fact, it suffices to have x∗ ∈ imQ – or, equivalently, that h be subdifferentiable at x∗.
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where knowledge about (P) and the noise process Z(t) is not readily available, the
choice of η would essentially become a matter of trial and error. In turn, this sug-
gests using a variable sensitivity parameter η ≡ η(t) which decreases to 0 as t→∞.
However, since Y (t) = O(t), η(t) should not decrease to zero faster than 1/t; other-
wise, X(t) = Q(η(t)Y (t)) would converge to the prox-center xc ≡ arg minx∈X h(x)
of X with probability 1.

With this in mind, we will assume throughout this section that

η(t) is Lipschitz continuous, nonincreasing, and limt→∞ tη(t) =∞. (7.2)

From an algorithmic point of view, (7.2) should be contrasted with the “anneal-
ing schedule” of simulated annealing methods, with η interpreted as the method’s
“inverse temperature” [17, 28].16 In such schemes, the system typically starts at
a high initial temperature (η ≈ 0) and subsequently freezes to low temperatures
(η → ∞) in order to approach the system’s “ground state”. In our case however,
η(t) is nonincreasing, indicating that (SMD) is heated over time, not cooled. The
reason for this disparity is that the system’s “energy levels” Y (t) evolve themselves
over time and do not remain fixed (as in simulated annealing), so increasing η might
quench prematurely a realized trajectory of the system to a suboptimal state.

If we take either definition of X̃(t) as a candidate solution for (P), we obtain:

Theorem 7.1. The process X̃(t) enjoys the performance guarantee

f(X̃(t)) ≤ min f +
Ω

tη(t)
+

σ2
∗

2Kt

∫ t

0

η(s) ds+O(
√

log log t/t) (a.s.), (7.3)

where Ω = max{h(x′)− h(x) : x, x′ ∈ X}.
Corollary 7.2. If limt→∞ η(t) = 0, then X̃(t)→ arg min f (a.s.). In particular, if
η(t) ∝ min{1, t−β} for some β ∈ (0, 1), we have

f(X̃(t))−min f =


O
(
t−β
)

if 0 < β < 1
2 ,

O
(√

log log t/t
)

if β = 1
2 ,

O
(
tβ−1

)
if 1

2 < β < 1.

(7.4)

Proof of Theorem 7.1. Let Fη(t) = η(t)−1F (x∗, η(t)Y (t)) denote the η-deflated
Fenchel coupling between Y (t) and x∗ ∈ arg min f . Then, after a small rearrange-
ment, Lemma C.1 in Appendix C yields∫ t

0

〈v(X(s)) |x∗ −X(s)〉 ds ≤ Fη(0)− Fη(t) (7.5a)

−
∫ t

0

η̇(s)

η2(s)
[h(x∗)− h(X(s))] ds (7.5b)

+
1

2K

∫ t

0

η(s)‖Σ(X(s), s)‖∗ ds (7.5c)

+

n∑
i=1

∫ t

0

(Xi(s)− x∗i ) dZi(s) (7.5d)

We now proceed to bound each term of (7.5):

16This comparison becomes manifest when h(x) =
∑n
j=1 xj log xj is the entropic regularizer

over the unit simplex X = ∆n. In this case, we have Q(ηy) = (eηy1 , . . . , eηyn )/
∑n
j=1 e

ηyj , which
is precisely the Gibbs probability distribution employed in simulated annealing methods.
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a) Since Fη(t) ≥ 0 for all t, the term (7.5a) is bounded from above by Fη(0), viz.

(7.5a) ≤ Fη(0) =
h(x∗) + h∗(η(0)Y (0))

η(0)
− 〈Y (0) |x∗〉 (7.6)

b) For (7.5b), we have h(x∗) − h(X(s)) ≤ Ω by definition, so, with η̇(t) ≤ 0 for
almost all t by (7.2), we get

(7.5b) ≤ −Ω

∫ t

0

η̇(s)

η2(s)
ds =

Ω

η(t)
− Ω

η(0)
. (7.7)

c) For (7.5c), the definition of σ2
∗ readily gives

(7.5c) ≤ σ2
∗

2K

∫ t

0

η(s) ds. (7.8)

d) Finally, for (7.5d), let ξ(t) =
∫ t

0

∑n
i=1(Xi(s)− x∗i ) dZi(s) and write ρ = [ξ, ξ] for

the quadratic variation of ξ. We then get

d[ξ, ξ] = dξ · dξ =

n∑
i,j=1

(Xi − x∗i )(Xj − x∗j ) dZi · dZj

=

n∑
i,j=1

Σij(Xi − x∗i )(Xj − x∗j ) dt ≤ σ2
∗‖X(s)− x∗‖2 dt, (7.9)

implying that ρ(t) ≤ σ2
∗‖X‖

2
t. Now, arguing as in the proof of Lemma C.2

in Appendix C, the Dambis–Dubins–Schwarz time-change theorem for martin-
gales [26, Theorem 3.4.6 and Problem 3.4.7] shows that there exists a one-
dimensional Wiener process W̃ (t) with induced filtration F̃s = Fτρ(s) and such
that W̃ (ρ(t)) = ξ(t) for all t ≥ 0. By the law of the iterated logarithm [26], we
then obtain

lim sup
t→∞

W̃ (ρ(t))√
2Mt log log(Mt)

≤ lim sup
t→∞

W̃ (ρ(t))√
2ρ(t) log log ρ(t)

= 1 (a.s.), (7.10)

where M = σ2
∗‖X‖

2. Thus, with probability 1, we have ξ(t) = O(
√
t log log t).

Putting together all of the above and dividing by t, we get

1

t

∫ t

0

〈v(X(s)) |x∗−X(s)〉ds ≤ Ω

tη(t)
+

σ2
∗

2Kt

∫ t

0

η(s)ds+O(t−1/2
√

log log t), (7.11)

where we have absorbed the O(1/t) terms from (7.6) and (7.7) in the logarithmic
term O(

√
t−1 log log t). However, since x∗ ∈ arg min f , we also have 〈v(x) |x∗−x〉 =

〈∇f(x) |x−x∗〉 ≥ f(x)−f(x∗) = f(x)−min f for all x ∈ X . Hence, by the definition
of X̃ (and Jensen’s inequality in the case of (7.1a)), we finally obtain

f(X̃(t)) ≤ min f +
1

t

∫ t

0

〈v(X(s)) |x∗ −X(s)〉 ds, (7.12)

and our assertion follows. �

In addition to the almost sure bound (7.3), we also have the following mean
value guarantee:
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Proposition 7.3. If Y (0) = 0, X̃(t) enjoys the mean performance guarantee

E[f(X̃(t))] ≤ min f +
Ω

tη(t)
+

σ2
∗

2Kt

∫ t

0

η(s) ds. (7.13)

In particular, if η(t) =
√

ΩK/σ2
∗min{1, 1/

√
t}, we have

E[f(X̃(t))] ≤ min f + 2
√

Ωσ2
∗/(Kt). (7.14)

Proof. If Y (0) = 0, (7.6) gives (7.5a) ≤ η(0)−1 [h(x∗)− h(Q(0))] ≤ Ω/η(0). With
this in mind, (7.11) becomes

1

t

∫ t

0

〈v(X(s)) |x∗ −X(s)〉 ds ≤ Ω

tη(t)
+

σ2
∗

2Kt

∫ t

0

η(s) ds+ ξ(t), (7.15)

where ξ(t) denotes the martingale term (7.5d), and we used the fact that the con-
stant terms of (7.6) and (7.7) cancel out. The bound (7.13) then follows by taking
expectations in (7.15), dividing by t, and arguing as in the proof of Theorem 7.1.
Finally, (7.14) is obtained by substituting in (7.13) and integrating. �

Compared to the value convergence rate (2.10) of the noiseless regime, Proposi-
tion 7.3 indicates a drop from O(1/t) to O(1/

√
t). This is due to the Itô correction

term σ2
∗/(2Kt)

∫ t
0
η(s) ds in (7.13): balancing this second-order error against the

noise-free bound Ω/(tη(t)) is what imposes a Θ(t−1/2) sensitivity schedule – other-
wise, one term would be slower than the other for large t. In this regard, (7.14) is
reminiscent of the O(n−1/2) bounds derived in [35, Section 2.3] and [38, Section 6]
for the dual averaging method (1.3) in stochastic environments. There, the drop in
performance is due to the gap between continuous and discrete time, whereas here
it is due to the gap between ordinary and (Itô) stochastic calculus.

8. Discussion

In this last section, we discuss briefly the case where the feasible region X of
(P) is unbounded and we examine some further links with the literature on Hessian
Riemannian gradient flows [3, 4, 13].

8.1. Noncompact feasible regions. If the feasible region X of (P) is unbounded,
the first difficulty that arises is that the well-posedness of (SMD) becomes harder to
verify. To be sure, under the Lipschitz continuity condition (H1), Dynkin’s existence
and uniqueness theorem [27, Theorem 3.4] shows that (SMD) admits unique global
solutions provided that the following growth condition also holds:

‖v(x)‖∗ + ‖σ(x, t)‖∗ ≤ C(1 + ‖x‖) for some C > 0 and all x ∈ X , t ≥ 0. (H1′)

However, in the context of convex programming, these growth requirements can be
fairly restrictive: for instance, f(x) = x2(1 + x2) is analytic and strongly convex
over X = R, but both (H1) and (H1′) fail.

On the other hand, given that f is convex, it is intuitively clear that the drift
v(x) = −∇f(x) of (SMD) directs X(t) away from unbounded regions where (H1)
and (H1′) fail, so one would expect (SMD) to remain well-posed. Using more
refined regularity notions from stochastic analysis [27, Section 3.4], it is possible
to show that this is indeed the case; however, the details of this analysis are fairly
cumbersome, so we will be assuming in what follows that (SMD) is well-posed.

A further difficulty is that inf f need not be finite if X is not compact – and
even if inf f > −∞, arg min f may still be empty. To avoid the complications that
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this imposes on a trajectory-based analysis,17 we only extend below the value-based
results of Section 7 to the unbounded case:

Proposition 8.1. Suppose that (SMD) is initialized at Y (0) = 0. Then, for all
p ∈ X , the process X̃(t) enjoys the mean performance guarantee

E[f(X̃(t))] ≤ f(p) +
h(p)− hmin

tη(t)
+

σ2
∗

2Kt

∫ t

0

η(s) ds. (8.1)

Consequently, if η(t)→ 0, we have E[f(X̃(t))]→ inf f ; in particular, if inf f > −∞
and η(t) ∝ min{1, 1/

√
t}, then

E[f(X̃(t))]− inf f = O(1/
√
t). (8.2)

Remark 8.1. Since h is strongly convex and X is closed, hmin > −∞ is attained at
the prox-center xc = Q(0) of X .

Proof. Fix some p ∈ X . Then, arguing as in the proof of Theorem 7.1, we obtain∫ t

0

〈v(X(s)) |p−X(s)〉 ds ≤ Fη(0)− Fη(t)

− (h(p)− hmin)

∫ t

0

η̇(s)

η2(s)
ds

+
σ2
∗

2K

∫ t

0

η(s) ds

+

n∑
i=1

∫ t

0

(Xi(s)− pi) dZi(s), (8.3)

where we used the fact that h(X(s)) ≥ hmin for all s ≥ 0 in the second line (note also
that Lemma C.1 does not require X to be compact). Since F (p, 0) = h(p) + h∗(0)
by definition, the first two terms of (8.3) become

Fη(0)− Fη(t)− (h(p)− hmin)

∫ t

0

η̇(s)

η2(s)
ds ≤ h(p)− hmin

η(t)
. (8.4)

Our claim then follows as in the proof of Proposition 7.3. �

As in the compact case, we can get a finer description of the behavior of X(t)
under additional assumptions for f . For instance, if f is strongly convex, it can be
shown that supt≥0‖X(t)‖ < ∞ (a.s.), so the analysis of Section 5 can be carried
over to the noncompact regime. Likewise, if (P) admits a robust solution or f is
linear, it can be shown that f(X(t)) → inf f with probability 1 if (SMD) is run
with sufficiently low sensitivity parameter η. However, this analysis would take us
too far afield so we postpone it to future work.

8.2. Perturbed Hessian Riemannian flows. When h is steep and X has non-
empty (topological) interior, the differential theory of Legendre transformations [41,
Chapter 26] shows that the mirror map Q = ∇h∗ is a homeomorphism between
Y = V∗ and X ◦ = dom ∂h. In this case, the system (MD) induces a semiflow on
X ◦ via the dynamics

ẋ =
d

dt
Q(y) = ∇Q(y) · ẏ = ∇(∇h∗(y)) · v(Q(y)) = −Hess(h∗(y)) · ∇f(x). (8.5)

17For instance, the notion of a robust solution becomes void if X is an affine subspace of V.
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By Lagrange’s identity, we also have Hess(h∗(y)) = Hess(h(Q(y)))−1 for all y ∈ Y,
so (8.5) leads to the Hessian Riemannian (HR) dynamics

ẋ = −H(x)−1 · ∇f(x), (HD)

where H(x) ≡ Hess(h(x)) denotes the Hessian of h evaluated at x = Q(y).
The adjective “Riemannian” above reflects the fact that H(x)−1∇f(x) can be

viewed as the gradient of f with respect to the Riemannian metric g = Hess(h)
on X ◦; in words, (HD) simply represents the gradient flow of f with respect to a
modified geometry on X . In the context of convex programming, this system has
been studied extensively by [3, 13] who examined its well-posedness and convergence
properties in a wide array of convex programming applications (see also [4] for the
singular Riemannian case corresponding to nonsteep h). As such, a natural question
that arises is whether this equivalence between (HD) and (MD) carries over to the
stochastic regime analyzed in this paper.

To address this question, assume that the gradient input ∇f(x) to (HD) is
perturbed by some random noise function ε(t) as in (3.1), viz.

ẋ = H(x)−1 · (−∇f(x) + ε(t)). (8.6)

Then, writing out (8.6) as a stochastic differential equation, we get the stochastic
Hessian Riemannian dynamics

dX = −H(X)−1 · ∇(f(X)) dt+H(X)−1 · dZ, (SHD)

with Z(t) defined as in (3.2). On the other hand, if h is sufficiently smooth, Itô’s
formula shows that the primal dynamics generated by (SMD) on X are given by

dX = ∇(Q(Y )) · v(X) dt+∇(Q(Y )) · dZ +
1

2
Σ(X) · ∇2(Q(Y )) dt, (SMD-P)

with the last term corresponding to the second-order Itô correction induced by the
nonlinearity of Q (we have also taken η = 1 for simplicity).

Comparing these two systems, we see that the first two terms of (SMD-P) cor-
respond precisely to the drift and diffusion coefficients of (SHD). However, the Itô
correction term 1

2Σ(X) · ∇2(Q(Y )) dt (which involves the third derivatives of h∗)
has no equivalent in (SHD), meaning that (SHD) and (SMD-P) do not coincide in
general – that is, unless the mirror map Q : Y → X happens to be linear.

To illustrate the above, take the linear objective f(x) = x over X = [0, 1] and
consider the dynamics generated by the entropic penalty function h(x) = x log x+
(1 − x) log(1 − x) with induced mirror map Q(y) = ey/(1 + ey). Then, (SHD)
becomes

dX = −X(1−X) [dt− σ dW ] . (8.7)
while (SMD) gives

dY = −dt+ σ dW,

X = eY /(1 + eY ).
(8.8)

Hence, after a short calculation, we obtain:

dX = −X(1−X) [dt− σ dW ] +
1

2
X(1−X)(1− 2X)σ2 dt. (8.9)

We thus see that the primal dynamics (8.7) and (8.9) differ by the term 1
2X(1−

X)(1−2X)dt which is precisely the Itô correction induced on X via Q. Because of
this structural difference, the dynamics (8.7) and (8.9) also behave very differently
with respect to the minimizer x∗ = 0 of f . Specifically, (8.8) gives Y (t) = Y (0) −



GRADIENT-LIKE FLOWS WITH NOISY INPUT 27

t+σW (t)→ −∞ (a.s.), implying in turn that X(t)→ x∗ (a.s.). On the other hand,
under (8.7), X(t) may converge to arg max f with arbitrarily high probability if σ
is large enough. To see this, let V (x) = log x − log(1 − x), so V (X(t)) → −∞ if
X(t)→ 0+ and V (X(t))→ +∞ if X(t)→ 1−. Itô’s lemma then yields

dV = V ′(X) dX +
1

2
(dX)2 = − dt+ σ dW + (X − 1/2)σ2 dt. (8.10)

From (8.10), it is intuitively obvious (and can be shown rigorously) that the drift of
(8.10) remains uniformly positive with probability arbitrarily close to 1 if X(0) >
1/2 and σ is large.18 In turn, this implies that V (X(t)) → ∞, i.e. (8.7) converges
with high probability to arg max f instead of arg min f !

The above shows that the Hessian Riemannian system (HD) is far more vulner-
able to noise compared to (MD). Intuitively, this failure is due to the fact that
(HD) lacks an inherent “averaging” mechanism capable of dissipating the noise in
the long run – in (MD), this role is played by the direct aggregation of gradient
steps up to time t. At a more formal level, this primal/dual disparity is due to the
second-order Itô correction term which appears in (SMD-P) and which acts as a
“silver bullet” for the noise. Given the link between Hessian Riemannian dynamics
and the replicator dynamics of evolutionary game theory [2, 3], this is also reminis-
cent of the different long-run behavior of the replicator dynamics with aggregate
shocks [20, 23] and the dynamics of stochastically perturbed exponential learning
[32]. We intend to explore these relations in depth in a future paper.

Appendix A. Mirror maps and the Fenchel coupling

In this appendix, we collect some basic properties of mirror maps and the Fenchel
coupling. Our first result describes the structure of the inverse images of Q:

Lemma A.1. If Q(y) = x, then Q(y + v) = x for all v ∈ PC(x).

Proof. By Proposition 2.2, it suffices to show that y+ v ∈ ∂h(x) for all v ∈ PC(x).
However, since v ∈ PC(x), we also have 〈v |x′ − x〉 ≤ 0 for all x′ ∈ X , and hence

h(x′) ≥ h(x) + η〈y |x′ − x〉 ≥ h(x) + η〈y + v |x′ − x〉, (A.1)

where the first inequality follows from the fact that y ∈ ∂h(x). The above shows
that y + v ∈ ∂h(x), so Q(y + v) = x, as claimed. �

Our next result provides a comparison between the Fenchel coupling with the
Bregman divergence and the underlying norm on V:

Proposition A.2. Let h be a K-strongly convex penalty function on X . Then, for
all p ∈ X and all y, y′ ∈ Y, we have:

a) F (p, y) ≥ D(p,Q(y)) with equality if Q(y) ∈ X ◦. (A.2a)

b) F (p, y) ≥ 1
2K ‖Q(y)− p‖2. (A.2b)

c) F (p, y′) ≤ F (p, y) + 〈y′ − y |Q(y)− p〉+ 1
2K ‖y

′ − y‖2∗. (A.2c)

Proof. See [30, Proposition 4.3]. �

The following corollary of Proposition A.2 is also useful in our analysis:

18For a formal argument along these lines, see [34, Theorem 3.3.3].
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Lemma A.3. If y2 − y1 ∈ PC(p), we have F (p, y1) ≥ F (p, y2) and

‖y2 − y1‖∗ ≥ K‖X‖
[√

1 + 2δ/(K‖X‖2)− 1

]
, (A.3)

where δ = F (p, y1)− F (p, y2).

Proof. Let v = y2− y1 and set g(t) = F (p, y1 + tv), t ∈ [0, 1]. Differentiating yields
g′(t) = 〈v |Q(y1+tv)−p〉 ≤ 0 for all t because v ∈ PC(p) and Q(y1+tv)−p ∈ TC(p).
We thus get F (p, y2) = F (p, y1 + v) ≤ F (p, y1), as claimed.

For our second assertion, (A.2c) readily yields

F (p, y2)− F (p, y1) ≤ 〈y2 − y1 |Q(y)− p〉+
1

2K
‖y2 − y1‖2∗

≤ ‖X‖ ‖y2 − y1‖∗ +
1

2K
‖y2 − y1‖2∗, (A.4)

and, after rearranging:
ω2 + 2K‖X‖ω − 2Kδ ≥ 0, (A.5)

where we set ω = ‖y′ − y‖∗ ≥ 0. The roots of this inequality are ω± = −K‖X‖ ±√
K2‖X‖2 + 2Kδ, so ω− < 0 ≤ ω+. This implies that (A.5) can only hold if

ω ≥ ω+ and (A.3) follows. �

Appendix B. Deterministic results

As we discussed in Section 2, Proposition A.2 allows us to use the Fenchel cou-
pling as a convergence test (in the sense that x(t)→ x∗ whenever F (x∗, y(t))→ 0).
The suitability of the Fenchel coupling in this regard is owed to its Lyapunov-like
behavior under (MD):

Lemma B.1. Fix some base point p ∈ X . Then, under (MD), we have
d

dt
Fη(p, y(t)) = 〈v(x(t)) |x(t)− p〉. (B.1)

In particular, Fη(x∗, y(t)) is nonincreasing for all x∗ ∈ arg min f .

Proof. By the definition (2.12) of the η-deflated Fenchel coupling, we have
dFη
dt

= η−1 [〈ηẏ |∇h∗(ηy)〉]− 〈ẏ |p〉 = 〈v(x) |x− p〉, (B.2)

where the first equality is a consequence of Proposition 2.2. Our second claim then
follows by noting that 〈v(x) |x− x∗〉 ≤ f(x∗)− f(x) ≤ 0 for all x∗ ∈ arg min f . �

Proof of Theorem 2.3. For all x∗ ∈ arg min f , Lemma B.1 gives

Fη(x∗, y(t))− Fη(x∗, y0) =

∫ t

0

〈v(x(s)) |x(s)− x∗〉 ds

≤
∫ t

0

[f(x∗)− f(x(s))] ds = t[min f − f̄(t)]. (B.3)

A simple rearrangement then yields f̄(t) − min f ≤ Fη(x∗, y0)/t, so the bound
for fmin(t) follows trivially. As for the specific rate Ω/t, it suffices to note that
F (x∗, 0) = h(x∗) + h∗(0) = h(x∗)− h(Q(0)) ≤ max{h(x′)− h(x) : x, x′ ∈ X}.

For our second assertion, let xω be an ω-limit of x(t) and assume that xω /∈
arg min f . Since arg min f is closed, there exists a neighborhood U of xω in X such
that 〈v(x) |x − x∗〉 ≤ −a for some a > 0 and for all x∗ ∈ arg min f . Furthermore,
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since xω is an ω-limit of x(t), there exists an increasing sequence of times tk ↑ ∞
such that x(tk) ∈ U for all k. Then, for all τ > 0, Proposition 2.2 gives

‖x(tk + τ)− x(tk)‖ = ‖Q(ηy(tk + τ))−Q(ηy(tk))‖ ≤ η

K
‖y(tk + τ)− y(tk)‖∗

≤ η

K

∫ tk+τ

tk

‖v(x(s))‖∗ ds ≤
ητ

K
max
x∈X
‖v(x)‖∗. (B.4)

Now, given that the bound (B.4) does not depend on k, there exists some suffi-
ciently small δ > 0 such that x(tk + τ) ∈ U for all τ ∈ [0, δ], k ∈ N (so we also have
〈v(x(tk + τ)) |x(tk + τ) − x∗〉 ≤ −a). Therefore, given that 〈v(x) |x − x∗〉 ≤ 0 for
all x ∈ X , x∗ ∈ arg min f , we get

Fη(x∗, y(tk + δ))− Fη(x∗, y0) =

∫ tk+δ

0

〈v(x(s)) |x(s)− x∗〉 ds

≤
k∑
j=1

∫ tj+δ

tj

〈v(x(s)) |x(s)− x∗〉 ds ≤ −akδ, (B.5)

showing that lim inft→∞ F (x∗, ηy(t)) = −∞, a contradiction (recall that F (x∗, ηy) ≥
0 for all y ∈ Y).

Since x(t) admits at least one ω-limit (by compactness of X ), we conclude that
x(t) converges to arg min f . Thus, if x∗ ∈ arg min f is an ω-limit of x(t), Lemma B.1
shows that Fη(x∗, y(t)) is nonincreasing. Finally, given that x(t′k) → x∗ for some
increasing sequence of times t′k ↑ ∞, (H2) further shows that Fη(x∗, y(t′k))→ 0; in
turn, this implies that F (x∗, ηy(t))→ 0, i.e. limt→∞ x(t) = x∗. �

Appendix C. Stochastic calculations

Our main goal in this appendix is to show that the η-deflated coupling Fη(t) =
η(t)−1F (p, η(t)Y (t)) between p and Y (t) satisfies a noisy version of Lemma B.1:

Lemma C.1. Let p ∈ X . Then, for all t ≥ t0 ≥ 0, we have

Fη(t)− Fη(t0) ≤
∫ t

t0

〈v(X(s)) |X(s)− p〉 ds (C.1a)

−
∫ t

t0

η̇(s)

η(s)2
[h(p)− h(X(s))] ds (C.1b)

+
1

2K

∫ t

t0

η(s)‖Σ(X(s), s)‖∗ ds (C.1c)

+

n∑
i=1

∫ t

t0

(Xi(s)− pi) dZi(s). (C.1d)

In particular, if the sensitivity parameter η of (SMD) is constant, we have

Fη(t)−Fη(t0) ≤
∫ t

t0

〈v(X(s)) |X(s)−p〉ds+
η

2K

∫ t

t0

‖Σ(X(s), s)‖∗ ds+ ξ(t), (C.2)

where ξ(t) =
∑n
i=1

∫ t
t0

(Xi(s)− pi) dZi(s) denotes the martingale term (C.1d).
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Proof. By Proposition 2.2, we have∇yF (p, y) = ∇h∗(y)−p = Q(y)−p for all y ∈ Y.
Thus, given that Q = ∇h∗ is Lipschitz continuous (again by Proposition 2.2), Itô’s
formula for functions with Lipschitz continuous first derivatives [19] yields

dFη = − η̇
η
Fη dt+

1

η

n∑
i=1

∂F

∂yi

∣∣∣∣
ηY

d(ηYi) +
1

2η

n∑
i,j=1

∂2F

∂yi∂yj

∣∣∣∣
ηY

d(ηYi) · d(ηYj)

= 〈v(X) |X − p〉 dt+ 〈dZ |X − p〉+
η

2

n∑
i,j=1

∂2h∗

∂yi∂yj

∣∣∣∣
ηY

dZi · dZj , (C.3a)

− η̇

η2
[h(p) + h∗(ηY )− 〈ηY |p〉] dt+

η̇

η
〈Y |X − p〉 dt (C.3b)

where we have used the definition of (SMD) to write d(ηY ) = η̇Y dt+ηv(X)dt+ηdZ
in the second and third lines.

The above expression immediately yields the terms (C.1a) and (C.1d) of (C.1).
The Itô correction term (C.1c) follows from the definition dZi · dZj = Σij dt of the
infinitesimal covariance matrix Σ and the fact that tr[Hess(h∗(Y (s)))Σ(X(s), s)] ≤
K−1‖Σ(X(s), s)‖∗ by the strong convexity of h. Finally, for (C.1b), recall that
h∗(ηY ) = 〈ηY |X〉−h(X) by the definition of h∗; we then get 〈Y |X〉 = η−1[h∗(ηY )+
h(X)] and (C.1) follows by substituting in (C.3b) and rearranging. �

Our final result is a growth estimate for Itô martingales with bounded volatility:

Lemma C.2. Let W (t) = (W1(t), . . . ,Wm(t)), t ≥ 0, be a Wiener process in Rm
and let ζ(t) be a bounded, continuous process in Rm. Then, for every continuous
function f : [0,∞)→ (0,∞), we have

f(t) +

∫ t

0

ζ(s) · dW (s) ∼ f(t) as t→∞ (a.s.), (C.4)

whenever limt→∞ (t log log t)
−1/2

f(t) = +∞.

Proof of Lemma C.2. Let ξ(t) =
∫ t

0
ζ(s) ·dW (s) =

∑n
i=1

∫ t
0
ζi(s)dWi(s). Then, the

quadratic variation ρ = [ξ, ξ] of ξ satisfies:

d[ξ, ξ] = dξ · dξ =
∑n

i=1
ζiζjδij dt ≤M dt, (C.5)

where M = supt≥0‖ζ(t)‖2 <∞ (recall that ζ(t) is bounded by assumption).
Now, let ρ∞ = limt→∞ ρ(t) ∈ [0,∞] and set

τρ(s) =

{
inf{t ≥ 0 : ρ(t) > s} if s ≤ ρ∞,
∞ otherwise,

(C.6)

The process τρ(s) is finite, non-negative, non-decreasing, and right-continuous on
[0, ρ∞); moreover, it is easy to check that ρ(τρ(s)) = s ∧ ρ∞ and τρ(ρ(t)) = t
[26, Problem 3.4.5]. Therefore, by the Dambis–Dubins–Schwarz time-change the-
orem for martingales [26, Thm. 3.4.6 and Pb. 3.4.7], there exists a standard, one-
dimensional Wiener process W̃ (t) with induced filtration F̃s = Fτρ(s) and such that
W̃ (ρ(t)) = ξ(t) for all t ≥ 0. We thus get:

f(t) + ξ(t)

f(t)
= 1 +

W̃ (ρ(t))

f(t)
. (C.7)
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Obviously, if limt→∞ ρ(t) < ∞, we have lim supt→∞|W̃ (ρ(t))| < ∞ (a.s.) so
there is nothing to show. Otherwise, if limt→∞ ρ(t) = ∞, the quadratic variation
bound (C.5) and the law of the iterated logarithm yield:∣∣W̃ (ρ(t))

∣∣
f(t)

≤
∣∣W̃ (ρ(t))

∣∣√
2ρ(t) log log ρ(t)

×
√

2Mt log logMt

f(t)
→ 0 as t→∞, (C.8)

and our claim follows. �
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