
HAL Id: hal-01404004
https://inria.hal.science/hal-01404004v1

Submitted on 28 Nov 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Feature Grouping for Intrusion Detection System Based
on Hierarchical Clustering

Jingping Song, Zhiliang Zhu, Chris Price

To cite this version:
Jingping Song, Zhiliang Zhu, Chris Price. Feature Grouping for Intrusion Detection System Based
on Hierarchical Clustering. International Cross-Domain Conference and Workshop on Availability,
Reliability, and Security (CD-ARES), Sep 2014, Fribourg, Switzerland. pp.270-280, �10.1007/978-3-
319-10975-6_21�. �hal-01404004�

https://inria.hal.science/hal-01404004v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Feature Grouping for Intrusion Detection System based on 

Hierarchical Clustering  

Jingping Song1,2, Zhiliang Zhu1, Chris Price2 

1 
Software College of Northeastern University, Shenyang, Liaoning, China, 110819.  

{songjp, zhuzl}@swc.neu.edu.cn 
2
 Department of Computer Science, Aberystwyth University, United Kingdom, SY23 3DB.  

{jis17,cjp}@aber.ac.uk 

Abstract. Intrusion detection is very important to solve an increasing number 
of security threats. With new types of attack appearing continually, traditional 
approaches for detecting hazardous contents are facing a severe challenge. In 
this work, a new feature grouping method is proposed to select features for in-
trusion detection. The method is based on agglomerative hierarchical 
clustering method and is tested against KDD CUP 99 dataset. Agglomerative 
hierarchical clustering method is used to construct a hierarchical tree and it is 
combined with mutual information theory. Groups are created from the hierar-
chical tree by a given number. The largest mutual information between each 
feature and a class label within a certain group is then selected. The perfor-
mance evaluation results show that better classification performance can be 
attained from such selected features. 

Keywords: Intrusion detection, Mutual information, Feature grouping, Hierar-
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1 Introduction 

Network intrusion detection system is a tool for network operators to detect 
hazardous traffic and alert their existence in the networks [1]. Most intrusion 
detection systems adopt signature based methods to detect intrusion attacks [2]. 
A signature is a rule set that contains information regarding target patterns from 
exciting hazardous packet actions against the target patterns. A network intru-
sion detection system can obtain valuable information from ongoing or local 
traffic as well. An intrusion detection system is not a standalone system, but 
works with other systems as a firewall [3]. There are two types of intrusion de-
tection methods, misuse detection and anomaly detection. Misuse detection 
specifically detects known attacks by using pattern matching approaches, which 
is the common drawback of this kind of detection method. On the other hand, 
anomaly detection builds profiles of normal behaviors by detecting attacks first, 
and then identifies potential attacks when their behaviors are obviously deviated 
from normal profiles [4]. 



Anomaly intrusion detection is a classification task, and it consists of building a 
predictive model which can identify attack instances [5]. Intrusion detection can 
be considered as a two class problem or a multiple class problem. A two class 
problem regards all attack types as anomaly patterns and the other class is a 
normal pattern [6]. A multiple class problem deals with the classification based 
on different attacks. Since there are too many features or attributes which may 
contain false correlation, classification of anomaly intrusion detection systems is 
complex work [7]. Moreover, many features may be irrelevant or redundant. For 
this reason, feature selection methods can be used to get rid of the irrelevant 
and redundant features without decreasing performance.  

Feature selection based on mutual information was initially reported in [8] and 
subsequently modified in [9] and [10]. The present paper has implemented a 
feature selection method by grouping features based on the use of mutual in-
formation combined with a hierarchical clustering method. The selected features 
are then employed in the C4.5 classification method for intrusion detection [11]. 
The performance of the proposed approach is evaluated with respect to different 
numbers of features and compared with other work in  applied feature selection 
for intrusion detection systems in [9]. [12] and [13] as well. [14] proposed an 
algorithm to use SVM and simulated annealing to find the best selected features 
to improve the accuracy of anomaly intrusion detection. [15] reported mutual 
information-based feature selection method results in detecting intrusions with 
higher accuracy. 

2 Related works 

2.1 Hierarchical Clustering 

Hierarchical clustering is a clustering method to build a hierarchy of clusters. 
There are two types of strategies for hierarchical clustering, agglomerative and 
divisive [16]. Agglomerative is a bottom-up approach where initially every data 
item constitutes its own cluster, and pairs of clusters are merged as one moves 
up the hierarchy. Divisive is a top-down approach and all data is part of the initial 
cluster and splits are performed recursively as one moves down the hierarchy 
[17]. 

In order to decide which clusters should be combined or split, a measure of 
dissimilarity between sets of observations is required [18]. In most methods of 
hierarchical clustering, this is achieved by use of an appropriate metric and a 
linkage criterion [19]. In this paper, an agglomerative hierarchical clustering 
algorithm is used based on linkage rule. 



2.2 Mutual Information 

Entropy is an important measurement for information in information theory. It 
is capable of quantifying the uncertainty of random variables and scaling the 
amount of information shared by them effectively.  

Let X be a random variables with discrete values, its entropy is defined as 

                           (1) 

where H(·)  is entropy, and p(x)=Pr(X=x) is the probability density function of X. 
Note that entropy depends on the probability distribution of the random variable.  

Conditional entropy refers to the uncertainty reduction of one variable when 
the other is known. Assume that variable Y is given, the conditional entropy 
H(X|Y) of X with respect to Y is 

                                                         (2) 

where p(x,y) is the joint probability density function and p(x|y) is the posterior 
probabilities of X given Y. Similarly, the joint entropy H(X,Y) of X and Y is  

                                                       (3) 

To quantify how much information is shared by two variables X and Y, a 
concept termed mutual information I(X;Y) is defined as 

                                           
      

               (4) 

I(X;Y) will be very high when X and Y are closely related with each other. 
Otherwise, I(X;Y)=0 denotes that these two variables are totally unrelated. In this 
paper, the mutual information between two variables is calculated. 

2.3 C4.5 Algorithm 

C4.5 is an algorithm used to generate a decision tree developed by Ross Quin-
lan and it is an extension of Quinlan's earlier ID3 algorithm. The decision 
trees generated by C4.5 can be used for classification, and for this reason, C4.5 is 
often referred to as a statistical classifier. 

In this paper, C4.5 will be used to do the classification in section 4. From the 
classification results we can compare our method with other feature selection 
methods. C4.5 uses the concept of information gain to make a tree of classifica-
tory decisions with respect to a previously chosen target classification. The in-
formation gain can be described as the effective decrease in entropy resulting 
from making a choice as to which attribute to use and at what level. Compared 
to other classification algorithms, it is an effective method to deal with a dataset 
like KDD99 which has new class labels in the test dataset. The reason is C4.5 is a 

http://en.wikipedia.org/wiki/Decision_tree_learning
http://en.wikipedia.org/wiki/Ross_Quinlan
http://en.wikipedia.org/wiki/Ross_Quinlan
http://en.wikipedia.org/wiki/ID3_algorithm
http://en.wikipedia.org/wiki/C4.5_algorithm
http://en.wikipedia.org/wiki/C4.5_algorithm
http://en.wikipedia.org/wiki/Statistical_classification


supervised learning method and based on information gain. 

3 Implemented Work 

In this section, our algorithm based on agglomerative hierarchical clustering is 
described in detail. The basic idea is grouping the features by agglomerative 
hierarchical clustering method, and then selecting features from the groups. As 
we used a clustering method to construct groups, cluster and group have the 
same meaning in the following formulation. 

3.1 Selecting Strategy of Feature Grouping  

Feature Grouping is highly beneficial in learning with high dimensional data. It 
reduces the variance in the estimation and improves the stability of feature se-
lection [20]. Furthermore, it could help in data understanding and interpretation 
as well. The purpose of feature grouping is creating groups for candidate select-
ing features and selecting one feature or more features from certain groups to 
represent the group. 

Clustering methods could be used to create groups since they select data in 
one cluster by specific metrics. Different clustering methods and metrics could 
compose different cluster constructions. Number of clusters affects how many 
features will be selected. For example, there are different strategies if we expect 
to select 8 features from a dataset. We could create 8 groups by a clustering 
method and select 1 feature in each group. And we could construct 4 groups and 
select 2 features per group as well. Moreover, we could select different numbers 
of features in different groups. Where hierarchical clustering method is used to 
create groups in this work, we chose the selecting 1 feature from each group 
strategy. This strategy is simple and easy to implement. And another reason is 
there might be only one feature in one group by using agglomerative hierarchical 
clustering method. 

3.2 Implemented Algorithm 

In this section, we will show the algorithm put forward by this paper. The de-
tailed algorithm is shown as follows. 
Input: A training dataset T=D(F,C), number of clusters n.  
Output: Selected features S.  

(1) Initialize parameters: F←’initial set of all features’, C ←’class labels’, S=∅. 
(2) Calculate the mutual information of every pair of features fi and fj in F, denote 
as I(fi; fj). 
(3) Create hierarchical cluster tree by using agglomerative hierarchical clustering 
method base on I(fi; fj). 



(4) Construct clusters from a hierarchical cluster tree by given n. 
(5) For each cluster, calculate mutual information between each feature and class 
label in C, and then find the maximum value Mc. 

(6) Select feature fs which has the Mc in each group, and put fs into S, S←’fs’. 
First of all, the algorithm set initialization parameters and F is a set of all the 

features in the training dataset. And C denotes class labels and C represents class 
labels. Then, the algorithm calculates the mutual information of every pair of 
features in F and composes a matrix based on them. After that, it creates a 
hierarchical cluster tree based on the matrix by using an agglomerative 
hierarchical clustering method. Moreover, it constructs clusters from a 
hierarchical cluster tree by given n. And n clusters mean n groups containing 
candidate features. Furthermore, in each cluster, it calculates mutual information 
between each feature and class label in C, and then finds the maximum value Mc. 
Finally, it selects feature fs which has the Mc in each group, and put fs into S. 

4 Experimental Results 

4.1 KDD99 Dataset 

KDD99 is the most widely used data set for the evaluation of anomaly detec-
tion methods. This data set is built based on 7 weeks of TCP connections in net-
work traffic, and there are about 5 million connection records in the training 
dataset and around 2 million connection records. Each connection is labeled by 
either normal or attack. The attack type is divided into four categories of 39 
types of attacks [21]. Only 22 types of attacks are in the training dataset and the 
other 17 unknown types are in the test dataset. It is important to note that the 
test data is not from the same probability distribution as the training data, and it 
includes specific attack types not in the training data which makes the task more 
realistic. The KDD dataset consists of three components, which are detailed in 
Table 1. 

The “10% KDD” dataset is employed for the purpose of training. The KDD 
training dataset consists of approximately 4,900,000 single connection vectors 
each of which contains 41 features, with exactly one specific attack type or nor-
mal type. This dataset contains 22 attack types and is a more concise version of 
the “whole KDD” dataset. It contains more connections of attacks than normal 
connections and the attack types are not represented equally. Denial of service 
attacks account for the majority of the dataset [22].  

Table 1. Basic characteristics of the KDD 99 intrusion detection datasets 

Dataset Normal DoS U2R R2L Probe 

“10%KDD” 97278 391458 52 1126 4107 

“Corrected KDD” 60593 229853 70 16347 4166 



“Whole KDD” 972780 3883370 52 1126 41102 

On the other hand, the “Corrected KDD” dataset (test dataset) provides a da-
taset with different statistical distributions than either “10% KDD” or “Whole 
KDD” and contains 14 additional attacks. The list of class labels and their corre-
sponding categories for “10% KDD” are detailed in [23]. 

4.2 Measures of Performance Evaluation 

The implemented method in this paper is conducted by six measures: True 
Positive Rate (TPR), False Positive Rate (FPR), Precision, Recall, F-Measure. The 
six measures could be calculated by True Positive (TP), False Positive (FP), True 
Negative (TN), False Negative (FN), as follows. 

True positive rate (TPR): TP/(TP+FN), also known as detection rate (DR) or sen-
sitivity or recall. False positive rate (FPR): FP/(TN+FP) also known as the false 
alarm rate. Precision (P): TP/(TP+FP)  is defined as the proportion of the true 
positives against all the positive results. Total Accuracy (TA): 
(TP+TN)/(TP+TN+FP+FN)  is the proportion of true results (both true posi-
tives and true negatives) in the population. Recall (R): TP/(TP+FN) is defined as 
percentage of positive labeled instances that were predicted as positive. F-
measure: 2PR/(P+R)  is the harmonic mean of precision and recall. 

We use the training dataset to construct the decision tree model and then 
reevaluate on the test dataset and get TP, FP, TN, FN. After that, we calculate 
precision, total accuracy and F-measure for the test dataset. 

4.3 Experiment Evaluation 

The experiments were conducted by using KDD 99 dataset and performed on a 
Windows machine having configuration and Intel (R) Core (TM) i5-2400 CPU@ 
3.10GHz, 3.10 GHz, 4GB of RAM, the operating system is Microsoft Windows 7 
Professional. We have used an open source machine learning framework Weka 
3.5.0. This tool is used to do classification for performance comparison of our 
method with other feature selection methods. We used C4.5 as the classification 
algorithm for all the feature selection methods. 

Table 2 shows comparison results by different feature selection methods using 
13 selected features. The first algorithm C4.5 used 41 features to do the classifi-
cation. DMIFS is dynamic mutual information feature selection method proposed 
by Huawen Liu [9]. FGMI is feature grouping based on mutual information meth-
od implemented previously by the authors of this paper. This method is construct 
groups base on mutual information among features. AHC is agglomerative 
hierarchical clustering algorithm implemented by this paper. We can see from 
the comparison that AHC algorithm produces better performance on F-measure 
and achieves good performance on other measures. 

https://en.wikipedia.org/wiki/True_positive
https://en.wikipedia.org/wiki/True_positive
https://en.wikipedia.org/wiki/True_negative
https://en.wikipedia.org/wiki/Harmonic_mean


Table 2. Comparison results by different algorithms using 13 selected features 

Algorithm TP Rate FP Rate Precision Recall F-Measure Class 

C4.5 (41) 0.994 0.09 0.728 0.994 0.841 Normal 

 0.91 0.006 0.999 0.91 0.952 Anomaly 

DMIFS  0.993 0.086 0.736 0.993 0.846 Normal 

 0.914 0.007 0.998 0.914 0.954 Anomaly 

FGMI 0.994 0.085 0.739 0.994 0.848 Normal 

 0.915 0.006 0.998 0.915 0.955 Anomaly 

AHC 0.993 0.077 0.757 0.993 0.859 Normal 

 0.923 0.007 0.998 0.923 0.959 Anomaly 

Table 3 describes comparison results by different feature selection methods 
using 10 selected features. C4.5, DMIFS, FGMI and AHC have the meaning as 
table 2. MMIFS is modified mutual information feature selection method raised 
by Jingping in 2014 [24]. And we can see from the comparison that AHC could 
get better performance nearly in all measures. 

Table 3. Comparison results by different algorithms using 10 selected features 

Algorithm TP Rate FP Rate Precision Recall F-Measure Class 

C4.5 (41) 0.994 0.09 0.728 0.994 0.841 Normal 

 0.91 0.006 0.999 0.91 0.952 Anomaly 

DMIFS 0.993 0.086 0.736 0.993 0.846 normal 

 0.914 0.007 0.998 0.914 0.954 anomaly 

MMIFS 0.99 0.084 0.741 0.99 0.848 normal 

 0.916 0.01 0.997 0.916 0.955 anomaly 

FGMI 0.994 0.082 0.746 0.994 0.852 Normal 

 0.918 0.006 0.998 0.918 0.957 Anomaly 

AHC 0.994 0.08 0.751 0.994 0.856 Normal 

 0.92 0.006 0.998 0.92 0.958 Anomaly 

The purpose of comparison in table 2 and table 3 is compare AHC and other 
algorithms by the same number of selected features. Figure 1 illustrates the pre-
cision comparison of AHC by different number of features.  



 

Fig. 1. Precision comparison of AHC by different number of selected features 

Figure2 and figure 3 show the F-measure and total accuracy comparison of 
AHC by different number of features respectively. 

 

Fig. 2. F-measure comparison of AHC by different number of selected features 



 

Fig. 3. Total accuracy comparison of AHC by different number of selected features 

From the comparison of figure 1 to figure 3, we could see better performance 
could be achieved when selecting 12 features by AHC. And table 4 shows de-
tailed comparison of AHC by different number of selected features. 

Table 4. Comparison results of AHC by different number of selected features 

NO. of 
Features 

TP Rate FP Rate Precision Recall F-
Measure 

Class 

8 0.995 0.082 0.745 0.995 0.852 normal 

0.918 0.005 0.999 0.918 0.956 anomaly 

9 0.995 0.082 0.745 0.995 0.852 normal 

0.918 0.005 0.999 0.918 0.956 anomaly 

10 0.994 0.08 0.751 0.994 0.856 normal 

0.92 0.006 0.998 0.92 0.958 anomaly 

11 0.995 0.091 0.726 0.995 0.839 normal 

0.909 0.005 0.999 0.909 0.952 anomaly 

12 0.994 0.075 0.762 0.994 0.863 normal 

0.925 0.006 0.998 0.925 0.96 anomaly 

13 0.993 0.077 0.757 0.993 0.859 normal 

0.923 0.007 0.998 0.923 0.959 anomaly 

14 0.994 0.087 0.734 0.994 0.844 normal 

0.913 0.006 0.998 0.913 0.954 anomaly 

We can see from table 4 that AHC algorithm could get best performance by se-
lecting 12 features. And for F-measure, both normal and anomaly could achieve 
highest value when using 12 selected features. 



5 Conclusion 

This paper has presented a feature grouping method based on agglomerative 
hierarchical clustering method. It described how to compose the group by hier-
archical tree, how to get the number of groups and how to select features in 
each group. First of all, the mutual information between each pair of two fea-
tures is calculated to be used to construct the hierarchical tree. Moreover, the 
proposed algorithm creates groups by a given number. Finally, the mutual infor-
mation between a feature and class labels is used to select one feature in one 
group. Experiment results on KDD 99 dataset indicate that the proposed ap-
proach generally outperforms DMIFS, MMIFS, and FGMI algorithm. Furthermore, 
the comparison by different number of features shows that 12 features could get 
best performance indicator.  

Whilst promising, the presented work opens avenues for further investigation. 
For instance, the mutual information between features and class labels can be 
used to design new algorithm. And other clustering or classification algorithms 
can be applied to compose groups. Moreover, more than one feature could be 
selected in a certain group. In future work, the proposed algorithm will be tested 
on other datasets and look for more effective measures or methods than mutual 
information theory. 
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