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Abstract. In this paper, we propose an anonymization scheme for gen-
erating a k-anonymous and l-diverse (or t-close) table, which uses three
scoring functions, and we show the evaluation results for two different
data sets. Our scheme is based on both top-down and bottom-up ap-
proaches for full-domain and partial-domain generalization, and the three
different scoring functions automatically incorporate the requirements
into the generated table. The generated table meets users’ requirements
and can be employed in services provided by users without any modifi-
cation or evaluation.

1 Introduction

Anonymization methods have been considered as a possible solution for pro-
tecting private information[8]. One class of models, called global-recoding, maps
the values of attributes to other values [29] in order to generate an anonymized
dataset. This paper uses a specific global-recoding model, “full-domain gener-
alization”, and an additional process for local optimization. Generally, some
anonymous tables are generated from an original table and users select a ta-
ble from these based on certain requirements for the services that they provide
to the public. A challenging issue in the anonymization of tables is to realize
an algorithm that generalizes a table according to the requirements of a data
user. If the algorithm incorporates the requirements into a generated table and
outputs the most suitable table, then evaluation and selection of candidates for
anonymous tables are not required when using an anonymous table.

In this paper, we propose an anonymization mechanism that reflects the
user’s requirements. The mechanism is an extension of PrivacyFrost [12, 11],
and hold the same properties that are summarized as follows:

– The mechanism generates an anonymous table that satisfies k-anonymity[22],
l-diversity-family (l-diversity[18] and recursive (c, l)-diversity[18]).

– The mechanism is constructed based on a combination of top-down and
bottom-up methods for full-domain generalization, and produces the anony-
mous table that has the best score in the execution.

– After full-domain generalization, the mechanism executes the top-down al-
gorithm on each segment to optimize the anonymous table.
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– A user inputs not only a set of generalization boundary constraints, but also
priorities for quasi-identifiers as the user’s requirements for the anonymous
table.

We improve the tool to generate more valuable data. Extensions presented
in this paper are:

– A privacy notion, t-closeness [19], is supported for anonymization, and we
compare the transaction time with that of k-anonymity and l-diversity-
family cases.

– Three different scoring functions can be selected for anonymization. The
three scoring functions outputs anonymous tables that have characteristic
properties for the selected scoring function; thus, it can be selected according
to a requirement for each anonymous table.

– A pre-sampling process removes isolated records in order to output a more
useful table. To optimize output data, we can use a pre-sampling process
before execution of the algorithm.

It realizes fast generation of an anonymous table to reflect a user’s require-
ments and reduce the number of candidates for an anonymous table. The mecha-
nism evaluates the score of a table for each iteration of generalization and selects
the best scoring table for the next iteration. After some iterations, the mecha-
nism provides a k-anonymous and l-diverse (or t-close) table that is suited to
the user’s requirements.

The rest of the paper is organized as follows: Related work is presented
in Section 2. Section 3 presents assumed requirements from data users. Our
mechanism is presented in Sections 4, 5, and 6. We show evaluation results in
Section 7 and conclude this paper in Section 8.

2 Related Work

Samarati and Sweeney [23, 22, 26] proposed a primary definition of privacy that
is applicable to generalization methods. A data set is said to have k-anonymity
if each record is indistinguishable from at least k− 1 other records with respect
to certain identifying attributes called quasi-identifiers [9]. In other words, at
least k records must exist in the data set for each combination of the identifying
attributes. Clearly any generalization algorithm that converts a database into
one with k-anonymity involves a loss of information in that database.

Minimizing this information loss thus presents a challenging problem in the
design of generalization algorithms. The optimization problem is referred to as
the k-anonymity problem. Meyerson reported that optimal generalization in this
regard is an NP-hard problem[20]. Aggarwal et al. proved that finding an op-
timal table including more than three attributes is NP-hard [2]. Nonetheless,
k-anonymity has been widely studied because of its conceptual simplicity [4, 18,
19, 30, 28, 25]. Machanavajjhala et al. proposed another important definition of
privacy for a public database [18]. The definition, called l-diversity, assumes a
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strong adversary having certain background knowledge that allows the adversary
to identify object persons in the public database.

Samarati proposed a simple binary search algorithm for finding a k-anonymous
table[22]. A drawback of Samarati’s algorithm is that for arbitrary definitions
of minimality, it is not always guaranteed that this binary search algorithm
can find the minimal k-anonymity table. Sun et. al. presented a hash-based al-
gorithm that improves the search algorithm[24]. Aggarwal et al. proposed the
O(k)-approximation algorithm [3] that is used for executing the k-anonymity
problem. A greedy approximation algorithm [14] proposed by LeFevre et al.
searches for the optimal multi-dimensional anonymization. A genetic algorithm
framework [10] was proposed because of its flexible formulation and its ability to
find more efficient anonymizations. Utility-based anonymization [33, 32] makes
k-anonymous tables using a heuristic local recoding anonymization. Moreover,
the k-anonymization problem is viewed as a clustering problem. Clustering-based
approaches [7, 27, 16, 34] search a cluster that has k-records. In full-domain gen-
eralization, there are two heuristic approaches for generalization algorithms: the
top-down approach and the bottom-up approach. Bayardo and Aggrawal pro-
posed a generalization algorithm using the top-down approach [6]. The algorithm
finds a generalization that is optimal according to a given fixed cost metric for
a systematic search strategy, given generalization hierarchies for a single at-
tribute. Incognito [13] is a bottom-up-based algorithm that produces all possible
k-anonymous tables from an original table.

There are several research papers about k-anonymization based on a data
owner’s requirements for anonymized public data. Loukides et al. considered a
k-anonymization approach [17] according to both the data owner’s policies and
data user’s requirements. Aggarwal and Yu discussed a condensation based ap-
proach [1] for different privacy requirements. LeFevre et al. provides an anonymiza-
tion algorithm [15] that produces an anonymous view appropriate for specific
data mining tasks. Xiao and Tao proposed the concept of personalized anonymity
and presented a generalization method [31] that performs the minimum general-
ization for the requirements of data owners. Miller et al. presented an anonymiza-
tion mechanism [21] that provides k-anonymous tables under generalization
boundaries of quasi-identifiers. The configuration of the boundaries can be con-
sidered to be user requirements. We proposed an anonymization mechanism[12,
11] to reflect user requirements precisely. However, the mechanism only provides
a basic scoring function for the anonymization and a remaining issue is to design
appropriate scoring functions for achieving several requirements on anonymous
tables. This paper presents an extension of that mechanism that includes pre-
sampling and some scoring functions.

3 Requirements

A database table T in which the attributes of each user are denoted in one record
is in the public domain and an attacker obtains the table and tries to extract
the record of an individual. Suppose that a database table T has m records and
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n attributes {A1, . . . , An}. Each record ai = (ai1, . . . , a
i
n) can thus be considered

to be an n-tuple of attribute values, where aij is the value of attribute Aj in

record ai. The database table T itself can thus be regarded as the set of records
T = {ai : 1 ≤ i ≤ m}. In our system, a user can input the following conditions
for the anonymization.

– Priority. The user defines a positive integer value vai for each attribute
ai. The value depends on the priority of the attribute. That is, vai = mvaj ,
where the priority of the attribute ai is m-times higher than aj . For example,
the user can define (va1 , va2 , va3 , va4) = (10, 5, 1, 1). The user gives high
priority to an attribute when the user desires more detailed information
about the attribute.

– Minimum Level. The user can define a minimum level for each attribute.
Each attribute has a hierarchical tree structure. The minimum level wM

ai

defined by the user means that a k-anonymized dataset generated by the
system includes at least wM

ai -level information for the attribute. The system
does not generalize the attribute below the minimum level.

The above two requirements reflect the granularity of information in a gen-
erated anonymous table. The mechanism tries to keep attribute values located
at the lower node as much as possible in the generalization hierarchy while sat-
isfying the predefined anonymity condition, when the user marks the attribute
as high priority. Furthermore, the user controls the limits of generalization using
a configuration of minimum levels for attributes.

4 Components

In this section, we explain the basic components of our anonymization method.

4.1 Generalization

Full-domain generalization for obtaining an anonymous table consists of replac-
ing attribute values with a generalized version of those values, and it is based on
generalization hierarchies[8]. A quasi-identifier is an attribute that can be joined
with external information to re-identify individual records with sufficiently high
probability [9]. Generally, a target table T x = (T q|T s) consists of two types of in-
formation: a subtable of quasi-identifiers T q and a subtable of sensitive attributes
T s. Since the sensitive attributes represent the essential information with regard
to database queries, a generalization method is used to modify (anonymize) T q

in order to prevent the identification of the owners of the sensitive attributes,
while retaining the full information in T s. Thus, the generalization algorithm
focuses on the subtable of quasi-identifier T q and modifies it to satisfy a prede-
fined anonymity condition. We assume that quasi-identifier attributes are known
information for the generalization algorithm.

The full-domain generalization modifies all values of the attribute in the
table T . Therefore, the anonymized table is not optimized for regional groups
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that have the same quasi-identifier T q and that have lost information due to the
global generalization of attributes. The partial-domain generalization replaces
the values of an attribute in a small group that has the same quasi-identifier Tq.
The partial-domain generalization executes [on] each group independently and
modifies Tq subject to the requirement that each group satisfies the predefined
anonymity condition. Thus, values of the attribute are generalized as values with
different levels for each group.

4.2 Top-Down and Bottom-Up

There are two methods for generating anonymous tables in generalization schemes:
the top-down approach and the bottom-up approach. The top-down approach
starts at the root table where all attributes have a root value (a maximally
generalized value), and finds an anonymous table to change attribute values to
lower values (more detailed values) of the generalization hierarchy. In contrast,
the initial table in the bottom-up approach is an original table and attribute
values are replaced using upper attribute values until an anonymous table is
found. Our scheme uses a top-down approach as the basic algorithm to reduce
the number of score calculations. Furthermore, we consider a pre-computation
in the top-down approach in order to skip some computations by starting at the
root table. The details of our scheme are described in a later section.

4.3 Functions

The mechanism generates an anonymous table TG and calculates its score s
based on input data: a table T = T q that consists of m records and n quasi-
identifiers ai (i=1, ...,n), the parameters for k, a generalization hierarchy for
the attributes Hai , the lowest levels wL

ai of Hai and the user’s requirements vai

and wM
ai . The parameters for k are the requirement for privacy (which means k-

anonymity) and a system parameter that is defined according to the target table.
The score s provides a rating of the degree to which the user’s requirements are
satisfied. The following subfunctions are used in the algorithm:

– Sort(T, va1 , ..., van). This function sorts attributes ai (i = 1, ..., n) in Table
T by the user-defined priority values vai . The function generates T = (a1,
..., an) in an order such that va1 is the smallest and van is the largest.

– Checkk,l,c,t(T ). This function calculates the minimum number of group mem-
bers, where T = (Tq|Ts) and all records in Tq are categorized into groups
with the same attribute values. That is, this function calculates x of x-
anonymity for Tq. The function calculates l and c of (c, l)-diversity for Ts, or
calculates t for t-closeness for Ts. The function outputs OK where T satisfies
k-anonymity, (c, l)-diversity, and otherwise outputs NG. The function skips
calculations for l-diversity where l is defined as 1, and it only executes l-
diversity calculations for (c, l)-diversity where c is defined as 0. The function
skips calculations for t-closeness where t = −1. First, the function gener-
ates the hash value of each record in the table Tq and counts the number
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of hash values that are the same. If all hash values are greater than x, the
function outputs x. This process is a simple and efficient way for checking k-
anonymity and is similar to the process adopted in the previous study. This
function is implemented as a modifiable module; we can add other checking
logics for anonymity definitions.

– Generalization(ai,Hai , wai). This function modifies the attribute ai based on
its generalization hierarchy Hai . The attribute values change to the upper
node values of level wai−1, where the level of the attribute value is wai .

– De-Generalization(ai,Hai , wai). This function modifies the attribute ai based
on its generalization hierarchy Hai . The attribute values change to the lower
node values of level wai+1, where the level of the attribute value is wai .

– Score(T ). This function calculates the score of a table T . Our system calcu-
lates the score St of the anonymized datasets using equations described in
Section 6.

5 Algorithm

In the generated table, information that is important for the user is maintained
at a level that is as detailed as possible, while other information remains at
the level of generalized information. The algorithm consists of two main parts:
pre-computation and top-down generation.

5.1 Pre-Sampling

To optimize output data, we can use a pre-sampling process before execution of
the algorithm. The pre-sampling process finds isolated records having attribute
sets that very few records have, and removes the isolated records to output more
useful tables. If the isolated records are included in a table, other records tend
to be much generalized than expected, so deletion of the records helps to keep
the maximum amount of information in the table. The pre-sampling process is
an optional process that the user can choose to use, or not. Let u = ua1 , ..., uan

be a threshold level of generalization for each attribute ai, and k′ be a threshold
value of anonymization. When the user inputs a table T , and threshold values
u and k′, the pre-sampling process is executed as follows:

The algorithm uses the updated table T for generating the anonymous table
TG. The whole mechanism is described in Figure 1.

1. Each attribute ai is generalized up to the level uai and the process outputs
a temporary generalized table TP .

2. Using table TP , the process makes groups whose records have the same
attribute sets, and counts the number of records in each group. The process
picks up records that belong to a group having records less than k′.

3. The selected records are removed from the original table T . The process
outputs the updated table T . Note that the generalized table TP is just
discarded.
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Pre-Sampling

(Optional)

Pre-Computation

Top-Down

2nd Top-Down

Bottom-Up

Partial-Domain De-Generalization

(Optional)

Algorithm

T

TG, Score

Fig. 1. Mechanism Overview

5.2 Pre-Computation

The mechanism uses pre-computation to reduce the total computational cost of
anonymization. The pre-computation consists of two steps; step 1 considers single
attribute anonymity and generalizes each attribute to satisfy (k+ p)-anonymity,
and step 2 considers the whole table to satisfy k-anonymity. The parameter p
is a system parameter, and it should be optimized according to the results of
previous trials. The pre-computation is based on the subset property theorem
[13]. This theorem means that each single attribute has to satisfy k-anonymity
for a k-anonymous table. The mechanism uses the top-down approach and starts
with a k-anonymous table as the initial table; thus the algorithm executes the
following pre-computation.

1. The algorithm generalizes each attribute of a table T (= T q) to satisfy (k+p)-
anonymity, and creates a modified table T .

2. The algorithm checks whether the whole table T satisfies k-anonymity and
(c, l)-diversity (or t-closeness). If the table T does not satisfy k-anonymity
and (c, l)-diversity (or t-closeness), then the algorithm generalizes each at-
tribute once (one level) and returns to step 2. Note that each attribute is not
generalized up to the minimum level defined by the user. If the algorithm
finds no table that satisfies k-anonymity and (c, l)-diversity (or t-closeness),
then the algorithm outputs failed. Otherwise, the algorithm makes an initial
anonymous table T I and inputs it to TG.
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5.3 Top-Down Generalization

The basic steps of top-down generalization are as follows:

1. First, the algorithm de-generalizes an attribute an in Table TG, which is
defined as a top priority by the user, then checks the k-anonymity and (c, l)-
diversity (or t-closeness) of the modified table T .

2. If the table satisfies the predefined anonymity condition, the algorithm cal-
culates the score of the modified table T . If the algorithm finds no table that
satisfies the predefined anonymity condition, then the algorithm outputs the
table TG and its score s. The score is computed using the scoring function
Score(T ).

3. For all possible modifications of ai (i = 1, ..., n), the algorithm checks k-
anonymity and (c, l)-diversity (ort-closeness), then calculates the scores. The
algorithm selects the table that has the largest score among the possibly
anonymous tables and executes step 1 again.

4. If no more tables satisfy the predefined anonymity condition, the algorithm
outputs the table that has the maximum score at that point.

The basic algorithm calculates the scores of all possible anonymous tables. Now,
we consider a more efficient method for reducing the computational costs of
anonymity checks and score calculations. Suppose that the algorithm obtains the
number bwai of nodes at the same level wai in the generalization hierarchy Hai .
The number indicates the upper bound of eai in each level. Thus, we estimate
the upper bound of increase in the score to calculate δs = (bwai+1 − eai)vai ,

where the current generalization level of ai is wai . If s > s′ + δs, the algorithm
can skip de-generalization of ai. Figure 1 shows the basic algorithm that outputs
TG and s using input parameters. The algorithm first executes pre-computation
and generates an initial table T I ; then the algorithm searches the table TG that
has the highest score. The top-down approach is used for the search performed
by the basic algorithm.

5.4 Optimization Steps

We present optimization steps to find a better table that has a higher score than
the table found using the basic algorithm. The optimization consists of three
steps: the second top-down, bottom-up, and partial-domain de-generalization.
The extension part is executed after the execution of the basic algorithm. The
algorithm repeats two sub-functions until no table has a score higher than the
current best score; then the algorithm executes the partial-domain generalization
process, if required. An overview of the search process is shown in Figure 2. The
figure is a generalization graph of the table T and the top is a root table in which
all attributes are level 0. The extended algorithm tries to find a table using both
top-down and bottom-up approaches. The algorithm searches for the high-score
table on the boundary of anonymous tables and tables that do not satisfy the
predefined anonymity condition. The extended algorithm is executed after the
basic algorithm as follows:
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1. After the basic algorithm, the algorithm generalizes possible ais in the table
TG and calculates the scores of the tables. Then, the algorithm selects the
top score table TT . Note that table TT does not satisfy Checkk,l,c(T ) = OK.

2. Next, the algorithm executes a bottom-up generalization to search for tables
that satisfy the predefined anonymity condition, then from these tables the
algorithm chooses the table with the best score.

3. The algorithm compares the score of the chosen table with the current score
s of table TG, and if the score is higher than s, the algorithm replaces TG

with table T and s by its score. The algorithm executes the above steps
using the new TG. Otherwise, the algorithm stops and outputs the current
generalized table TG. The steps of top-down and bottom-up are repeated
until no table has a score higher than the current best score.

4. After finding the best score table, the algorithm executes the top-down ap-
proach for each partial-domain using a function named “Partial-Domain De-
Generalization (T )”. The function selects one group that has the same quasi-
identifiers and modifies one attribute using the top-down approach to satisfy
the predefined anonymity condition. The algorithm executes the function un-
til the table TT does not satisfy Checkk,l,c(T ) = OK. Note that the partial-
domain generalization process consists of only the top-down approach, and
the score of the output table is larger than that of the best scoring table pro-
duced by full-domain generalization. This step is optional; the user decides
whether the partial-domain generalization process is executed for the table.

Details of the algorithm are shown in the Appendix.

6 Scoring Functions

In this section, we explain scoring functions that are used in the anonymization
algorithm.

6.1 Basic Scoring Function

The basic function is described as follows:

St =
∑
∀ai

vai · eai

where eai is the number of value types of an attribute ai in the table. The
score is high where the user-defined priority value for the attribute is high and
the attribute has many types of values. The function produces a single value;
thus, different priority values may produce the same value. The function is im-
plemented as a replaceable module; thus, we can adjust the function or add
another scoring function according to data types. Note that the table with the
best score is not optimal among k-anonymous tables, but is suitable for the
user’s requirements.
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Quasi-Identifiers

Birth Gender Zip Nationality

1984 Male 0124* Europe

1984 Male 0124* Europe

1985 Female 0123* Europe

1985 Female 0123* Europe

1984 Male 0123* USA

1984 Male 0123* USA

Quasi-Identifiers

Birth Gender Zip Nationality

198* * 012** UK

198* * 012** Italy

198* * 012** UK

198* * 012** Italy

1984 Male 0123* USA

1984 Male 0123* USA

Table by -Based Scoring FunctionTable by Logarithm-Based Scoring Function

Fig. 2. Generated Anonymous Tables

6.2 η-Based Scoring Function

The η-based scoring function focuses on the variation of attribute values for all
attributes (calculated as the sum of eai) more than in the case that we use the
basic scoring function. Thus, the table tends to be uniformly generalized. The
η-based scoring function is described as follows:

St =
∑
∀ai

vai · η(eai)

The function η(x) is defined as:

η(x) =


2 x > d

1 d
2 < x ≤ d

0 x ≤ d
2

Where d is a constant parameter. We can extend the function η(x) to add
conditions for x.

6.3 Logarithm-Based Scoring Function

The logarithm-based scoring function focuses on the priorities (defined as vai)
more than on the basic scoring function. In particular, the precision of the top-
priority attribute is of prime importance in the generalization. The logarithm-
based scoring function is described as follows:

St = max
∀ai

vai · log(eai)

log(ebai
)

where ebai
is the value of eai before anonymization. Figure 2 shows two tables

generated by the η-based scoring function and the logarithm-based scoring func-
tion, respectively. The left table is generated using the logarithm-based scoring
function with a priority that the attribute “Nationality” is the most valuable
attribute in the table.
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Table 1. Transaction Time of Pre-Sampling

Data No. of k′ Transaction
Records Time

Adult 32,561 1 1289 ms

Adult 32,561 2 1299 ms

Adult 32,561 5 1307 ms

Adult 32,561 10 1286 ms

Census-income 199,523 1 4401 ms

Census-income 199,523 2 4324 ms

Census-income 199,523 5 4431 ms

Census-income 199,523 10 4464 ms

7 Performance Evaluation

We implemented a prototype system on a PC (Core i7 870 2.93 GHz, 4 GB Mem-
ory, Windows 7, 32 bit) and evaluated the transaction times for pre-sampling
and anonymization. In this section, we show the results of the experiments.

We evaluated the prototype system using two data sets [5], Adults Data Sets,
which has 32,561 records of 14 attributes, and Census-Income Data Sets, which
has 199,523 records of 42 attributes, under several different sets of parameters
k, l and c. These data sets had been used for performance evaluation in previ-
ous research. The transaction time for pre-sampling is shown in Table 1. The
All threshold level of generalization for each attribute ai was configured as 2
in the experiments. The All transaction time for Adults Data Sets was about
1.2 seconds and that for Census-Income Data Sets was about 4.4 seconds. The
transaction times for anonymization for Adults Data Sets and Census-Income
Data Sets are shown in Table 2 and Table 3, respectively. In all experimenst, we
measured transaction time including the partial-domain de-generalization steps.
The transaction time when using t-closeness was almost same as that when us-
ing l-diversity. There were no significant differences between the three scoring
functions.

Thus, our prototype system is expected to generate anonymous tables in a
feasible transaction time. In particular, where the table has fewer than 30,000
records and each consists of a reasonable number of attributes, the prototype
system will generate an anonymous table for it in real-time.

8 Conclusion

In this paper, we proposed an anonymization scheme for generating a table with
k-anonymity. The scheme calculates the scores of intermediate tables based on
user-defined priorities for attributes, and from these it selects the table with the
highest score. Three scoring functions were designed and they can be selected
according to the specific requirements of each case. The generated table meets
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Table 2. Transaction Time of Anonymization (Adult Data Sets)

Data No. of k l t Scoring Transaction
Records Function Time

Adult 32,561 2 2 - Basic 619 ms

Adult 32,561 2 2 - Log-Based 592 ms

Adult 32,561 2 2 - η-Based 680 ms

Adult 32,561 2 - 0.1 Basic 736 ms

Adult 32,561 2 - 0.1 Log-Based 720 ms

Adult 32,561 2 - 0.1 η-Based 675 ms

Adult 32,561 2 - 0.9 Basic 823 ms

Adult 32,561 2 - 0.9 Log-Based 778 ms

Adult 32,561 2 - 0.9 η-Based 723 ms

Adult 32,561 10 10 - Basic 663 ms

Adult 32,561 10 10 - Log-Based 631 ms

Adult 32,561 10 10 - η-Based 669 ms

Adult 32,561 10 - 0.1 Basic 726 ms

Adult 32,561 10 - 0.1 Log-Based 722 ms

Adult 32,561 10 - 0.1 η-Based 696 ms

Adult 32,561 10 - 0.9 Basic 803 ms

Adult 32,561 10 - 0.9 Log-Based 777 ms

Adult 32,561 10 - 0.9 η-Based 833 ms

user’s requirements and is employed in the services provided by users without
any modification or evaluation. Our mechanism is applicable to full-domain and
partial-domain generalization in some types of anonymity definitions to replace
the check function. We will evaluate the prototype system using a number of
tables for several users’requirements, and consider an optimization method for
parameters in our future work.
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A Details of the Algorithm

Figure 3 shows details of the anonymization algorithm.
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Input: a table T , k, l, c, t, p, Hai , wL
ai , vai , wM

ai

(i=1, ..., n), Score Function
Output: TG, s
// *Pre-Sampling before Algorithm (Optional)
//
// Precomputation:
Sort (T, va1 , ..., van)
for i = 1 to n do

wai ← wL
ai

while Check(ai) < k + p do
ai ← Generalization(ai, Hai , wai)
wai ← wai − 1

end while
end for
while Checkk,l,c(T ) = NG and all wai > wM

ai do
for i = 1 to n do

if wai ≥ wM
ai then

ai ← Generalization(ai, Hai)
wai ← wai − 1

end if
end for

end while
T I ← T
TG ← T I

s, s′ ← Score(T )
if Checkk,l,c(T ) = NG then

return failed
end

else
Top-Down Generalization

// Top-Down Generalization:
while state ̸= stop do

T ′ ← TG

s′ ← s
state← false
for i = n to 1 do

T ← T ′

ai ← De-Generalization(ai, Hai , wai)
if Checkk,l,c(T ) = OK and Score(T ) > s then

temp← ai, wai + 1
TG ← T
s← Score(T )
state← true

end if
end for
if state = false then

state← stop
end if
a1, ..., an, va1 , ..., van ← temp

end while
return TG, s repeat
// 2nd Top-Down:
T ′ ← TG

s′ ← s
state← false
for i = n to 1 do

T ← T ′

ai ← De-Generalization(ai,Hai , wai)
if Score(T ) > s′ then

temp← ai, wai + 1
TT ← T
sT ← Score(T )
state← true

end if
end for
if state = false then

state← stop
return TG, s

else
// Bottom-Up:
while Checkk,l,c(T ) = NG do
T ′ ← TT

state← false
a1, ..., an, va1 , ..., van ← temp

for i = 1 to n do
T ← T ′

if wai > wM
ai then

ai ← Generalization(ai,Hai , wai)
end if
if Checkk,l,c(T ) = OK and Score(T ) > s then

temp← ai, wai − 1
TG ← T
s← Score(T )
state← true

end if
end for
if state = true then

a1, ..., an, va1 , ..., van ← temp
else
for i = 1 to n do

T ← T ′

if wai > wM
ai then

ai ← Generalization(ai,Hai , wai)
end if
if Score(T ) > s′ then

TT ← T
temp← ai, wai − 1
s′ ← Score(T )
state← true

end if
end for
if state = false then

state← stop
end if

end while
until state = stop
// Partial-Domain Generalization:
while Checkk,l,c(T

P ) = NG do
TG ← TP

TP = Pertial-Domain De-Generalization(TG)
end while
return TG, s

Fig. 3. Algorithm


