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Abstract
We give an exact formulation for the transport coe�cients of incommensu-

rate two-dimensional atomic multilayer systems in the tight-binding approximation.
This formulation is based upon the C˚ algebra framework introduced by Bellissard
and collaborators [2,3] to study aperiodic solids (disordered crystals, quasicrystals,
and amorphous materials), notably in the presence of magnetic fields (quantum
Hall e�ect). We also present numerical approximations and test our methods on a
one-dimensional incommensurate bilayer system.

1 Introduction

The synthesis and modeling of layered two-dimensional atomic heterostructures is cur-
rently being intensely investigated with the goal of designing materials with desired elec-
tronic and optical properties [11]. These multilayer two-dimensional materials are gen-
erally incommensurate, that is, the multilayer system does not have a periodic structure
although each individual layer does have a periodic structure.

Despite the scientific and technological importance of incommensurate materials, an
exact formulation has not yet been given for important properties such as the electronic
density of states or the electrical conductivity. The typical approach to modeling and
computing the properties of incommensurate structures is to approximate them by com-
mensurate structures or supercells [23]. Although this approach might provide a good
approximation in many cases, the error is generally uncontrolled (see [7] for an analysis
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of the supercell approximation of the mechanical relaxation of coupled incommensurate
chains). Further, the approximation of the important case of small angle rotated bilayer
structures requires supercell sizes that are too large for numerical solution [24]. In this
paper, we give such an exact formulation and develop numerical approximations.

Within independent electron or mean field models such as Hartree-Fock or Kohn-
Sham, the electronic density of states and transport properties for periodic structures
can be rigorously formulated by the use of the Bloch transform to obtain generalized
eigenstates of the Hamiltonian as a plane wave with wave vector in the Brillouin zone
(k-space) multiplied by a periodic function. This approach leads to the classical Kubo
formulae for the transport properties of periodic solids which can be formulated as the
trace of corresponding operators [13].

Although incommensurate multilayer two-dimensional materials no longer have a pe-
riodic structure and the local environment of each atom is unique, this local environment
can be simply characterized by shifts of each layer. Further, the shifts corresponding to
the local environments are uniformly distributed over the periodic unit cell of each layer.
One can then develop generalized Kubo formulae for incommensurate heterostructures
by considering the integral over the uniformly distributed shifts of the trace of operators
that depend of the corresponding local environment.

To give a precise formulation and enable mathematical and numerical analysis, we
apply the C˚-algebra approach for aperiodic solids introduced by Bellissard and collab-
orators [2, 3] to incommensurate heterostructures. Following these lines, we can charac-
terize the incommensurate structure by its hull, which is a compact description of the
local environments. We first present the construction of the hull for perfect multilayers in
Sections 2.1 and 2.2. The case of disordered heterostructures is dealt with in Section 2.3.

In Section 3, we present the C˚-algebra formalism for tight-binding models. Rather
than working with operators on the infinite dimensional tight-binding state space, the
C˚-algebra approach allows us to exploit the simplification of working directly with a
C˚-algebra of functions which represent the operators of interest. Within the tight-
binding model that we consider, we obtain a compact parametrization of the tight-binding
Hamiltonian by using environment-dependent site and hopping functions [10]. The C˚-
algebra approach then allows us to concisely construct transport operators and their trace
by utilizing the algebra structure. After introducing the abstract setting in Section 3.1, we
describe the special case of perfect incommensurate bilayers in full detail in Section 3.2.

In Section 4, we present a new, minimalistic one-dimensional toy model to showcase
the expected e�ects of incommensurability in coupled multilayered systems. We chose
to introduce here a simple discretization based on periodic supercells and on the Kernel
Polynomial Method [26]. In future works, we will develop more sophisticated approaches
based on the C˚-algebras introduced in this paper. We will present their numerical
analysis, using the C˚-algebra formalism, and use the minimalistic model introduced
in this paper as a benchmark to analyze and test di�erent implementation strategies,
possibly targeting directly incommensurate cases, for computing the density of states, the
conductivity or other observables. One such possible strategy is to exploit locality [6,16].

Previous research on the development of numerical methods to approximate transport
properties within the C˚-algebra formulation has been done by Prodan [19] for the e�ects
of disorder and magnetic fields. Recent work on the analysis and computation of the
density of states for incommensurate layers from the operator point of view is given
in [16]. We note that the density of states is defined in [16] as a thermodynamic limit,
while the density of states and transport properties are given explicit expressions in the
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L1: P

L2: MoS2

L3: Gr

L4: Gr

L5: hBN

Figure 1: Example of a heterostructure: stack of five monolayers

C˚-algebra approach, which directly provide the values of the quantities of interest in the
thermodynamic limit.

2 Geometries of multi-layered systems

2.1 Perfect multilayer structure

Heterostructures are vertical stacks of a few two-dimensional crystalline monolayers. An
example is depicted in Figure 1. Five distinct layers with di�erent atomic components
and structures are positioned as a vertical stack. Due to the weak van der Waals nature of
the interactions between these layers, they do not relax into a common periodic structure,
but rather each layer essentially keeps the structure it possesses as an isolated monolayer.
The resulting assembly is thus in general not periodic: it is an aperiodic structure with a
long-range order. A systematic model of heterostructures starts naturally by a rigorous
depiction of this particular geometry, which can be idealized in the following way.

For the sake of generality, we consider d-dimensional systems embedded in pd ` 1q-
dimensional space. Note that we choose d as the natural dimension of the structure,
since the pd ` 1qst dimension plays a very particular and limited role, especially in tight-
binding models. We are in particular interested in d “ 2 for the layered heterostructures
which motivate our study, while the choice d “ 1 enables us to present simple numerical
examples in Section 4.

Let us consider such a pd ` 1q-dimensional system of p parallel d-dimensional periodic
atomic layers denoted L

j

Ä Rd`1, j “ 1 . . . p. We denote by

– pe
1

, ¨ ¨ ¨ , e

d`1

q an orthonormal basis of the physical space such that each layer is
perpendicular to e

d`1

; from now on we identify the physical space with Rd`1 using
the cartesian coordinates x “ px

1

, ¨ ¨ ¨ , x
d`1

qT associated with this basis;

– h
j

the pd ` 1qst coordinate of the center of layer j. Without loss of generality, we
can assume that 0 “ h

1

† h
2

† ¨ ¨ ¨ † h
p

;

– R
j

the d-dimensional periodic lattice of layer j;
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– E

j

the matrix in Rdˆd whose columns form a basis generating the lattice R
j

:

R
j

:“ E

j

Zd Ä Rd; (1)

– �
j

:“ Rd{R
j

the quotient of Rd by the discrete lattice R
j

, which has the topology
of a d-dimensional torus and can be canonically identified with the periodic unit
cell p�

j

:“ E

j

r´1{2, 1{2qd of layer j;

– m
j

the motif of layer j, i.e., the measure on Rd`1 supported in p�
j

ˆ R and repre-
senting the nuclear distribution flnuc

j

of layer j. More precisely, m
j

is a finite sum
of positively weighted Dirac measures of the form

m
j

“
M

jÿ

k“1

z
pjq
k

”
x

pjq
k

,

where M
j

is the number of nuclei per unit cell in layer j, z
pjq
1

, ¨ ¨ ¨ , z
pjq
M

j

the atomic
charges of these nuclei, and x

pjq
k

P p�
j

ˆR their positions in a reference configuration
in which the center of layer j belongs to the plane x

d`1

“ 0. The nuclear distribution
flnuc

j

of layer j is then given by

flnuc

j

“
ÿ

n

j

PR
j

m
j

`
¨ ´ p“

j

` n

j

` h
j

e

d`1

q
˘

“
ÿ

n

j

PR
j

M

jÿ

k“1

z
pjq
k

”
“

j

`n

j

`x

pjq
k

`h

j

e

d`1
,

where “
j

P p�
j

depends on the horizontal position of the lattice sites of layer j
relatively to the origin of the coordinates. Here and in the sequel, we use the same
notation to denote a vector y of Rd and its canonical embedding pyT , 0qT in Rd`1.

Remark 2.1. Note that, by virtue of the identification �
j

” p�
j

, an equivalence class
“

j

P �
j

can be seen either as a discrete set of points in Rd, or as one point of the
periodic unit cell p�

j

. Since both viewpoints are employed here, we denote these two usages
di�erently to avoid confusion:

– “
j

will be used to denote a single point of the periodic unit cell p�
j

,

– “
j

` R
j

will be used to denote the corresponding set of points in Rd. In particular,
the sum of the values of a function f over the lattice sites of layer j will be denoted
as

∞
p

j

P“
j

`R
j

fpp
j

q.

2.2 Translation group and the hull

To understand the geometry of our heterostructures, it is a useful exercise to picture
the origin of coordinates as our viewpoint (in the sense of ”position of observation”).
Neighboring atoms then constitute a local environment, e.g., A-A stacking (aligned layers)
vs. A-B stacking (staggered layers) in a graphene bilayer [9]. This environment, i.e., the
positions of all atoms relative to the origin, constitutes a choice of configuration for the
structure.

In the case of a periodic material (a perfect crystal), the set of such possible configura-
tions, or the hull [2], is simply the periodic unit cell. Indeed, choosing the origin at points
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(a) Top view of the crystalline structure

O

�1
�2

x1

x2

(b) Projection of the origin into the unit cells

Figure 2: Illustration of the process for labeling the local configurations of heterostruc-
tures. The vertices of the parallelograms are sites of the shifted lattices “

j

` R
j

.

which di�er only by a lattice vector results in identical configurations. This invariance
by lattice translations is what enables the classical use of the Bloch theorem to reduce
the Hamiltonian operator set on the whole space to a family of easily analyzed operators
on the periodic unit cell, indexed by the quasimomenta k belonging to the Brillouin zone
of the crystal.

This is not the case for the generically incommensurate layered structures presented
in Section 2.1. The change of coordinate origin (our viewpoint) is naturally associated
with the action of the group Rd on Rd`1 by translations T that are parallel to the layers:

For a P Rd, T

a

:
#
Rd`1 Ñ Rd`1,

x fiÑ px
1

` a
1

, . . . , x
d

` a
d

, x
d`1

q .
(2)

Remark 2.2. Note that there is no translational symmetry in the perpendicular pd`1qst-
dimension, and therefore we need not include this direction in the continuous translation
group. The situation is di�erent in discrete (tight-binding) models, where we model hop-
ping from layer to layer as will be seen later on.

Now we proceed with the formal definition of the hull. The positions of all the
atoms are encoded in the nuclear charge distribution, a Radon measure in MpRd`1q [2],
on which the translation group Rd acts naturally [17]. Then the hull is the dynamical
system p�,Rd, Tq, where � is the closure of the orbit of the nuclear charge distribution
measure on Rd`1 generated by the atoms of all p layers under the action of Rd through
T.

Parameterizing this orbit is similar to describing the position of all atoms relative to
the origin, given an arbitrary translation of the system. An example of this process is
presented by Figure 2 (see also Figure 3 for a simple one-dimensional picture). While the
initial view of all atomic positions in Figure 2a might appear quite chaotic, it can actually
be e�ciently encoded. Since each individual layer L

j

, j “ 1, . . . , p is periodic, the set of
all possible configurations for layer j is in one-to-one correspondence with �

j

. Indeed, an
element “

j

P �
j

is the projection of the j-th layer periodic lattice on the horizontal plane,
i.e., an equivalence class modulo R

j

, as seen in Figure 2b. The overall configuration can
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�1

�2

�3

�4

h1 = 0

h2

h3

h4

b�1

b�2

b�3

b�4

�1 +R1

Figure 3: Schematic representation of a configuration Ê “ p“
1

, “
2

, “
3

, “
4

q P � for d “ 1
and p “ 4. The vector “

j

on the figure corresponds to the unique representative of the
equivalence class “

j

in the periodic unit cell p�
j

and “
1

`R
1

is the set of the lattice points
of the first layer in the configuration Ê.

thus be parameterized as an element of

� “ �
1

ˆ ¨ ¨ ¨ ˆ �
p

. (3)

The hull � therefore has the topology of a pdpq-dimensional torus. For any given
configuration Ê “ p“

1

, . . . , “
p

q, the nuclear charge distribution is

flnuc

Ê

“
pÿ

j“1

¨

˝
ÿ

p

j

P“
j

`R
j

T

p

j

m
j

p¨ ´ h
j

e

d`1

q

˛

‚.

The support of the measure flnuc

Ê

is the discrete set:
$
’&

’%

LÊ :“
p§

j“1

LÊ

j

Ä Rd`1 (set of all atomic positions),

with LÊ

j

:“ Supppm
j

q ` “
j

` R
j

` h
j

e

d`1

(atomic positions in layer j).
(4)

There exists a natural action of the additive Rd group on �, corresponding to an horizontal
translation of the whole system in the previous parameterization, defined by

T

a

p“
1

, . . . , “
p

q “
`
“

1

` a, . . . , “
p

` a

˘
. (5)

For convenience, we use the same notation T to denote the action of the translation group
Rd on Rd`1, formula (2), and on �, formula (5).

Finally, the dynamical system p�,Rd, Tq is equipped with a probability measure P
which encodes the relative occurrences of the various configurations. This measure should
be invariant by the translation action to reflect the spatial homogeneity of the system.
There is here a unique such measure under the incommensurability condition given in the
following definition. Let us denote the dual (or reciprocal) lattice of any cocompact [18]
lattice R by R˚.
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Definition 2.3. The collection of cocompact lattices R
1

, ¨ ¨ ¨ , R
p

of Rd is called incom-
mensurate if we have for any p-tuple pk

1

, . . . , k

p

q P R˚
1

ˆ ¨ ¨ ¨ ˆ R˚
p

,
pÿ

j“1

k

j

“ 0 ô k

j

“ 0 @j “ 1, . . . , p. (6)

This definition, surprising at first, defines incommensurability as the absence of con-
structive interferences, or Bragg reflections, between the lattices. The following result
proves that it is also the right condition for the layered system to have a homogeneous
character, i.e., all possible configurations will be visited uniformly as we translate our
viewpoint along the horizontal place.

Proposition 2.4. Let R
1

, ¨ ¨ ¨ , R
p

of Rd be cocompact lattices of Rd, �
j

“ Rd{R
j

, and
� “ �

1

ˆ ¨ ¨ ¨ ˆ �
p

, endowed with the uniform probability measure P. Then,

1. P is invariant by the translation group Rd;

2. the dynamical system p�,Rd, T,Pq is uniquely ergodic if and only if the lattices
R

1

, ¨ ¨ ¨ , R
p

are incommensurate. In this case, we have the Birkho� property: for
any f P Cp�q and Ê P �,

lim
rÑ8

1
|B

r

|

ˆ
B

r

fpT´a

Êqda “
ˆ

�

fdP, (7)

where B
r

is the ball of radius r centered at zero.

Proof. The first point follows from the definition (5) and the translation invariance of the
Lebesgue measure. To show that incommensurability implies ergodicity, we will make
use of the following lemma:
Lemma 2.5. Let R be a lattice in Rd and k P Rd. Then:

lim
rÑ8

1
# pR X B

r

q
ÿ

nPRXB

r

e2ifik¨n “ 0 ô k R R˚. (8)

It is clear that if k P R˚, then the weighted sum in the left-hand side in (8) is always
equal to 1 for all r ° 0, and thus the limit is not zero. Let pc

1

, . . . , c

d

q be a basis of R and
pc˚

1

, . . . , c

˚
d

q the associated dual basis of R˚ (c
j

¨ c

˚
k

“ ”
jk

). We assume now that k R R˚,
and expanding k “ k

1

c

˚
1

` ¨ ¨ ¨ ` k
d

c

˚
d

, we suppose that k
1

R Z without loss of generality.
Let EK

r

be the projection of R X B
r

onto the last pd ´ 1q lattice coordinates:

EK
r

“
#

pn
2

, . . . , n
d

q P Zd´1

ˇ̌
ˇ̌ Dn

1

P Z,
dÿ

j“1

n
j

c

j

P R X B
r

+
.

There exists for any pd ´ 1q-tuple r
n “ pn

2

, . . . , n
d

q in EK
r

two integers N˘
r

pr
nq such that

for any n
1

P Z,
∞

d

j“1

n
j

c

j

belongs to R X B
r

if and only if N´
r

pr
nq § n

1

† N`
r

pr
nq. We

decompose accordingly the sum in (8):

ÿ

nPRXB

r

e2ifik¨n “
ÿ

r
nPEK

r

N

r̀

pr
nq´1ÿ

n1“N

ŕ

pr
nq

e2ifipk1n1`r
k¨rnq

“
ÿ

r
nPEK

r

e2ifi

r
k¨rn

˜
e2ifik1N

ŕ

pr
nq ´ e2ifik1N

r̀

pr
nq

1 ´ e2ifik1

¸
.
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We can bound the number of elements in pR X B
r

q from below by c
1

rd and of EK
r

by
c

2

rd´1 where c
1

, c
2

° 0 are two geometrical constants depending only on R. Thus
ˇ̌
ˇ̌
ˇ

1
# pR X B

r

q
ÿ

nPRXB

r

e2ifik¨n
ˇ̌
ˇ̌
ˇ §

ˆ
2

|1 ´ e2ifik1 |

˙
c

2

c
1

r
.

Since k
1

R Z, Lemma 2.5 is proved.
Birkho� property. Let us now suppose that the collection of lattices R

1

, ¨ ¨ ¨ , R
p

is incommensurate. Let f P Cp�q and Ê “ p“
1

, . . . , “
p

q P �. Let Á ° 0 and T
Á

be a
trigonometric polynomial such that }f ´ T

Á

}8 § Á. T
Á

is a finite linear combination of
Fourier factors of the form

G
k1,...,k

p

: p“
1

, . . . , “
p

q fiÑ e2ifipk1¨“1`¨¨¨`k

p

¨“
p

q with pk
1

, . . . , k

p

q P R˚
1

ˆ ¨ ¨ ¨ ˆ R˚
p

.

If k

j

“ 0 for all j “ 1, . . . , p, then clearly

lim
rÑ8

1
|B

r

|

ˆ
B

r

G
0,...,0

pT´a

Êqda “ 1 “
ˆ

�

G
0,...,0

dP.

Otherwise, we assume without loss of generality that k

2

‰ 0, and we approximate the
ball B

r

for r ° 0 by a union of translated unit cells,

B1

r

“
§

n1PR1XB

r

´
p�

1

` n

1

¯
where p�

1

“ E

1

r´1{2, 1{2qd.

Averaging over this approximate ball, we find:

1
|B1

r

|

ˆ
B

1
r

G
k1,...,k

p

pT´a

Êqda “ |p�
1

|´1

# pR
1

X B
r

q
ÿ

n1PR1XB

r

ˆ
p
�1

e2ifi

∞
p

j“1 k

j

¨p“
j

´a´n1qda

“
ˆ

|p�
1

|´1

ˆ
p
�1

e2ifi

∞
p

j“1 k

j

¨p“
j

´aqda

˙
1

# pR
1

X B
r

q
ÿ

n1PR1XB

r

e´2ifi

∞
p

j“2 k

j

¨n1 .

We assume that the lattices R
1

, ¨ ¨ ¨ , R
p

are incommensurate, and thus
∞

p

j“2

k

j

P R˚
1

if
and only if k

j

“ 0 for all j “ 2, . . . , p. This is not possible since k

2

‰ 0, and we therefore
deduce from Lemma 2.5 that, uniformly in Ê,

lim
rÑ8

1
|B1

r

|

ˆ
B

1
r

G
k1,...,k

p

pT´a

Êqda “ 0.

Note that for some C ° 0 independent of r, we have |B
r

�B1

r

| § Crd´1 (where A�B
denotes the symmetric di�erence of the sets A and B). Thus we conclude

@pk
1

, . . . , k

p

q P pR˚
1

ˆ¨ ¨ ¨ˆR˚
p

qz t0u , lim
rÑ8

1
|B

r

|

ˆ
B

r

G
k1,...,k

p

pT´a

Êqda “ 0, uniformly in Ê.

As a result, the trigonometric polynomial T
Á

satisfies for r ° 0 large enough, uniformly
in Ê, ˇ̌

ˇ̌ 1
|B

r

|

ˆ
B

r

T
Á

pT´a

Êqda ´
ˆ

�

T
Á

dP
ˇ̌
ˇ̌ § Á.
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Finally, since }f ´ T
Á

}8 § Á we obtain the Birkho� ergodic formula: for r large enough,
uniformly in Ê, ˇ̌

ˇ̌ 1
|B

r

|

ˆ
B

r

fpT´a

Êqda ´
ˆ

�

fdP
ˇ̌
ˇ̌ § 3Á. (9)

Ergodicity. Let B be a measurable subset of � invariant under the action of Rd. Let
Á ° 0 and f

Á

be a continuous function such that }‰
B

´ f
Á

}
L

1p�q § Á. By invariance of B
under translations, we have for all a P Rd,

}f
Á

˝ T

a

´ f
Á

}
L

1p�q § 2Á.

We can bound the di�erence between f
Á

and its Birkho� means:
››››

1
|B

r

|

ˆ
B

r

f
Á

˝ T´a

da ´ f
Á

››››
L

1p�q
“
ˆ

�

ˇ̌
ˇ̌ 1
|B

r

|

ˆ
B

r

f
Á

pT´a

Êqda ´ f
Á

pÊq
ˇ̌
ˇ̌ dPpÊq

§ 1
|B

r

|

ˆ
B

r

ˆ
�

|f
Á

pT´a

Êq ´ f
Á

pÊq| dPpÊqda § 2Á,

where we have used the triangle inequality for integrals and Fubini’s theorem for non-
negative functions. Since the Birkho� means of f

Á

converge uniformly in Ê for r Ñ 8 to´
�

f
Á

dP, we deduce that ››››
ˆ

�

f
Á

dP ´ f
Á

››››
L

1p�q
§ 2Á.

As a consequence, we have by the triangle inequality,

}‰
B

´ PpBq}
L

1p�q § }‰
B

´ f
Á

}
L

1p�q `
››››f

Á

´
ˆ

�

f
Á

dP
››››

L

1p�q
`

››››
ˆ

�

f
Á

dP ´ PpBq
››››

L

1p�q
§ 4Á.

Since this holds for any Á ° 0, we conclude that ‰
B

is constant a.s., and therefore
PpBq P t0, 1u. Thus P is ergodic.
Non-averaging case. If the lattices R

1

, . . . , R
p

are not incommensurate, there exists
a particular nonzero combination pk

1

, . . . , k

p

q P R˚
1

ˆ ¨ ¨ ¨ ˆ R˚
p

such that
∞

p

j“1

k

j

“ 0.
Then, we have for the corresponding Fourier factor,

G
k1,...,k

p

pT´a

Êq “ G
k1,...,k

p

pÊq, @pa, Êq P Rd ˆ �.

The function G
k1,...,k

p

is then invariant by the Rd-action and not constant. Therefore the
dynamical system p�,Rd, T,Pq is not ergodic in this case.

Remark 2.6. When the lattices R
1

, ¨ ¨ ¨ , R
p

are commensurate, i.e.,
ì

p

j“1

R
j

forms a
cocompact superlattice of Rd, then the orbits through the action T of Rd on � are no longer
dense in �, rather they form lower dimensional submanifolds of � which are then distinct
hulls for the possible configurations. In this case, Bloch theory allows one to study each
of these nonequivalent configuration sets individually.

Remark 2.7. Note that the lattices R
1

, ¨ ¨ ¨ , R
p

can also be neither commensurate nor
incommensurate. We do not know if one can always find a sensible parameterization of
the hull of a particular configuration in this case, since its orbit under Rd may not be
dense in �, nor has a simple geometry.
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2.3 Disordered multilayer systems

The case of disordered multilayer systems is more involved. For the sake of both brevity
and clarity, we consider the specific, but representative, example of a bilayer system
whose bottom layer lays on a periodic substrate modeled by an external R

0

-periodic
potential, and whose top layer may have defects. We denote by R

0

the periodic lattice
of the substrate, and by R

1

and R
2

the periodic lattices of the bottom and top layers
respectively, and we assume that R

0

, R
1

and R
2

are incommensurate in the sense of
Definition 2.3. We then assume that the defects are such that

– the overall geometry of the system is not modified: the periodic lattice R
2

is still
appropriate to describe the configurations of the system; the di�erence with the
case of ”perfect” homogeneous systems dealt with in the previous section, is that
the nuclear distribution inside the unit cells of the top layer is not the same in each
cell;

– in each cell in the top layer, the motif can be one of the following: pmp0q
2

, m
p1q
2

, ¨ ¨ ¨ , m
pDq
2

q,
where m

p0q
2

is the periodic motif of the top layer in the absence of defects, and
m

p1q
2

, ¨ ¨ ¨ , m
pDq
2

correspond to the di�erent kinds of defects that can be observed.
For instance, in the case of a graphene layer for which each carbon atom can adsorb
a hydrogen atom, there are two carbon atoms in each cell, m

p0q
2

corresponds to the
case when no hydrogen atom is adsorbed, m

p1q
2

(respectively, m
p2q
2

) to the case when
only the first (respectively, second) carbon atom has adsorbed a hydrogen atom,
and m

p3q
2

to the case when the two carbon atoms have adsorbed hydrogen atoms;

– the defects are independently and identically distributed in the cells of the top
layer. We denote by pp

0

, p
1

, ¨ ¨ ¨ , p
D

q (with p
j

° 0 and
∞

D

j“0

p
j

“ 1) the probability
distribution of the motifs pmp0q

2

, m
p1q
2

, ¨ ¨ ¨ , m
pDq
2

q.
Without loss of generality, we can assume that the center of the bottom layer is contained
in the plane x

d`1

“ 0, and that the center of the top layer is contained in the plane
x

d`1

“ h ° 0. For each point in r P Rd, we introduce the decomposition of r associated
with the lattice R

2

defined as

r “ rrs
2

` tru
2

with rrs
2

P R
2

and tru
2

P p�
2

“ E

2

r´1{2, 1{2qd. (10)

For this example, the hull is the dynamical system p�,Rd, ·,Pq where

– � “ �
0

ˆ�
1

ˆ�
2

ˆt0, 1, ¨ ¨ ¨ , DuR2 , the configuration Ê “ p“
0

, “
1

, “
2

, tt
n2u

n2PR2
q P �

corresponding to the nuclear distribution

flnuc

Ê

“
ÿ

p1P“1`R1

T
p1m

1

`
ÿ

p2P“2`R2

T
p2m

ptrp2s2 q
2

p¨ ´ he

d`1

q.

Here trp2s2 P t0, 1, ¨ ¨ ¨ , Du is the type of the motif carried by the cell of the top layer
centered at p

2

` he

d`1

. Note that “
0

does not appear in the definition of flnuc

Ê

, since
we do not take into account the geometry relaxation of the bilayer system due to
the interaction with the substrate. On the other hand, the substrate generates a
R

0

-periodic potential which modifies the electronic structure of the bilayer system,
and this potential depends on “

0

, the relative position of the substrate with respect
to the bilayer system;
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– · is the action of the group Rd on � defined by

@a P Rd, @Ê “ p“
0

, “
1

, “
2

, tt
n2u

n2PR2
q,

·
a

pÊq “ p“
0

` a, “
1

` a, “
2

` a,
 
t
n2´rt“2u2`as2

(
n2PR2

q;

– denoting by µ the probability on the set t0, 1, ¨ ¨ ¨ , Du with law pp
0

, p
1

, ¨ ¨ ¨ , p
D

q, the
ergodic probability P on � is defined as

P “ P
0

b P
1

b P
2

b P
dis

,

where P
j

is the uniform probability distribution on �
j

, and P
dis

“ µbR2 is the
probability distribution on the disorder.

3 C

˚
-algebra formalism for tight-binding models

In this section, we adapt to the tight-binding modeling of perfect multilayer atomic
heterostructures the C˚-algebra formalism which was extensively used by Belissard and
collaborators [2, 3] to model and analyze transport in aperiodic solids.

In the framework of tight-binding models, it is appropriate (see Remark 2.2) to use
the following alternative definition of the hull:

– �
D

“ t1, ¨ ¨ ¨ , pu ˆ �;

– t is the action of the group
G

D

“ Z{pZ ˆ Rd

defined by: for all a “ p–, aq P G
D

, and all pj, “
1

, ¨ ¨ ¨ , “
p

q P �
D

,

t
a

pj, “
1

, ¨ ¨ ¨ , “
p

q “ pj ´ –, “
1

` a, ¨ ¨ ¨ , “
p

` aq,

where the ´ sign in j ´ – refers to the natural action of Z{pZ on t1, ¨ ¨ ¨ , pu (if
– “ k ` pZ, j ´ – “ ppj ´ k ´ 1q mod pq ` 1);

– P
D

is as usual the uniform probability distribution on �
D

, and it is ergodic if and
only if the lattices R

1

, . . . , R
p

are incommensurate.

More explicitly, for non-disordered multilayers, �
D

consists of p copies of �
1

ˆ ¨ ¨ ¨ ˆ �
p

indexed by j P t1, ¨ ¨ ¨ , pu such that the reference lattice site of the configuration is in
layer j.

In the tight-binding representation, the quantum states are expanded on a finite
number of orbitals in each periodic unit cell, for example a set of maximally localized
Wannier orbitals [14, 15, 25]. We therefore introduce, for each layer k, a finite set �

k

of
tight-binding orbitals per unit cell. For a given configuration Ê “ pj, “

1

, ¨ ¨ ¨ , “
p

q, the
tight-binding orbital of type n P �

k

associated with the lattice site of layer k located at
point x ` h

k

e

d`1

P “
k

` R
k

` h
k

e

d`1

is indexed by the triplet ppk ´ jq mod p, x, nq P
Z{pZ ˆ p“

k

` R
k

q ˆ �
k

. The integer ppk ´ jq mod pq, considered as a element of Z{pZ,
accounts for the vertical jump (in terms of number of layers and modulo p) to go from
layer j, which contains the origin in the configuration Ê, to layer k (see also the graphical
explanation in the one-dimensional case in Figure 4). This way of labeling the orbitals
turns out to be well suited to the C˚-algebra formalism introduced in the following two
subsections.

11



The infinite set �Ê of all tight-biding orbitals of the p layers is then indexed by:

�Ê “
p§

k“1

tpk ´ jq mod pu ˆ p“
k

` R
k

q ˆ �
k

. (11)

In the special case when there is only one orbital per unit cell, each �
k

only contains one
element, and can therefore be omitted in the above definition of �Ê.

In the configuration Ê, the space of quantum states for the tight-binding model is

H
Ê

“ ¸2p�Êq, (12)

and observables such as the Hamiltonian are described as linear operators on H
Ê

.

3.1 Abstract setting

Let us first briefly recall in this section the general formalism of groupoid C˚-algebras.
We refer e.g. to [3] for a more in-depth presentation of these mathematical objects. We
further simplify the presentation by assuming that there is only one tight-binding orbital
per unit cell in each layer, so that

�Ê ”
p§

k“1

tpk ´ jq mod pu ˆ p“
k

` R
k

q Ä G
D

. (13)

Note that this is not a restriction of the formalism (see Remark 3.1 below).
The first step is to construct a groupoid based on the canonical transversal X of the

hull �
D

:
X “

 
Ê P �

D

| Ê “ pj, “
1

, . . . , “
p

q; “
j

“ 0

(
. (14)

The idea is that while �
D

indexes the possible viewpoints from any point in the layer
planes, each element of X represents a possible unique viewpoint from the position of
a lattice site, which is then chosen as the origin. This is a more appropriate approach
in the case of tight-binding models. Associated with the transversal X is the groupoid
�pXq defined as follows:

�pXq “ tpÊ, aq P X ˆ G
D

| t´a

Ê P Xu . (15)

For Ê “ pj, “
1

, ¨ ¨ ¨ , “
p

q P �
D

and a “ p–, aq P G
D

, pÊ, aq P �pXq if and only if “
j

“ 0 and
“

j`–

“ a. Geometrically, �pXq indexes all the possible jumps between two lattice sites
in all possible configurations of the multilayer system. The physical space vector of the
jump associated with pÊ, aq is A “ a ` ph

j`–

´ h
j

qe
d`1

. The groupoid is equipped with
a set of three operations, respectively the range r : �pXq Ñ X, source s : �pXq Ñ X,
and composition ˝ : �pXq ˆ �pXq Ñ �pXq, satisfying:

rpÊ, aq “ Ê, spÊ, aq “ t´a

Ê, pÊ, aq ˝ pt´a

Ê, bq “ pÊ, a ` bq. (16)

The fiber �pÊq is defined as r´1ptÊuq for any Ê P X.

In a second step, we define the ˚-algebra A
0

of continuous functions with compact
support defined on �pXq with values in C, endowed with the following composition laws

12



and ˚-operator:
p⁄fqpÊ, aq “ ⁄fpÊ, aq,

pf ` gqpÊ, aq “ fpÊ, aq ` gpÊ, aq,
pf ˚ gqpÊ, aq “

ÿ

pÊ,bqP�

pÊq
fpÊ, bqgpt´b

Ê, a ´ bq,

f˚pÊ, aq “ f pt´a

Ê, ´aq.

(17)

The ˚-algebra A
0

has an identity, denoted by 1:

1pÊ, aq “ ”
a,0

.

Remark 3.1. In the case when there are several atoms per unit cell, and/or each atom
carries more than one orbital, the functions f in (17) do not take their values in C but
fpÊ, aq is in CN

j

ˆN

j`– when Ê “ pj, “
1

, . . . , “
p

q and a “ p–, aq, where N
k

“ #p�
k

q is
the total number of tight-binding orbitals carried by the atoms in the unit cell of layer k.
Products of the form fpÊ, bqgpt´b

Ê, a ´ bq should then be understood as matrix products.

The ˚-algebra A
0

can be mapped onto a ˚-algebra of bounded linear operators acting
on the space of quantum states H

Ê

“ ¸2p�Êq, see (12), via the representation formula:

fi
Ê

pfq„pxq “
ÿ

pÊ,yqP�

pÊq
f pt´x

Ê, y ´ xq „pyq, @„ P H
Ê

, @x P �Ê. (18)

In the above formula, we have implicitly used the fact that the set �Ê defined by (13)
coincides with

 
y P G

D

| pÊ, yq P �pÊq(.

Configuration !

0
Y

X

x

y

x = (�1,x)

y = (1,y)

0
Y �X

y � x

y � x = (2,y � x)
Configuration t�x

!

Figure 4: Graphical explanation of the representation formula (18) for d “ 1, p “ 4, and
for a configuration Ê “ p3, “

1

, “
2

, 0, “
4

q P �
D

. The points x “ p2 ´ 3, xq “ p´1, xq and
y “ p4 ´ 3, yq “ p1, yq of �Ê are combined to form an element y ´ x “ p2, y ´ xq such
that pt´x

Ê, y ´ xq P �pt´x

Êq.

The following covariance condition holds: for a given “ “ pÊ, aq P �pXq,

fit´a

Ê

pfq “ Tp“q´1fi
Ê

pfqTp“q, (19)

where the translations Tp“q : Ht´aÊ

Ñ H
Ê

are unitary operators defined by

Tp“q„pxq “ „pt´a

xq, @„ P Ht´a

Ê

, @x P �Ê. (20)

Remark 3.2. When d “ 2, magnetic fields can be included in the description through a
Peierls substitution term as follows. We assume that there is only one orbital per unit
cell, and that the orbitals are carried by atoms located at the lattice sites. Let B be an
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antisymmetric 3ˆ3 matrix representing the magnetic field. For x “ pl, xq and y “ pm, yq
in �Ê with Ê “ pj, “

1

, . . . , “
p

q, we define the corresponding Peierls phase term as

�Ê

Bpx, yq “ fi
3ÿ

‹,µ“1

B
‹,µ

X
‹

Y
µ

, (21)

where X “ x ` ph
j`l

´ h
j

qe
3

and Y “ y ` ph
j`m

´ h
j

qe
3

are the physical space vectors of
the jumps from the origin to the sites x and y.

The product and representation formulae are then modified as

pf ˚B gqpÊ, aq “
ÿ

pÊ,bqP�

pÊq
fpÊ, bqgpt´b

Ê, a ´ bqei�

Ê

Bpa,bq,

fi
Ê

pfq„pxq “
ÿ

pÊ,yqP�

pÊq
f pt´x

Ê, y ´ xq e´i�

Ê

Bpx,yq„pyq, @„ P H
Ê

, x P �Ê,
(22)

where we again used the fact that �Ê “
 
y P G

D

| pÊ, yq P �pÊq(. In this case, the following
covariance condition holds: for a given “ “ pÊ, aq P �pXq,

fit´a

Ê

pfq “ Up“q´1fi
Ê

pfqUp“q, (23)

where the magnetic translations Up“q : Ht´a

Ê

Ñ H
Ê

are unitary operators defined by

Up“q„pxq “ exp
ˆ

i

ˆ
rX´A,Xs

A pyq ¨ dy

˙
„pt´a

xq, @„ P Ht´a

Ê

, @x P �Ê. (24)

Here, A is a vector potential giving rise to the magnetic field B, and rX ´ A, Xs is the
line segment joining X ´ A to X in R3.

Note that fi
Ê

pfq is hermitian if f “ f˚. This representation induces a C˚ norm on
A

0

, defined by:
}f} “ sup

ÊPX

}fi
Ê

pfq},

where the norm on the right hand side is the operator norm on LpH
Ê

q, the space of
bounded linear operators on H

Ê

. We then construct in a third and final step the C˚-
algebra A as the completion of A

0

for this norm.

Integro-di�erential calculus Integration and derivations can be constructed on the
C˚-algebra as follows. Let P be a probability measure on X invariant by �pXq-action. A
formal integration is then obtained on A

0

as follows: if f P A
0

,

TPpfq “
ˆ

X

dPpÊqfpÊ, 0q. (25)

This trace is positive, TPpf˚ ˚ fq • 0. It is faithful (TPpf˚ ˚ fq “ 0 i� f “ 0) when the
support of the measure P is X.

Remark 3.3. This trace coincides with the trace per unit volume in Rd of the corre-
sponding operator fi

Ê

pfq thanks to the Birkho� property (7).
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One then defines Lp-norms by setting for 1 § p † 8,

}f}
p

“ TP
`
pf ˚ f˚qp{2

˘
1{p @f P A

0

. (26)

Closure of A
0

with respect to the Lp-norms defines Banach spaces LppA, TPq. Derivations
are introduced next by setting

B
j

fpÊ, xq “ ix
j

fpÊ, xq, f P A
0

. (27)

Given a multi-index – “ p–
1

, . . . , –
d

q we will use the notation B–f for B–1
1

. . . B–

d

d

.
The derivations defined above satisfy the fundamental properties of derivation operators:
they commute, they are ˚-derivations in the sense that B

j

pf˚q “ pB
j

fq˚, and satisfy the
Leibniz rule B

j

pf ˚ gq “ B
j

f ˚ g ` f ˚ B
j

g . Finally one has the operator representation:

fi
Ê

pB
j

fq “ ´i
“
xÊ

j

, fi
Ê

f
‰

, (28)

where x

Ê “ pxÊ

1

, . . . , xÊ

d

q is the position operator on LÊ.

Remark 3.4. In the periodic case, these derivations correspond (by Fourier transform)
to derivation in quasi-momentum space.

Analytic spectral calculus A basic notion in operator algebras is that of the resolvent
sets, the spectrum, and the introduction of a spectral calculus by a complex contour
integral. Since the operators we are considering here are bounded, this is straightforward
and we refer e.g. to [1] for the details. For a given element f P A, its resolvent set flpfq
and spectrum ‡pfq are

flpfq “ tz P C s.t. pz1 ´ fq is invertibleu, ‡pfq “ Czflpfq.

Furthermore, the resolvent set is open in C, and the resolvent function z fiÑ pz1 ´ fq´1

is an algebra-valued analytic function of z P flpfq. An analytical calculus can then be
defined on A as follows. Let F

‡pfq by the algebra of C-valued functions which are analytic
in an open neighborhood of ‡pfq. Then we define a homomorphism of algebras

F
‡pfq Q „ fiÑ 1

2ifi

˛
C

„pzqpz1 ´ fq´1dz P A, (29)

where C is a contour surrounding ‡pfq in the analyticity domain of „. The right-hand
side of this mapping is independent of the particular choice of contour, and usually noted
as „pfq.

3.2 Perfect bilayers

Let us identify further the groupoid and the associated C˚-algebra in the specific geometry
of a bilayer system with no disorder.

Transversal and groupoid. We start by identifying the transversal in the case of the
hull �

D

of a perfect incommensurate bilayer. We have

�
D

“ t1, 2u ˆ �
1

ˆ �
2

,
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and
X “ tp1, 0, “

2

q ; “
2

P �
2

u Y tp2, “
1

, 0q ; “
1

P �
1

u .

This leads to the identification:

X ” X
1

Y X
2

where
#

X
1

“ �
2

,

X
2

“ �
1

.
(30)

The set X
1

(resp. X
2

) describes the possible configurations from the point of view of a
given lattice site of layer L

1

(resp. L
2

). In a configuration “
2

P X
1

, which corresponds
to Ê “ p1, 0, “

2

q, the lattice sites of L
1

are located at R
1

while the lattice sites of L
2

are located at “
2

` R
2

` he

d`1

, where h is the distance between the two layers. In a
configuration “

1

P X
2

, which corresponds to Ê “ p2, “
1

, 0q, the lattice sites of L
2

are
located at R

2

while the lattice sites of L
1

are located at “
1

` R
1

´ he

d`1

.
The decomposition (30) of the transversal allows us to identify a block decomposition

of the groupoid:
�pXq ” �̨

11

Y �̨
12

Y �̨
21

Y �̨
22

“ �̨pX
1

, X
2

q, (31)

where the set of arrows �̨
11

and �̨
22

include all intralayer jumps:
#

�̨
11

“ tp“
2

, mq ; “
2

P X
1

, m P R
1

u ,

�̨
22

“ tp“
1

, nq ; “
1

P X
2

, n P R
2

u ,

while �̨
21

describes jumps from the first to the second layer, and �̨
12

jumps from the
second to the first layer. Let us note that the above representation would be redundant
in the case of interlayer jumps, e.g., for p“

2

, qq in �̨
12

. Indeed, “
2

P X
1

can be deduced
from q P “

2

` R
2

as its equivalence class modulo R
2

. We will thus denote these arrows
solely as arrow vectors q̨, observing that these can take their values in all of Rd:

#
�̨

12

“
 
q̨; q P Rd

(
,

�̨
21

“
 
p̨; p P Rd

(
.

(32)

This allows us to make explicit the three groupoid operations, namely the range map

r : �̨ Ñ �̨,

$
’’’’&

’’’’%

�̨
11

Ñ X
1

, p“
2

, mq fiÑ “
2

,

�̨
12

Ñ X
1

, q̨ fiÑ q

R2 ,

�̨
21

Ñ X
2

, p̨ fiÑ p

R1 ,

�̨
22

Ñ X
2

, p“
1

, nq fiÑ “
1

,

, (33)

the source map:

s : �̨ Ñ �̨,

$
’’’’&

’’’’%

�̨
11

Ñ X
1

, p“
2

, mq fiÑ “
2

´ m

R2 ,

�̨
12

Ñ X
2

, q̨ fiÑ ´q

R1 ,

�̨
21

Ñ X
1

, p̨ fiÑ ´p

R2 ,

�̨
22

Ñ X
2

, p“
1

, nq fiÑ “
1

´ n

R1 ,

(34)
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and the composition map:
$
’’’’’’’’’’’’’’’’&

’’’’’’’’’’’’’’’’%

For p“
2

, mq P �̨
11

, m

1 P R
1

: p“
2

, mq ˝ p“
2

´ m

R2 , m

1q “ p“
2

, m ` m

1q P �̨
11

,

for q̨ P �̨
12

, p ` q P R
1

: q̨ ˝ p̨ “ pqR2 , q ` pq P �̨
11

,

for p̨ P �̨
21

, q ` p P R
2

: p̨ ˝ q̨ “ ppR1 , p ` qq P �̨
22

,

for p“
1

, nq P �̨
22

, n

1 P R
2

: p“
1

, nq ˝ p“
1

´ n

R1 , n

1q “ p“
1

, n ` n

1q P �̨
22

,

for p̨ P �̨
21

, m P R
1

: p̨ ˝ p´p

R2 , mq “ ››››Ñ
p ` m P �̨

21

,

for p“
1

, nq P �̨
22

, p ` n P “
1

` R
1

: p“
1

, nq ˝ p̨ “ ›››Ñ
n ` p P �̨

21

,

for p“
2

, nq P �̨
11

, q ` n P “
2

` R
2

: p“
2

, mq ˝ q̨ “ ››››Ñ
m ` q P �̨

12

,

for q̨ P �̨
12

, n P R
2

: q̨ ˝ p´q

R1 , nq “ ›››Ñ
q ` n P �̨

12

,

(35)
where we have introduced the notation r

R
j “ r`R

j

, j “ 1 . . . p to denote the equivalence
classes in �

j

of a given point r P Rd. Finally, the fiber �pÊq can be determined:

�̨p“2q “ �p1,0,“2q ” Lp1,0,“2q, for “
2

P X
1

, (36a)
�̨p“1q “ �p2,“1,0q ” Lp2,“1,0q, for “

1

P X
2

. (36b)

where LÊ is the set of points defined by (4).
We obtain for the groupoid the discrete counterpart to the ergodic property of the

continuous hull, Proposition 2.4. Let d“ denote the usual Lebesgue measure on X
1

“ �
2

and X
2

“ �
1

.

Proposition 3.5. Let P be the probability measure on X with uniform density p|�
1

| `
|�

2

|q´1d“.

1. P is invariant by the groupoid action.

2. The dynamical system pX, �pXq, t,Pq is uniquely ergodic if and only if the lattices
R

1

, ¨ ¨ ¨ , R
p

are incommensurate. In this case, we have the Birkho� property: for
any f P CpXq and Ê P X,

lim
rÑ8

1
# pB

r

X LÊq
ÿ

aPB

r

XLÊ

fpt´a

Êq “
ˆ

X

fdP, (37)

where B
r

is the ball of radius r centered at the origin.

The proof of this result follows the same lines as the proof of Proposition 2.4. We
therefore omit it for the sake of brevity.

Bilayer C˚
-algebra. For the case of periodic incommensurate bilayers with one orbital

per unit cell, we can give a comprehensive description of the abstract algebra defined
above. First, elements of H

Ê

“ ¸2p�Êq can be seen as:

– elements of H“2 “ ¸2pR
1

q ‘ ¸2p“
2

` R
2

q for Ê ” “
2

P X
1

,

– or elements of H“1 “ ¸2p“
1

` R
1

q ‘ ¸2pR
2

q for Ê ” “
1

P X
2

.

17



Then, given the decomposition (31) of �pXq, it makes sense to write a block decomposi-
tion of functions f P C˚p�pXqq as:

f “
„
f

11

f
12

f
21

f
22

⇢
(38)

where
f

11

: �̨
11

“ �
2

ˆ R
1

Ñ C,

f
12

: �̨
12

” Rd Ñ C,

f
21

: �̨
21

” Rd Ñ C,

f
22

: �̨
22

“ �
1

ˆ R
2

Ñ C.

(39)

Note that the decomposition (38) of the tight-binding hopping parameters into intra- and
inter-layer terms is naturally the parameterization used in physics [10]. In particular,
inter-layer coe�cients are usually represented directly as a continuous function of the
relative position of the atoms as in (39), see e.g., [9]. Let us now write the ˚ product
defining the algebra:

– for “
2

P X
1

and m P R
1

,

pf ˚ gq
11

p“
2

, mq “
ÿ

m

1PR1

f
11

p“
2

, m

1qg
11

p“
2

´ m

1R2 , m ´ m

1q

`
ÿ

q

1P“2`R2

f
12

pq1qg
21

pm ´ q

1q;
(40a)

– for q P R2,
pf ˚ gq

12

pqq “
ÿ

m

1PR1

f
11

pqR2 , m

1qg
12

pq ´ m

1q

`
ÿ

n

1PR2

f
12

pq ´ n

1qg
22

pn1 ´ q

R1 , n

1q;
(40b)

– for p P R2,

pf ˚ gq
21

ppq “
ÿ

n

1PR2

f
22

ppR1 , n

1qg
21

pp ´ n

1q

`
ÿ

m

1PR1

f
21

pp ´ m

1qg
11

pm1 ´ p

R2 , ´m

1q;
(40c)

– for “
1

P X
2

and n P R
2

,

pf ˚ gq
22

p“
1

, nq “
ÿ

n

1PR2

f
22

p“
1

, n

1qg
22

p“
1

´ n

1R1 , n ´ n

1q

`
ÿ

p

1P“1`R1

f
21

pp1qg
12

pn ´ p

1q.
(40d)

We can also write the ˚ operation as follows: for “
2

P X
1

, “
1

P X
2

and m P R
1

, q P “
2

,
p P “

1

, n P R
2

:

pf˚q
11

p“
2

, mq “ f
11

p“
2

´ m

R2 , ´mq, pf˚q
12

pqq “ f
21

p´qq,
pf˚q

21

ppq “ f
12

p´pq, pf˚q
22

p“
1

, nq “ f
22

p“
1

´ n

R1 , ´nq.
(41)

Finally, the representation formula writes as follows:
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1. for “
2

P X
1

and „ “ p„
1

, „
2

q P ¸2pR
1

q ‘ ¸2p“
2

` R
2

q, fi“2pfq„ can be decomposed
in ¸2pR

1

q ‘ ¸2p“
2

` R
2

q as
$
’’’’’&

’’’’’%

`
fi“2pfq„

˘
1

pmq “
ÿ

m

1PR1

f
11

`
“

2

´ m

R2 , m

1 ´ m

˘
„pm1q `

ÿ

q

1P“2`R2

f
12

pq1 ´ mq „pq1q,
`
fi“2pfq„

˘
2

pqq “
ÿ

m

1PR1

f
21

pm1 ´ qq „pm1q `
ÿ

n

1PR2

f
22

`
´q

R1 , n

1˘ „pq ` n

1q,

for all m P R
1

and q P “
2

` R
2

;
(42)

2. for “
1

P X
2

and „ “ p„
1

, „
2

q P ¸2p“
1

` R
1

q ‘ ¸2pR
2

q, fi“1pfq„ can be decomposed
in ¸2p“

1

` R
1

q ‘ ¸2pR
2

q as
$
’’’’’&

’’’’’%

`
fi“1pfq„

˘
1

ppq “
ÿ

m

1PR1

f
11

`
´p

R2 , m

1˘ „pp ` m

1q `
ÿ

n

1PR2

f
12

pn1 ´ pq „pn1q,
`
fi“1pfq„

˘
2

pnq “
ÿ

p

1P“1`R1

f
21

pp1 ´ nq „pp1q `
ÿ

n

1PR2

f
22

`
“

1

´ n

R1 , n

1 ´ n

˘
„pn1q,

for all p P “
1

` R
1

and n P R
2

.
(43)

Trace per unit volume and integro-di�erential calculus. A classical consequence [3]
of the ergodicity of P on X under the action of �pXq, Proposition 3.5, is that we can
characterize uniquely P under the condition that it is a trace per unit volume:

Proposition 3.6. When R
1

and R
2

are incommensurate, the invariant, ergodic probabil-
ity measure P is uniquely defined as a trace per unit volume in the sense that it satisfies:
for any f P C˚p�pXqq and Ê P X,

TPpfq “ lim
rÑ8

1
# pB

r

X LÊqTr pfi
Ê

pfq|
B

r

q . (44)

Moreover, for j “ 1, ¨ ¨ ¨ , d, the derivation defined by (27) extends easily: for “
2

P X
1

and n P R
1

, q P “
2

, p P “
1

, m P R
2

,

pB
j

fq
11

p“
2

, nq “ in
j

f
11

p“
2

, nq, pB
j

fq
12

pqq “ iq
j

f
12

pqq,
pB

j

fq
21

ppq “ ip
j

f
21

ppq, pB
j

fq
22

p“
1

, mq “ im
j

f
22

p“
1

, mq. (45a)

There exists also a derivation for j “ d ` 1

pB
d`1

fq
11

p“
2

, nq “ 0, pB
d`1

fq
12

pqq “ `if
12

pqq,
pB

d`1

fq
21

ppq “ ´if
21

ppq, pB
d`1

fq
22

p“
1

, mq “ 0.
(45b)

Note that the derivation operator B
d`1

is bounded on A. Hence, an element f belongs
to CN if and only if }B–f} † 8 for all multi-indexes – such that

∞
d

j“1

–
j

§ N .

Remark 3.7. The extension to multilayer systems of the formalism introduced in the
previous sections is straightforward, though somewhat cumbersome.
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3.3 Noncommutative Kubo formula

Electronic transport can be modeled as the result of the interplay between the quantum
evolution in the presence of a uniform electric field and dissipation mechanisms such as
scattering events which depend on the environment of the charge carrier (electron or
hole) with charge q. As discussed in the lecture notes [2], models for these dissipation
mechanisms can be obtained by considering microscopic, many-body electron systems
coupled with an environment such as a phonon bath, and then integrating out the degrees
of freedom of the environment to obtain an e�ective single-particle model. As in the Drude
model, dissipation mechanisms are represented by discrete scattering events (collisions)
with Poisson-distributed independent time delays between successive collisions.

Given any one-particle density matrix fl as an initial state (i.e. a positive element
of the C˚-algebra associated with a quantum system), the e�ective, collision-averaged
one-particle time evolution is given by the Liouville equation [21]

dfl

dt
` L

h´qEptq¨x̨pflq “ ´1 ´ pŸ˚

·
pflq, (46)

where

– h is the e�ective single-electron tight-binding Hamiltonian,

– E is a constant or time-harmonic spatially uniform electric field with frequency pÊ,

– x̨ is the position operator and 1 is the identity operator,

– q is the charge of the carrier (hole or electron),

– L
h´qEptq¨x̨ “ i{~ rh, ¨s´ q

~Eptq¨Ò is the Liouvillian operator governing the one-particle
time evolution in the absence of collisions,

– pŸ˚ is a scattering-event-averaged collision e�ciency operator,

– · is the mean collision time of a Poisson process with law e´t{· dt{· governing the
time delay between the independent scattering events (collisions).

The linear conductivity tensor is then readily available in the framework of C˚-algebras
by the famous noncommutative Kubo formula [21]:

‡
ij

ppÊq “ q2

~2

TP
`
B

i

h rp1 ´ pŸ˚q{· ` L
h

´ ipÊs´1 B
j

f
—,µ

phq
˘

, (47)

where f
—,µ

phq “ 1

1`e

—ph´µq is the Fermi-Dirac one-particle density matrix in the grand-
canonical equilibrium with chemical potential (Fermi level) µ and at temperature T such
that — “ 1{k

B

T .
In the relaxation time approximation (RTA), the e�ective relaxation operator p1 ´

pŸ˚q{· is replaced by 1{·
rel

, a single relaxation time which depends in general strongly on
the temperature. Full details of the modeling assumption and derivation of (47) can be
found in the references [2, 3, 19,21].
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4 Numerical example

We propose in this section a minimalistic one-dimensional toy model to study incom-
mensurability e�ects in multilayer systems, which is new up to our knowledge. We then
present a numerical strategy and numerical results for the computation of the density
of states and the conductivity. In this paper, we will restrict ourselves to scanning ra-
tional values of the lattice ratio parameter. We therefore use the traditional approach
of constructing periodic supercells [19], and we never actually compute directly quanti-
ties of interest in the case of incommensurate lattice ratios. In future publications, we
will propose strategies based directly on the C˚-algebra representation, possibly address-
ing directly the incommensurate case, and with rigorous error control. This substantial
additional e�ort is currently ongoing.

4.1 Description of the model

Let us consider two parallel one-dimensional crystals with lattice constants ¸
1

and ¸
2

normalized such that
¸

1

¸
2

“ 1. (48)
Following the notation introduced in Sections 2 and 3, we set the lattices R

j

“ ¸
j

Z and the
unit cells �

j

“ R{R
j

” ¸
j

T for j “ 1, 2, where T :“ R{Z is the one-dimensional 1-periodic
torus. The set of all possible configurations is parameterized by the hull � “ �

1

ˆ �
2

.
We then form a quantum lattice model with one orbital per unit cell in each layer. The
relevant parameterization is provided by the transversal X “ X

1

Y X
2

with X
1

” ¸
2

T
and X

2

” ¸
1

T.

�1

�2

�2n �2(n + 1)�2(n � 1)

�1m �1(m + 1)

Figure 5: Sketch of the geometry and tight-binding hoppings of our 1D toy model.

We consider the model Hamiltonian generated by an element h of the C˚-algebra
presented in Section 3.2 and which takes the values

h
11

p“
2

, mq “
#

1 if |m| “ ¸
1

,

0 otherwise,
for “

2

P ¸
2

T, m P ¸
1

Z,

h
12

ppq “ We
´ 1

2

´
p

r0

¯2

, for p P R,

h
21

pqq “ We
´ 1

2

´
q

r0

¯2

, for q P R,

h
22

p“
1

, nq “
#

1 if |n| “ ¸
2

,

0 otherwise,
for “

1

P ¸
1

T, n P ¸
2

Z.

(49)

The corresponding Hamiltonian of the model H
Ê

“ fi
Ê

phq, given by (42) and sketched
on Figure 5, features two intra-chain first-neighbor hopping models with amplitude nor-
malized to 1 for each chain, and an inter-chain coupling term with a Gaussian profile
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depending on the distance between the lattice sites. The two parameters of the model
are the maximum amplitude W and the characteristic length r

0

of the inter-chain hopping
interaction terms.

4.2 Numerical approach

Using this toy model, we aim to showcase the expected e�ects of continuously varying the
lattice constants ratio – “ ¸

2

{¸
1

in a range around the periodic case of matched chains,
¸

1

“ ¸
2

i.e. – “ 1.

4.2.1 Periodic supercells

We use here the well-known numerical strategy of scanning all periodic approximations
with a given total number of sites N in this range [12, 19], thus creating large periodic
supercells. Allocating p atoms to the top chain and q atoms to the bottom chain so that
p ` q “ N , we set

¸
1

“
c

q

p
, ¸

2

“
c

p

q
so that ¸

1

¸
2

“ 1 and – “ ¸
2

¸
1

“ p

q
. (50)

Note that the periodic supercell length is ?
pq “ p¸

1

“ q¸
2

. We then scan the range of
ratios 1{6 § – § 6 by varying p from p

min

“
P

N

7

T
to p

max

“
X

6N

7

\
. The corresponding

tight-binding hamiltonian matrix H–

0

with periodic boundary conditions is then assembled
from the C˚-algebra element h– (49) using a cut-o� distance of 6r

0

for the Gaussian inter-
layer term, and choosing the configuration “

1

“ “
2

“ 0.
Our two quantities of interest are as follows.

– the density of states, i.e., the spectral measure dµ–pEq on R with support on ‡phq
is defined by ˆ

R
„pEqdµ–pEq “ TP p„ph–qq « 1

N
Tr p„pH–

0

qq , (51)

where the test function „ is analytic in an open neighborhood of ‡ph–q;
– the conductivity at zero frequency given by the Kubo formula (47), which can be

computed more e�ciently by introducing the current-current correlation measure
dM–:

‡ “
´ e

~

¯
2

¨
R2

f
—,µ

pE 1q ´ f
—,µ

pEq
E ´ E 1

dM–pE, E 1q
1{·

rel

´ i{~pE ´ E 1q ´ ipÊ . (52)

The spectral measure dM– on R2 is defined by [20,21]:¨
R2

„
1

pEq„
2

pE 1qdM–pE, E 1q “ TP p„
1

phq ¨ B
1

h ¨ „
2

phq ¨ B
1

hq

« 1
N

Tr
´

„
1

pH–

0

q ¨ ÇB
1

H–

0

¨ „
2

pH–

0

q ¨ ÇB
1

H–

0

¯
,

(53)

where the test functions „
1

, „
2

are analytic in an open neighborhood of ‡ph–q. Since
x fiÑ x is not ?

pq-periodic, we have used in (53) the approximate periodic di�eren-
tial calculus introduced by Prodan [19], such that the approximate derivation ÇB

1

H–

0

is obtained by :
ÅB

1

fpÊ, xq “ irXpxqfpÊ, xq, (54)
where x fiÑ rXpxq is ?

pq-periodic and approximates the identity x fiÑ x near zero.
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Remark 4.1. Note that knowledge of the current-current correlation measure, which
depends only on the Hamiltonian, is enough to compute the conductivity for any values
of the Fermi level µ or Boltzmann factor — “ 1{k

B

T .

4.2.2 Kernel polynomial method

The second ingredient in our calculations is a Chebyshev polynomial expansion, com-
monly called the Kernel Polynomial Method [26]. The idea is to rescale the Hamiltonian,
H–

0

Ñ Ĥ–

0

“ pH–

0

´ bq{a with a, b well chosen so that the spectrum ‡pĤ–

0

q lies in the
energy range p´1, 1q.

Density of States. The moments of the spectral measure dµ– can be computed on the
basis of Chebyshev polynomials of the first kind tT

m

u
m•0

, which form an orthonormal
basis of L2pr´1, 1sq with respect to the weight function wpxq “ 1{pfi

?
1 ´ x2q. These

polynomials obey the recursion relation,

T
0

pxq “ 1, T
1

pxq “ x,

T
m`1

pxq “ 2xT
m

pxq ´ T
m´1

pxq for m • 1.
(55)

From (51), we thus obtain that

µ–

m

“
ˆ
R

T
m

ˆ
E ´ b

a

˙
dµ–pEq « 1

N
Tr

´
T

m

pĤ–

0

q
¯

“ 1
N

Nÿ

j“1

T
m

p⁄̂–

j

q, (56)

where t⁄̂–

j

u
1§j§N

is the vector of eigenvalues of Ĥ–

0

. Utilizing the recursion (55), the
moments pµ–

m

q
0§m§M

can be computed e�ciently up to some fixed polynomial degree M .
Now, assuming that h– has an absolutely continuous spectrum, the density of states is
continuous with respect to the Lebesgue measure, dµ–pEq “ ‹–pEqdE, we can reconstruct
accurately the spectral density ‹– from the Chebyshev moments [26]:

‹–pEq “ 1
fi

a
a2 ´ pE ´ bq2

˜
µ

0

` 2
Mÿ

m“1

µ–

m

gM

m

T
m

ˆ
E ´ b

a

˙¸
, (57)

where gM

m

“ rpM´m`1q cosp fim

M`1

q`sinp fim

M`1

q cotp fi

M`1

qs{pM`1q are the Jackson damping
coe�cients designed to avoid spurious Gibbs oscillations.

Finally, we note that the values of ‹– at the particular set of points

x
k

“ a cos
ˆ

fipk ` 1{2q
M

˙
` b with k “ 0, . . . , M ´ 1, (58)

coinciding with the abscissas of the Chebyshev-Gauss numerical integration points, can
be obtained through a fast cosine transform in OpM log Mq operations since

“–

k

“ fi
a

a2 ´ px
k

´ bq2‹–px
k

q “
Mÿ

m“0

p1 ` ”
m,0

qµ–

m

gM

m

cos
ˆ

fimpk ` 1{2q
M

˙
.

This further diminishes the numerical cost of evaluating (57).
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Conductivity. Let us define the two-dimensional Chebyshev moments of the current-
current correlation measure dM– following (53):

M–

mn

“
¨

R2
T

m

ˆ
E ´ b

a

˙
T

n

ˆ
E 1 ´ b

a

˙
dM–pE, E 1q

« 1
N

Tr
´

T
m

pĤ–

0

q ¨ ÇB
1

H–

0

¨ T
n

pĤ–

0

q ¨ ÇB
1

H–

0

¯
.

To simplify the computation, let us introduce the diagonal matrix of eigenvalues D̂– “
Diagp⁄–

1

, . . . , ⁄–

N

q, a unitary matrix of eigenvectors V – of Ĥ–

0

, and the Hermitian matrix
J– such that

J– “ pV –q˚ ÇB
1

H–

0

V – and Ĥ–

0

“ V –D̂–pV –q˚.

Then,

M–

mn

« 1
N

Tr
´

T
m

pD̂–q ¨ J– ¨ T
n

pD̂–q ¨ J–

¯
“ 1

N

Nÿ

i,j“1

T
m

p⁄̂–

i

q|J–

ij

|2T
n

p⁄̂–

j

q. (59)

The moments M–

mn

can thus be e�ciently computed up to the partial degree M , using
the recursion (55) as before. They can then be used to evaluate the conductivity by
Chebyshev-Gauss numerical integration in (52) as follows. Denoting �

—,µ,·rel,pÊpE, E 1q the
integrand in the right-hand side of (52), we introduce approximate Chebyshev moments
�mn

—,µ,·rel,pÊ computed with Chebyshev-Gauss integration on the points x
k

defined by (58):

�mn

—,µ,·rel,pÊ “ p1 ` ”
m,0

qp1 ` ”
n,0

q
M2

M´1ÿ

k,l“0

�
—,µ,·rel,pÊpb ` ax

k

, b ` ax
l

qT
m

px
k

qT
n

px
l

q

« p1 ` ”
m,0

qp1 ` ”
n,0

q
¨

r´1,1s2

�
—,µ,·rel,pÊpb ` ax, b ` ayqT

m

pxqT
n

pyq
fi2

?
1 ´ x2

?
1 ´ y2

dxdy,

so that the function �
—,µ,·rel is well approximated by the expansion

�
—,µ,·rel,pÊpE, E 1q «

Mÿ

m,n“0

�mn

—,µ,·rel,pÊgM

m

gM

n

T
m

ˆ
E ´ b

a

˙
T

n

ˆ
E 1 ´ b

a

˙
.

Thanks to (52), the conductivity is then given by:

‡ “
¨

R2
�

—,µ,·rel,pÊpE, E 1qdM–pE, E 1q «
Mÿ

m,n“0

�mn

—,µ,·rel,pÊgM

m

gM

n

M–

mn

«
Mÿ

m,n“0

p1 ` ”
m,0

qp1 ` ”
n,0

q
M2

M´1ÿ

k,l“0

�
—,µ,·rel,pÊpb ` ax

k

, b ` ax
l

qT
m

px
k

qT
n

px
l

qgM

m

gM

n

M–

mn

.

Finally, we use the relations T
m

px
k

q “ cos
´

fimpk`1{2q
M

¯
and T

n

px
l

q “ cos
´

finpl`1{2q
M

¯
and

we exchange the order of summations. The numerical approximation to the conductivity
is then given by the quadrature formula

‡ « 1
M2

M´1ÿ

k,l“0

�–

kl

�
—,µ,·rel,pÊpax

k

` b, ax
l

` bq, (60)
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where the �–

kl

are the raw output of the 2D fast cosine transform

�–

kl

“
Mÿ

m,n“0

p1 ` ”
m,0

qp1 ` ”
n,0

qM–

mn

gM

m

gM

n

cos
ˆ

fimpk ` 1{2q
M

˙
cos

ˆ
finpl ` 1{2q

M

˙
.

In conclusion, formulae (57) and (60) show that the Chebyshev expansion leads to an
e�cient representation of the spectral measures, relying on fast discrete cosine transforms
to compute weights “–

k

and �–

kl

that depend only on the matrix H–

0

. The knowledge of
these coe�cients enables accurate calculations of the quantities of interest for any choice
of the energy E for the density of states, or of the four parameters µ, —, ·

rel

or pÊ for the
conductivity.

Remark 4.2. In this work, we present some results for relatively small Hamiltonian
matrices, for which a full diagonalization is feasible and provides an e�ective way of
computing the quantities of interest. For larger matrices, a promising alternative is the
stochastic evaluation of traces which can be used to compute Chebyshev moments such
as (59) needed in the Kernel Polynomial Method, losing some accuracy but enabling much
larger calculations [26].

4.3 Numerical results

For the purpose of the numerical examples presented in this section, we use the set
of numerical parameters presented in Table 1. The numerical strategy proposed above
was implemented in Julia [4]. We plot first the density of states as a function of lattice
constants ratio – and energy E in Figure 6. A clear fractal pattern of band gaps emerges,
with continuous dependence on the lattice constants ratio parameter. Note the divergence
of the density of states at the edges of the gaps due to the one-dimensional nature of the
system.

The overall pattern is reminiscent of the Hofstadter butterfly [12], which is a paradigm
of fractal structure in the density of states of an electronic Hamiltonian induced by the
interplay between two length scales (lattice and magnetic field), measured by the magnetic
flux through the unit cell. In particular, around – “ ¸

2

{¸
1

“ 1 a large number of gaps
open at the top and bottom of the spectrum. Although the resolution in this region is
not very good, the similarity with Landau levels for which the energy is proportional to
the magnetic field (the incommensurability parameter) is striking.

Next, we plot the conductivity as a function of lattice constants ratio – and Fermi
level µ in Figure 7. The same fractal pattern emerges, however a striking di�erence is that
the conductivity drops at the edges of the gaps (where the density of states is maximum).
Strong insulating gaps occur along the spectral gaps as expected, forming a strong fan
structure around – “ 1.

This fan structure is repeated at a number of values of – corresponding to rational
numbers: 1{5 and 5, 1{3 and 3 are particularly strong, with weaker features at 1{4 and
4, 1{2 and 2, 3{5 and 5{3. In general, features such as gaps opening or closing appear at
rational values of –.

N p
min

p
max

M W r
0

— ·
rel

pÊ
4181 597 3583 1000 .5 .25 250 250 0

Table 1: Choice of numerical parameters
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Figure 6: Density of states in color scale as a function of energy and lattice constants
ratios.

Figure 7: Conductivity in color scale as a function of Fermi level and lattice constants
ratios, with parameter choice W “ .5, r

0

“ .25, — “ · “ 250.

Finally, we plot in Figure 8 the conductivity again, which we plot this time as a
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function of the integrated density of states

n–pEq “
ˆ

E

´8
dµ–,

where dµ– is the density of states measure defined by (51). The function E fiÑ n–pEq
is increasing from 0 to 1, but stays constant in a gap of the spectrum, thus in this
representation the size of the insulating gaps is narrowed. Note that in experiments,
the control is over the number of electrons per unit cell through gating or doping [22],
corresponding to the integrated density of states, and not directly over the Fermi level in
general.

Surprisingly, the gaps are still clearly visible in this rescaled presentation, but appear
as straight lines. This feature is reminiscent of experimental images of magneto-transport
data in small twist angle bilayer graphene [5], leading to exciting perspectives for the
application of the framework presented in this paper to more realistic 2D multilayer
systems.
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