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Abstract: We consider the hierarchical off-diagonal low-rank preconditioning of symmetric
positive definite matrices arising from second order elliptic boundary value problems. When the
scale of such problems becomes large combined with possibly complex geometry or unstable of
boundary conditions, the representing matrix is large and typically ill-conditioned. Multilevel
methods such as the hierarchical matrix approximation are often a necessity to obtain an efficient
solution. We propose a novel hierarchical preconditioner that attempts to minimize the condition
number of the preconditioned system. The method is based on approximating the low-rank off-
diagonal blocks in a norm adapted to the hierarchical structure. Our analysis shows that the new
preconditioner effectively maps both small and large eigenvalues of the system approximately to 1.
Finally through numerical experiments, we illustrate the effectiveness of the new designed scheme
which outperforms more classical techniques based on regular SVD to approximate the off-diagonal
blocks and SVD with filtering.
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Préconditionneur rapide quasi-optimal pour des systèmes
linéaires symétriques définis positifs

Résumé : Nous étudions un préconditionnement “data sparse” (HODLR) pour matrices
symétriques définies positives provenant de problèmes aux limites elliptiques du second or-
dre. Pour des problèmes de grandes tailles, des conditions aux limites quasi-singulières ou des
géomètries complexes, les matrices de discrétisation associées sont très mal conditionnées. Le
recours à des méthodes multi-niveaux sont souvent une nécessité pour obtenir une solution effi-
cace. Nous proposons un nouveau préconditionneur hiérarchique qui, dans le cas deux niveaux,
est mimise le conditionnement du système préconditionné. Dans le cas multi-niveau le precondi-
tionneur tente de conserver cette propriété qui n’est plus prouvée; en revanche nous établissons
que les valeurs propres extrémales sont clusterisées dans un intervalle autour de 1. Finalement, à
travers des expérimentations numériques, nous illustrons l’efficacité du nouveau schéma proposé
qui surpasse les techniques plus classiques basées sur une SVD régulière pour approximer les
blocs hors-diagonaux ou une SVD filtrée.

Mots-clés : Solveurs directs rapides, préconditionnement, matrices hiérarchiques, matrices
creuses, matrice de rang faible, compression hiérarchique
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1 Introduction

The solution of boundary value problems is of immense importance in predictive science and in a
wide range of engineering applications, as means to model and understand physical phenomena.
Real life complex physical models can only be solved approximately by discretized models which
are typically represented by large-scale algebraic systems. In this work we consider such linear
systems of the form,

Ax = b , (1.1)

where A ∈ Rn×n is a symmetric positive definite (SPD) matrix arising from a finite element of
finite difference discretization of an elliptic partial differential equation (PDE). In many practical
applications the matrix A becomes ill-conditioned and, thus, challenging for iterative methods.
This is especially true when the number of unknowns is very large and additional complexities
such as irregular geometries, unstable boundary or interface conditions, and possibly non-smooth,
high-contrast coefficients are considered.

In this work we focus on large-scale SPD linear systems representing discretized elliptic PDEs.
For their solution, we consider preconditioned iterative methods, such as the preconditioned
conjugate gradient (PCG) method [14, 22]. The main contribution of this work is the introduction
of a nearly optimal hierarchically low-rank structured preconditioner. The optimality is expressed
by two features: (a) the new preconditioner locally minimizes the spectral condition number
for any given distribution of low ranks, (b) our method effectively maps both small and large
eigenvalues of the original system approximately to 1. The last feature is of great importance
to Krylov subspace methods, since it is equivalent to the minimization of the effective degree of
the minimal polynomial of A that defines the maximal dimension of the search space. An added
value of the method is that given certain conditions are met, the spectral bounds of principal
preconditioned subsystems can be analytically estimated. Hence, we have some control over the
potential growth of the condition number in the hierarchy.

RR n° 8984



4 Agullo & Darve & Giraud & Harness

Hierarchical or multilevel methods are, often, a necessity for obtaining solutions of very
large-scale linear systems, due to their capabilities to efficiently process, often in parallel, large
partitioned matrices and extract important features from sub-partitions. The class of hierarchi-
cal matrix approximations [11, 18], which has gained growing attention in recent years, offers
unique advantages over other traditional multilevel methods, e.g., multigrid or algebraic domain
decomposition. These include efficient parallelization schemes with provable convergence rates
to some of the most challenging complex problems.

Hierarchical matrices are, essentially, data-sparse approximations of a class of dense matrices
that often arise in elliptic boundary value problems. These approximations rely on the fact that
the matrices can be sub-divided into a hierarchy of smaller block matrices, and certain sub-
blocks can be efficiently approximated as low-rank matrices. If At×s denotes a sub-block of A
associated with a subset of row indices, t, and a subset of column indices, s, then generally it can
be approximated by a low-rank matrix if t and s represent well separated coordinates with respect
to a given admissibility criterion. Typically, the low-rank property can be rigorously proven for
some of the most complex boundary value problems, which leads to provable convergence rates.

A major concern when setting up a preconditioner is to ensure that the preconditioned system
has a bounded condition number, and that the number of iterations in an iterative scheme remains
small. Essentially, a hierarchical matrix approximation, Â, is a perturbed version of A. Hence,
we are required, in principle, to verify that each sub-block of the input matrix, At×s, which is
replaced by a low-rank block, Ât×s, in Â satisfies∥∥∥As×t − Âs×t∥∥∥ < λmin (A) , (1.2)

with respect to some norm ‖ · ‖ where λmin (A) denotes the minimal eigenvalue of the input
matrix matrix, A. See [15] for further details. Thus, when the given problem is large and ill-
conditioned, conforming with eq. (1.2) can produce a hierarchical preconditioner, Â, of degraded
quality, whose complexity and memory usage are high.

The common practice in hierarchical matrix approximation is to set a distribution of pos-
itive tolerances, {τs×t}, corresponding to the sub-blocks At×s that are replaced by low-rank
approximations Ât×s such that∥∥∥As×t − Âs×t∥∥∥

2
< τs×t · ‖As×t‖2 ,

where ‖ · ‖2 denotes the 2-norm. The question of choosing a distribution of tolerances for hierar-
chical matrix approximations that ensures a bounded number of iterations to convergence using
PCG, which is also independent of the number of unknowns has been explored in [5]. The authors
consider an elliptic PDE discretization on quasi-uniform finite element mesh with typical mesh
size h, and show that for obtaining a uniformly h-independent bounded number of iterations
with PCG it is necessary to set τt×s ∼ h2 on smaller blocks of the partition and τt×s ∼ h on the
larger blocks. This is, in fact, an expression for the limitation eq. (1.2). The authors suggest a
modified approach which preserves piecewise constant vectors to overcome eq. (1.2). In a recent
paper [6] the authors extend and generalize the theory of the method. A similar approach for
non-symmetric sparse matrices has been recently suggested in [25].

In the present work we take a different approach, whose key idea is to obtain the low-rank
approximations in a properly chosen weighted norm that overcomes the limitation eq. (1.2). The
method is algebraic and can be used in a black box fashion without taking into considerations
the specific features of the underlined PDE. In fact, our method can be combined with the
method suggested in [6] to, potentially, achieve even better results. The last point, however, is
not explored in this work. For its simplicity we employ in this work the hierarchical off-diagonal

Inria



Nearly optimal fast preconditioning of SPD matrices 5

low-rank (HODLR) structure, which is the simplest of all hierarchical matrix formats. We exploit
the simplicity to analyze spectral properties and derive the optimal preconditioner introduced in
Section 3. We also note that the simplicity of HODLR facilitates a highly parallelizable matrix
factorization scheme [1].

The paper is organized as follows. In Section 2 we review the HODLR matrix structure for
the symmetric case and present some notational conventions. Our theoretical results based on a
2-level analysis are detailed in Section 3. The implementation of the theoretical part along with
practical considerations for constructing a nearly optimal multilevel preconditioner are given in
Section 4. Our experimental study is given in Section 5 and includes a comparative study of
our method with the conventional low-rank SVD approximation and the method suggested in
[6] adapted to HODLR. The conclusions and plans for future work follow in Section 6.

2 The HODLR Structure
In this section we review the HODLR matrix structure, which will be employed throughout this
article. We focus on the symmetric case, since this work is concerned with the preconditioning
of SPD matrices. We also detail the various notations that are used later in the manuscript.

2.1 The Symmetric HODLR Matrix
Consider a symmetric non-singular matrix A ∈ RN×N . Its multilevel HODLR approximation,
Â ∈ RN×N , can be described in the following recursive manner,

Â = Â
(0)
1 , Â

(`)
k =

[
Â

(`+1)
2k−1 M̂

(`)
k(

M̂
(`)
k

)T
Â

(`+1)
2k

]
∈ Rn

(`)
k ×n

(`)
k , k = 1, 2, . . . , 2` ,

where ` = 0, 1, . . . , L−1 denotes the level of Â(`)
k in the hierarchy. The submatrices in the lowest

level of the hierarchy, A(L)
k , are full-rank and the off-diagonal blocks are low-rank matrices of the

following form

M̂
(`)
k = Û

(`)
k

(
Ŵ

(`)
k

)T
, Û

(`)
k ∈ Rn

(`+1)
2k−1×r

(`)
k , Ŵ

(`)
k ∈ Rn

(`+1)
2k ×r(`)k , (2.1)

where r(`)
k is the rank of M̂ (`)

k . The structure is typically obtained after proper reordering of the
matrix rows and columns, which ensures the low-rank assumption,

r
(`)
k � n

(`)
2k−1, n

(`)
2k . (2.2)

For further details on this issue, see [18]. An illustration of the hierarchical structure is displayed
in fig. 1.

The common practice is to obtain the low rank off-diagonal blocks such that∥∥∥M (`)
k − M̂

(`)
k

∥∥∥
2
≤ τ (`)

k ·
∥∥∥M (`)

k

∥∥∥
2
, (2.3)

in the 2-norm where τ (`)
k > 0 denotes a chosen tolerance and M

(`)
k denotes the corresponding

off-diagonal block in the properly reordered input matrix, denoted by A(0)
1 , i.e., A = A

(0)
1 up to

a reordering of rows and columns and A(0)
1 has the same hierarchical partitioning as Â(0)

1 ,

A
(`)
k =

[
A

(`+1)
2k−1 M

(`)
k(

M
(`)
k

)T
A

(`+1)
2k

]
∈ Rn

(`)
k ×n

(`)
k , k = 1, 2, . . . , 2` ,
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6 Agullo & Darve & Giraud & Harness

Level 0 Level 1 Level 2

Figure 1: The HODLR Structure. The first 3 levels, ` = 0, 1, 2, of the HODLR structure are
illustrated: at each level the blue color blocks are the low rank blocks and the orange blocks are
the HODLR principal submatrices of the level, A(`)

k .

where ` = 0, 1, . . . , L−1. The submatrices in the lowest level of the hierarchy satisfy Â(L)
k = A

(L)
k

for all k = 0, 1, . . . , 2L.
For obtaining the approximation M̂

(`)
k satisfying eq. (2.3) the low-rank singular value de-

composition (SVD) [10] which originated from [7] is, generally, considered the best choice, since
it is optimal with respect to any unitarily invariant norm (2-norm, Frobenius). However, the
computational cost to construct an SVD is relatively expensive requiring an O

(
m3
)
operations,

where m = n
(`)
k /2. For this reason a variety of fast approximation algorithms attempting to effi-

ciently obtain a low-rank approximation close enough to the low-rank SVD have been proposed.
These include, among others, the rank revealing LU [19], rank revealing QR [12], randomized
algorithms [9, 16, 24], adaptive cross approximation [21] and boundary distance low-rank [2].
For more details see a review on this topic in [2]. Note that in this work we are not concerned
with the specific method used to obtain the low-rank approximation, M̂ (`)

k . Rather we wish to
explore which norm or what modification are needed for the low-rank approximation to ensure
efficient preconditioning that overcomes the limitation eq. (1.2).

2.2 Notations
In this work we consistently use the following conventions and guidelines to denote various
quantities:

• The ̂ accent denotes a data-sparse (either HODLR or low-rank) approximation of the
matrix or submatrix of the same notation, e.g.,

– Â is an HODLR approximation of A.
– Âi is an HODLR approximation of Ai.
– M̂ is a low-rank approximation of the off-diagonal block M , i.e., by eq. (2.1) and

eq. (2.2) satisfies

M̂ = ÛŴT ∈ Rn1×n2 , Û ∈ Rn1×r , Ŵ ∈ Rn2×r , r � n1, n2 .

• To ease the reading when considering a principal subsystem in the hierarchy we will often
drop superscripts and subscripts and consider the simplified representations[

A1 M
MT A2

]
=

 A
(`+1)
2k−1 M

(`)
k(

M
(`)
k

)T
A

(`+1)
2k

 ,
Inria



Nearly optimal fast preconditioning of SPD matrices 7

[
Â1 M̂

M̂T Â2

]
=

[
Â

(`+1)
2k−1 M̂

(`)
k(

M̂
(`)
k

)T
Â

(`+1)
2k

]
,

where n1, n2,m denote the dimensionality of the partition according to

A1, Â1 ∈ Rn1×n1 , A2, Â2 ∈ Rn2×n2 , m = min{n1, n2} .

• B denotes an inverse (possibly non-principal) square root of A in the sense that

BTAB = I .

Similarly we will denote:

– Bi as the inverse square root of each principal submatrix Ai,

BTi AiBi = Ii , (2.4)

where Ii is the ni × ni identity matrix.
– B̂ and B̂i as inverse square roots of Â and Âi, respectively,

B̂T ÂB̂ = Ii , B̂Ti ÂiB̂i = Ii . (2.5)

• To denote spectral properties of various matrices we will use the letter λ:

– λmin (H) denotes the minimum eigenvalue of a symmetric matrix H.
– λmax (H) denotes the maximum eigenvalue of a symmetric matrix H.

the sepctrum of a given symmetric matrix H, i.e., the set of all eigenvalues, will be denoted
as spec (H).

• The Greek letters α and β denote spectral bounds of the preconditioned system,

α ≤ λmin

(
B̂TAB̂

)
≤ λmax

(
B̂TAB̂

)
≤ β .

Similarly αi and βi denote spectral bounds of the preconditioned principal submatrices,

αi ≤ λmin

(
B̂Ti AiB̂i

)
≤ λmax

(
B̂Ti AiB̂i

)
≤ βi .

• For the SVD of an n1 × n2 matrix we assume the thin representation

UΣVT , Σ = diag(σ1, σ2, . . . , σm) ,

where:

– σ1 ≥ σ1 ≥ · · · ≥ σm ≥ 0 are the singular values and m = min{n1, n2}.
– U ∈ Rn1×m is the matrix of left-singular vectors.
– V ∈ Rn2×m is the matrix of right-singular vectors.

• The ˜ accent denotes an alternative data-sparse or low-rank approximation of the matrix
or submatrix of the same notation, e.g.,

– Ã is a data-sparse approximation of A.
– Ãi is a data-sparse approximation of Ai.
– M̃ is a low-rank approximation of the off-diagonal block M , i.e., by eq. (2.1) and

eq. (2.2) satisfies

M̃ = ŨW̃T ∈ Rn1×n2 , Ũ ∈ Rn1×r , W̃ ∈ Rn2×r , r � n1, n2 .

This notation is used to express optimality of a specific choice accented by ̂.
RR n° 8984



8 Agullo & Darve & Giraud & Harness

3 Two-level Analysis

In this section we adopt a 2-level view and consider a simplified problem. The matrix and its
HODLR approximation are given by,

A =

[
A1 M
MT A2

]
, Â =

[
Â1 M̂

M̂T Â2

]
, Ai, Âi ∈ Rni×ni , (3.1)

respectively, where A and the principal blocks Âi (i = 1, 2) are assumed to be SPD.
The goal of this section is to determine for any given rank r = 1, . . . ,m−1, which off-diagonal

block with rank bounded by r, M̂ , ensures that Â is SPD and minimizes the spectral condition
number of the preconditioned system,

cond2

(
B̂TAB̂

)
=
∥∥∥B̂TAB̂∥∥∥

2
·
∥∥∥B̂−1A−1B̂−T

∥∥∥
2
, (3.2)

where ‖ · ‖2 is the 2-norm and B̂ is an inverse square root of Â in the sense of eq. (2.5).
The theory is developed in two steps:

1. In Section 3.1 we assume that Ai = Âi and present a specific choice which we prove to be
a (non-unique) minimizer of eq. (3.2). We also show that this specific choice clusters the
spectrum by mapping the largest r eigenvalues and smallest r eigenvalues of B̂TAB̂ to 1.

2. In Section 3.2 we extend our choice from Section 3.1 to the more general case, Ai 6= Âi
(i = 1, 2). We provide necessary and sufficient conditions ensuring Â is SPD and obtain
estimates of the spectral bounds of B̂TAB̂, given the spectral bounds of the preconditioned
principal systems B̂Ti AiB̂i (i = 1, 2).

The choice made at Section 3.2 is a heuristic. However, when Ai ≈ Âi the results of Section 3.2
imply it is nearly optimal. A more optimal choice would, generally, be much more costly to
implement and will not necessarily produce a far better preconditioner in terms of convergence.
Our experiments in Section 5 indicate that the resulting preconditioner is, indeed, very robust
and, in fact, outperforms standard and state-of-the-art alternative methods.

3.1 An Optimal Two-level Preconditioner

Let us assume that Âi = Ai, and let us first consider the degenerate case r = 0. In this case
M̂ = 0 and the preconditioner reduces to block Jacobi,

B̂ =

[
B1 0
0 B2

]
, (3.3)

where Bi ∈ Rni×ni is an inverse square root of Ai as defined in eq. (2.4). There is a known
result [8] that shows that the two-sided block Jacobi preconditioner eq. (3.3) is optimal in the
sense that

cond2

(
B̂TAB̂

)
≤ cond2

(
B̃TAB̃

)
,

for any other non-singular block diagonal matrix with the same partition as B̂,

B̃ =

[
B̃1 0

0 B̃2

]
.

Inria



Nearly optimal fast preconditioning of SPD matrices 9

The analysis we present, thus, naturally extends this classic result.
The major result given in theorem 1 is that minimizing eq. (3.2) is equivalent to minimizing

the condition number of the two-sided block Jacobi preconditioned exact system,[
BT1 0
0 BT2

]
A

[
B1 0
0 B2

]
=

[
I1 BT1 MB2

BT2 M
TB1 I2

]
, (3.4)

by the two-sided block Jacobi preconditioned approximate system,[
BT1 0
0 BT2

]
Â

[
B1 0
0 B2

]
=

[
I1 BT1 M̂B2

BT2 M̂
TB1 I2

]
.

This is obtained by setting the r-rank off-diagonal block M̂ in eq. (3.1) such that

BT1 M̂B2 = UrΣrVTr , Ur ∈ Rn1×r , Vr ∈ Rn2×r ,

where Ur and Vr are composed of the first r left and right, respectively, singular vectors of the
SVD,

BT1 MB2 = UΣVT , Σ = diag(σ1, . . . , σm) , m = min{n1, n2} ,

and Σr = diag(σ1, . . . , σr).
The second consequence of theorem 1 regards the spectrum of the preconditioned system.

Our proof shows that the spectrum of the two-sided block Jacobi preconditioned system eq. (3.4)
contains (or equals to)

1 + σ1, . . . , 1 + σm, 1− σm, . . . , 1− σ1 ,

where 1−σ1 and 1+σ1 are the smallest and largest, respectively, eigenvalues of the preconditioned
system. Thus, block Jacobi, essentially, redistributes the spectrum of the matrix evenly around
1. The preconditioner we suggest, does the same but also maps the largest r eigenvalues (1 +
σ1, . . . , 1 +σr) and the smallest r eigenvalues (1−σr, . . . , 1−σ1) of eq. (3.4) exactly to 1. Thus,
the condition number eq. (3.2) as a function of r is

cond2

(
B̂TAB̂

)
=

1 + σr+1

1− σr+1
,

where σ1, . . . , σm are the singular values of BT1 MB2.

Theorem 1. Let

A =

[
A1 M
MT A2

]
, Â =

[
A1 M̂

M̂T A2

]
,

have the same partition where A is SPD, and let Bi denote an inverse square root of Ai in the
sense that BTi AiBi = Ii where Ii is the ni × ni identity matrix.

If the off-diagonal block M̂ satisfies

BT1 M̂B2 = UrΣrVTr ,

where Ur and Vr are composed of the first r left and right, respectively, singular vectors of the
SVD,

BT1 MB2 = UΣVT , Σ = diag(σ1, . . . , σm) , m = min{n1, n2} , (3.5)

then:

RR n° 8984



10 Agullo & Darve & Giraud & Harness

1. The matrix Â is SPD and possesses an inverse square root, B̂,

B̂T ÂB̂ = I .

2. For any r ≥ 1 and any inverse square root B̂ ∈ Rn×n, the spectrum of the preconditioned
system is contained in ]0, 2[ and equal to

{1 + σr+1, . . . , 1 + σm, 1, 1− σm, . . . , 1− σr+1} .

3. The inverse square root B̂ is a minimizer of the spectral condition number in the sense that

cond2

(
B̂TAB̂

)
≤ cond2

(
B̃TAB̃

)
,

for any B̃ satisfying B̃T ÃB̃ = I, where Ã is a partitioned SPD matrix of the same partition
as Â eq. (3.1), whose off-diagonal blocks rank is bounded by r

Ã =

[
A1 M̃

M̃T A2

]
, rk(M̃) ≤ r .

Remark 1. If we denote
U = B−T1 U , V = B−T2 V ,

we obtain the decompositions

M = UΣV T , M̂ = UrΣV
T
r , (3.6)

where Ur and Vr are composed of the first r columns of U and V , respectively. Hence, the
columns of U and V form orthonormal bases with respect to the inner product induced by A−1

1

and A−1
2 , respectively:

UTA−1
1 U = I1 , V TA−1

2 V = I2 .

The decomposition eq. (3.6) is known as the weighted version of the generalized singular value
decomposition [17] of M with respect to A−1

1 and A−1
2 .

The distinct property of the preconditioner suggested in theorem 1 is that the bases repre-
senting the low-rank off-diagonal blocks are orthogonal with respect to a weighted inner prod-
uct. Thus, we will denote the new preconditioner as the weighted singular value decomposition
(WSVD) preconditioner. The usage of the weighted inner product ensures the minimality of
the spectral condition number and an optimal spectral clustering, as defined in theorem 1. An
illustration of the spectral clustering done by the WSVD preconditioner is displayed in fig. 2.

The proof of theorem 1 is based on the Cauchy (eigenvalue) interlacing theorem [20, p. 202]
which asserts that the eigenvalues of any principal submatrix of a symmetric matrix interlace
those of the symmetric matrix. To be precise, if H ∈ Rn×n is a partitioned symmetric matrix of
the following form

H =

[
E F
FT G

]
,

in which E is a r × r principal submatrix, then for each i = 1, . . . , r,

λi(H) ≥ λi(E) ≥ λi+n−r(H) , (3.7)

where the eigenvalues of the symmetric matrix H are assumed to be arranged in a decreasing
order:

λ1(H) ≥ λ2(H) ≥ · · · ≥ λn(H) .

The proof itself is verified with the aid of the next lemma.

Inria
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A BJ WSVD
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Figure 2: Spectrum Clustering for Âi = Ai. The spectrum of some SPD matrix A and the
transformations it goes after preconditioning by block Jacobi (BJ) and the WSVD preconditioner
are displayed. The spectra are ordered from the left to the right starting from A, followed by BJ
and ends up with WSVD.

Lemma 1. Let C =
[ δI1 M
MT δI2

]
∈ R(n1+n2)×(n1+n2) where Ii denotes the ni × ni identity matrix

and δ ∈ R. If n1 = n2 then

spec(C) = {δ − σ1, . . . , δ − σm, δ + σm, . . . , δ + σ1} ,

where m = n1 = n2. Otherwise

spec(C) = {δ − σ1, . . . , δ − σm, δ + σm, . . . , δ + σ1} ∪ {δ} ,

where m = min{n1, n2} and the multiplicity of the eigenvalue δ is at least |n1 − n2|.

Proof. of lemma 1.
Let us assume without the loss of generality that n1 ≥ n2 = m and let

M = UΣVT , U ∈ Rn1×n2 , V ∈ Rn2×n2 ,

denote the SVD ofM. Let

W =
1√
2

[
Ũ U
Ṽ −V

]
∈ Rn×n , (3.8)

whose blocks are given by

Ũ =

{
U if n1 = n2[

U
√

2U⊥
]

if n1 > n2
, Ṽ =

{
V if n1 = n2[

V 0
]

if n1 > n2
,

where U⊥ is an n1 × (n1 − n2) matrix with orthonormal columns, whose range is orthogonal to
the range of U ,

UTU⊥ = 0 ∈ Rn2×(n1−n2) .
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12 Agullo & Darve & Giraud & Harness

Direct calculations show that W is an orthonormal matrix satisfying

WT

[
0 M
MT 0

]
W =

[
S1,m 0

0 −S2,m

]
,

where Si,m = diag
[
σ1, . . . , σm, 0, . . . , 0

]
∈ Rni×ni . Thus, by the orthogonality of W we obtain

WT

[
δI1 M
MT δI2

]
W =

[
δI1 + S1,m 0

0 δI2 − S2,m

]
.

Hence, the spectrum of C is given by

spec(C) = {δ − σ1, . . . , δ − σm, δ + σm, . . . , δ + σ1} ∪ {δ} ,

where the multiplicity of δ is at least n1 − n2.

Proof. of theorem 1.
Let Ã be a partitioned SPD matrix with the same partition as Â eq. (3.1) whose off-diagonal
blocks rank is bounded by r,

Ã =

[
A1 M̃

M̃T A2

]
, rk(M̃) ≤ r .

If (λ, ζ) ∈ R×Rn is an eigenpair of the preconditioned system

B̃TAB̃ , (3.9)

where B̃ is an inverse square root of Ã in the sense of eq. (2.5), then by employing the change of
variables, ζ = B̃−1ξ, we obtain

B̃TAB̃ζ = λζ ⇔ B̃TAξ = λB̃−1ξ ⇔ B̃B̃TAξ = λξ .

Since B̃B̃T = Ã−1, we conclude that regardless to the specific choice of inverse square root, B̃,
the spectrum of the preconditioned system eq. (3.9) remains unchanged.

Let Bi ∈ Rni×ni denote a, generally, non-symmetric inverse square root of Ai in the sense of
eq. (3.9). By direct calculations we obtain[

BT1 0
0 BT2

]
Ã

[
B1 0
0 B2

]
=

[
I1 M
MT I2

]
= Ã ,

and by lemma 1, the spectrum of Ã is contained in (or equal to)

{1 + σ̃1, . . . , 1 + σ̃r, 1, 1− σ̃r, . . . , 1− σ̃1} ,

where σ̃i are the singular values of M̃ = BT1 M̃B2. Since Ã is SPD and Bi are non-singular, Ã
is SPD as well, hence

λmin

(
Ã
)

= 1− σ̃1 > 0 ⇒ spec(Ã) ⊂]0, 2[ .

Consider the specific choice of inverse square root

B̃ =

[
BT1 0
0 BT2

]
W̃D̃−1/2W̃T , D̃ =

[
I1 + S̃1,r 0

0 I2 − S̃2,r

]
,

Inria



Nearly optimal fast preconditioning of SPD matrices 13

where W̃T is an orthogonal matrix of the same form as eq. (3.8) as defined in the proof of
lemma 1, and S̃i,r = diag

[
σ̃1, . . . , σ̃r, 0, . . . , 0

]
∈ Rni×ni . Using once more lemma 1 and the fact

that the 2-norm is unitarily invariant, we obtain

cond2(B̃TAB̃) =
∥∥∥D̃−1/2HD̃−1/2

∥∥∥
2

∥∥∥D̃1/2H−1D̃1/2
∥∥∥

2
,

where H is an SPD matrix given by

H = W̃TWDWT W̃ , D =

[
I1 + S1,m 0

0 I2 − S2,m

]
.

The matrices W eq. (3.8) and Si,m are defined and constructed in the proof of lemma 1. Note
that like W̃, the matrixW is orthogonal. Hence, the productWT W̃ is also an orthogonal matrix.

Our definitions so far indicate that the following diagonal matrices,

D =

[
I1 0

0 (I2 − S̃2,r)

]
, D =

[
(I1 + S̃1,r) 0

0 I2

]
.

bound the diagonal matrix D̃
D ≤ D̃ ≤ D

in the sense that
(
D̃ − D

)
and

(
D − D̃

)
are non-negative definite. Thus, applying the change

of variables ξ = D̃−1x we can write∥∥∥D̃−1/2HD̃−1/2
∥∥∥

2
= max

x 6=0

xT D̃−1/2HD̃−1/2x

xTx
= max

ξ 6=0

ξTHξ

ξT D̃ξ

≥ max
ξ 6=0

ξTHξ

ξTDξ
= max

y 6=0

yTD−1/2
HD−1/2

y

yT y
=
∥∥∥D−1/2

HD−1/2
∥∥∥

2
, (3.10)

where y = D1/2
ξ. Using the same arguments it can also be shown that∥∥∥D̃1/2H−1D̃1/2

∥∥∥
2
≥
∥∥∥D1/2H−1D1/2

∥∥∥
2
.

Let Z = span{er+1, . . . , en} where ei denotes the i-th canonical basis vector. By the Cauchy
interlacing theorem eq. (3.7),

∥∥∥D−1/2
HD−1/2

∥∥∥
2

= max
y 6=0

yTD−1/2
HD−1/2

y

yT y

≥ max
PZy 6=0

(PZy)TD−1/2
HD−1/2

PZy

(PZy)TPZy
= max
PZy 6=0

(PZy)THPZy

(PZy)TPZy

≥ λr+1(H) = 1 + σr+1 , (3.11)

where PZ is the orthogonal projection on the subspace Z. Applying similar arguments it can
also be shown that ∥∥∥D1/2H−1D1/2

∥∥∥
2
≥ λr+1(H−1) =

1

1− σr+1
.

Thus, we obtain the lower bound

cond2(B̃TAB̃) ≥ 1 + σr+1

1− σr+1
,
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14 Agullo & Darve & Giraud & Harness

Finally, setting M̃ = UrΣVTr where Ur and Vr are composed of the first r columns of U and
V, respectively, in the SVD ofM = BT1 MB2,

We have σ̃i = σ̂i = σi, i = 1, . . . , r. Thus, setting accordingly W̃ = Ŵ = W we obtain by
direct calculations:

cond2(B̃TAB̃) = cond2(B̂TAB̂) =
∥∥∥B̂TAB̂∥∥∥

2

∥∥∥B̂−1A−1B̂−T
∥∥∥

2
=

1 + σr+1

1− σr+1
,

and the proof is complete.

3.2 The Two-level Preconditioner in Practice

In this subsection we consider the case Âi 6= Ai, which represents a more practical view. Indeed,
if the matrices eq. (3.1) are submatrices of a multilevel SPD HODLR approximation for some `
and k, [

A1 M
MT A2

]
=

[
A

(`+1)
2k−1 M

(`)
k(

M
(`)
k

)T
A

(`+1)
2k

]
,

[
Â1 M̂

M̂T Â2

]
=

[
Â

(`+1)
2k−1 M̂

(`)
k(

M̂
(`)
k

)T
Â

(`+1)
2k

]
,

unless ` = L− 1 we can not assume that Âi = Ai. Clearly the important case is ` = 0, since we
are ultimately interested in preconditioning the global matrix, A(0)

1 .
We begin with the definition of the WSVD preconditioner in the case Âi 6= Ai, which is

motivated by the optimality result of theorem 1. We proceed with lemma 2 which gives conditions
ensuring that the WSVD preconditioner is SPD assuming the spectral bounds of the lower level
preconditioned principal submatrices,

αi ≤ λmin

(
B̂Ti AiB̂i

)
≤ λmax

(
B̂Ti AiB̂i

)
≤ βi ,

are known. theorem 2 completes the picture in the spirit of theorem 1 stating that the WSVD
preconditioner, essentially, maps both the r largest and the r smallest eigenvalues to a closed
segment containing 1. When this segment is small, the preconditioner, essentially, retains op-
timality or near optimality. The results of theorem 2, also indicate that the sensitivity of the
spectral bounds to the inaccuracies Âi 6= Ai is governed by the Cauchy-Bunyakowski-Schwarz
(CBS) constant.

Definition 1. Let

A =

[
A1 M
MT A2

]
, Â =

[
Â1 M̂

M̂T Â2

]
,

have the same partition where A and Âi ∈ Rni×ni (i = 1, 2) are SPD, and let B̂i denote an
inverse square root of Âi in the sense that B̂Ti ÂiB̂i = Ii where Ii is the ni × ni identity matrix.

If the off-diagonal block M̂ satisfies

B̂T1 M̂B̂2 = ÛrΣ̂rV̂Tr , (3.12)

where Ûr and V̂r are composed of the first r left and right, respectively, singular vectors of the
SVD,

B̂T1 MB̂2 = ÛΣ̂V̂T , Σ̂ = diag(σ̂1, . . . , σ̂m) , m = min{n1, n2} , (3.13)

we say Â is the weighted SVD (WSVD) HODLR preconditioner of A.

Inria



Nearly optimal fast preconditioning of SPD matrices 15

Clearly, when Âi = Ai eq. (3.12) coincides with eq. (3.5). Note that by our fundamental
assumptions the submatrices Âi (i = 1, 2) are SPD, hence the corresponding inverse square roots
B̂i ∈ Rni×ni (i = 1, 2) exist. Now, assuming that Â is SPD as well, there exists an inverse square
root, B̂, satisfying B̂T ÂB̂ = I whose corresponding preconditioned system is

B̂TAB̂ . (3.14)

Validating that Â is SPD is essential and can be established with the following lemma.

Lemma 2. Let

A =

[
A1 M
MT A2

]
, Â =

[
Â1 M̂

M̂T Â2

]
,

have the same partition where A and Âi ∈ Rni×ni (i = 1, 2) are SPD, and let B̂i denote an
inverse square root of Âi in the sense that B̂Ti ÂiB̂i = Ii where Ii is the ni × ni identity matrix.

Let us assume that we are given real positive constants,

0 < α1, α2 ≤ 1 ≤ β1, β2 , (3.15)

such that
0 < αix

T
i Âixi ≤ xTi Aixi ≤ βixTi Âixi ∀xi ∈ Rni

and let

A =

[
α1Â1 M

MT α2Â2

]
, A =

[
β1Â1 M

MT β2Â2

]
. (3.16)

Assuming B̂T1 M̂B̂2 = ÛrΣ̂rV̂Tr for some r as defined in eq. (3.12), we have:

1. The matrices A, Â, A are SPD iff

σ̂1 <
√
α1α2 , σ̂1 < 1 , σ̂1 <

√
β1β2 ,

respectively, where σ̂1 is the largest singular value in eq. (3.13).

2. If A, Â, A are SPD, there exist two positive constants, α and β, such that

α = min
x6=0

xTAx

xT Âx
≤ λmin(B̂TAB̂) ≤ λmax(B̂TAB̂) ≤ max

x 6=0

xTAx

xT Âx
= β . (3.17)

Remark 2. The justification for assumption eq. (3.15) will be given in Section 4.

The following theorem completes the results of lemma 2 and, in fact, constitutes an extension
of theorem 1 to the case Âi 6= Ai (i = 1, 2).

Theorem 2. Let

A =

[
A1 M
MT A2

]
, Â =

[
Â1 M̂

M̂T Â2

]
,

have the same partition where A and Âi ∈ Rni×ni (i = 1, 2) are SPD, and let B̂i denote an
inverse square root of Âi in the sense that B̂Ti ÂiB̂i = Ii where Ii is the ni × ni identity matrix.

Let us assume that we are given real positive constants,

0 < α1, α2 ≤ 1 ≤ β1, β2 ,

RR n° 8984



16 Agullo & Darve & Giraud & Harness

such that
0 < αix

T
i Âixi ≤ xTi Aixi ≤ βixTi Âixi ∀xi ∈ Rni ,

and let B̂T1 M̂B̂2 = ÛrΣ̂rV̂Tr for some r = 1, . . . ,m as defined in eq. (3.12) such that

σ̂1 <
√
α1α2 , (3.18)

and σ̂r+1 > 0. Then the spectral bounds eq. (3.17) are given by

α = min

{
αavg

1,2 −
√
σ̂2
r+1 +

(
αdif

1,2

)2
,

αavg
1,2 + σ̂1

1 + σ̂1
− δ1,2

α

}
, (3.19)

β = max

{
βavg

1,2 +

√
σ̂2
r+1 +

(
βdif

1,2

)2
,

βavg
1,2 − σ̂1

1− σ̂1
+ δ1,2

β

}
, (3.20)

where
γavg

1,2 =
γ1 + γ2

2
, γdif

1,2 =
γ1 − γ2

2
, (γ = α or β) ,

and

δ1,2
γ =

√
1

4

∣∣∣∣γavg
1,2 − σ̂1

1− σ̂1
−
γavg

1,2 + σ̂1

1 + σ̂1

∣∣∣∣2 +

(
γdif

1,2

)2
1− σ̂2

1

− 1

2

∣∣∣∣γavg
1,2 − σ̂1

1− σ̂1
−
γavg

1,2 + σ̂1

1 + σ̂1

∣∣∣∣ .
From theorem 2 we observe that each estimated bound, α or β, is a minimum or a maximum,

respectively, of two competing terms: the first depends on the largest singular value, σ̂1, and the
second is a function of the truncation error, σ̂r+1. In fact, when the truncation error becomes
sufficiently small it does not affect the values of the bounds, which are governed solely by the
terms depending on the largest singular value. Thus in this case, improving the approximation
by increasing the rank r does not improve the corresponding condition number estimate, β/α.
An illustration of this observation is given in fig. 3.

0.0 0.25 0.5 0.75 1.0

0.0

0.25

0.5

α
avg
1,2 +σ̂1

1+σ̂1

1.0

β
avg
1,2 −σ̂1

1−σ̂1

1.5

1.75

Relative Truncation Error: σ̂r+1/σ̂1

S
p
ec
tr
al

B
ou

n
d
s

α
avg
1,2 − σ̂1

β
avg
1,2 + σ̂1

Figure 3: Spectral Bounds. A typical behavior of the spectral bounds displayed for the case
α1 = α2 and β1 = β2. The lower bound α eq. (3.19) vs. σ̂r+1/σ̂1 is plotted in blue, and the
upper bound β eq. (3.20) vs. σ̂r+1/σ̂1 is plotted in red.
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Nearly optimal fast preconditioning of SPD matrices 17

The last observation as displayed in fig. 3 indicates that the value of σ̂1 is central to the
estimation of the spectral bounds, and effectively dominates the condition number of the precon-
ditioned system. In particular when σ̂1→ 1 the bounds α eq. (3.19) and β eq. (3.20) can become
very small and very large, respectively. In this sense σ̂1 reflects the sensitivity of the condition
number of the preconditioned system eq. (3.14) to the lower level inaccuracies Âi 6= Ai (i = 1, 2).

It is important to note that σ1 eq. (3.5) and σ̂1 eq. (3.13) are, in fact, the the so-called
Cauchy-Bunyakowski-Schwarz (CBS) constants of the matrices A and Â, respectively. The CBS
constant originated from the theory of Algebraic Multilevel Iterations Methods [3, 4], its formal
definition (with respect to the matrix A) is

γ = sup
x1,x2 6=0

xT1 Mx2√
xT1 A1x1

√
xT2 A2x2

≥ 0 , (3.21)

and a similar definition follows for the matrix Â. Definition eq. (3.21) coincides with the principal
angle (cosine of the smallest angle) between the column space of

[
I1 0

]T and the column space
of
[

0 I2
]T with respect to the inner product 〈x, y〉A = yTAx. Thus, γ represents the local

contribution of the upper level to the overall condition number. Now, combining eq. (3.21) with
the assumptions of lemma 2 leads to the following relation

1√
β1β2

≤ σ̂1

σ1
≤ 1
√
α1α2

,

where αi and βi are the bounds eq. (3.15). The important conclusion here is that σ1 and σ̂1 are
correlated where σ1 is intrinsicly predetermined by A and the chosen partition. If Â is close to
A then we can expect σ̂1 to be close to σ1, and in this case we have little influence over its value.

Regarding the spectrum of the preconditioned system, the interpretation of theorem 2 is
similar to the interpretation of theorem 1. From the proof it can be inferred that two-sided block
Jacobi (i.e., the case r = 0) effectively maps the spectra of the bounding preconditioned systems
to two segments centered around αavg

1,2 and βavg
1,2 ,

spec
(
B̂TBJAB̂BJ

)
⊂
[
αavg

1,2 −
√
σ̂2

1 +
(
αdif

1,2

)2
, αavg

1,2 +

√
σ̂2

1 +
(
αdif

1,2

)2]
,

spec
(
B̂TBJAB̂BJ

)
⊂
[
βavg

1,2 −
√
σ̂2

1 +
(
βdif

1,2

)2
, βavg

1,2 +

√
σ̂2

1 +
(
βdif

1,2

)2]
,

where spec (H) denotes the spectrum of the symmetric matrix H, and B̂BJ = B̂(r = 0). The
WSVD preconditioner Â as described in definition 1 does the same but also maps the r largest
and r smallest eigenvalues of A eigenvalues of A to the segments[

σ̂1 + αavg
1,2

1 + σ̂1
− δ1,2

α ,
σ̂1 − αavg

1,2

1− σ̂1
+ δ1,2

α

]
, (3.22)

[
βavg

1,2 + σ̂1

1 + σ̂1
− δ1,2

β ,
βavg

1,2 − σ̂1

1− σ̂1
+ δ1,2

β

]
, (3.23)

respectively. Thus, assuming the segments eqs. (3.22) and (3.23) are small, a significant im-
provement in the condition number as well as the clustering of the spectrum of the original
preconditioned system eq. (3.14) is expected. An illustration is given in fig. 4.
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18 Agullo & Darve & Giraud & Harness
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Figure 4: Spectrum Clustering for Âi 6= Ai. The spectrum of some SPD matrix A and the
transformation it goes after preconditioning by block Jacobi (BJ) and the WSVD preconditioner
is displayed. The spectra are ordered from the left to the right starting from A, followed by
BJ and ends up with WSVD. The spectral bounds α eq. (3.19) and β eq. (3.20) are marked in
red on the right y-axis, while the spectral bounds for the block Jacobi case αBJ = α(r = 0)
and βBJ = β(r = 0) are marked in purple on the left y-axis. The main difference compared to
fig. 2, is that the WSVD preconditioner now maps the extreme eigenvalues to an interval and
not exactly to 1.

Proof. of lemma 2.
To show the first part of the lemma we consider a general matrix of the form

C =

[
δ1Â1 M

MT δ2Â2

]
, δ1, δ2 > 0 .

Now applying the following change of basis

x1 =
1√
δ1
B̂1ξ1 , x2 =

1√
δ2
B̂2ξ2 ,

where xT = (xT1 , x
T
2 ) corresponds to the partition of C, yields

C =

[
1√
δ1
B̂T1 0

0 1√
δ2
B̂T2

]
C

[
1√
δ1
B̂1 0

0 1√
δ2
B̂2

]
=

[
I 1√

δ1δ2
M

1√
δ1δ2
MT I

]
,

whereM = B̂T1 MB̂2. The matrix C is SPD iff C is SPD as well. Thus, by lemma 1 the matrix
C is SPD iff 1− σ1/

√
δ1δ2 > 0, and the conditions ensuring A, Â, and A are SPD immediately

follow.
For the second part of the lemma it is sufficient to assume that A SPD, which, by the first

part, ensures that Â and A are SPD as well. Accordingly, we obtain the following inequalities

xT Âx

xTAx
≤ xT Âx

xTAx
≤ xT Âx

xTAx
∀x 6= 0 .
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Nearly optimal fast preconditioning of SPD matrices 19

The Lagrangian stationary points of each generalized Rayleigh quotient in the inequalities above
constitute the spectrum of each preconditioned system. See appendix A for further details. Thus,
the proof is complete.

The following lemma is a key ingredient in the proof of theorem 2.

Lemma 3. Let C =
[
D(1) D(2)

D(2) D(3)

]
∈ R2m×2m, where D(i) (i = 1, 2, 3) are diagonal matrices,

D(i) = diag(d
(i)
1 , . . . , d(i)

m ) .

If d(2)
j 6= 0 for all j = 1, 2, . . . ,m, then

spec(C) =
{
λ−j
}m
j=1
∪
{
λ+
j

}m
j=1

, λ±j =
d

(1)
j + d

(2)
j

2
±

√√√√(d(1)
j − d

(2)
j

2

)2

+
(
d

(2)
j

)2

,

where spec(C) denotes the spectrum of the symmetric matrix C.

Proof. of lemma 3.
From the given structure of C it is clear that λ ∈ R is an eigenvalue of C iff for some j = 1, 2, . . . ,m

the vectors (d
(1)
j − λ, d

(2)
j ) and (d

(2)
j , d

(3)
j − λ) are linearly dependent. Since we have assumed

d
(2)
j 6= 0, we have that (d

(1)
j − λ, d

(2)
j ) and (d

(2)
j , d

(3)
j − λ) are linearly dependent iff

d
(1)
j − λ

d
(2)
j

=
d

(2)
j

d
(3)
j − λ

⇔ (d
(1)
j − λ)(d

(3)
j − λ)− (d

(2)
j )2 = 0 .

The solution to the quadratic equation above is

λ = λ±j =
d

(1)
j + d

(2)
j

2
±

√√√√(d(1)
j − d

(2)
j

2

)2

+
(
d

(2)
j

)2

,

and the proof is complete.

Proof. of theorem 2.
The conditions given in theorem 2, ensure by lemma 2 the existence of the spectral bounds, α
and β, satisfying

0 < α = min
x6=0

xTAx

xT Âx
≤ λmin(B̂TAB̂) ≤ λmax(B̂TAB̂) ≤ max

x 6=0

xTAx

xT Âx
= β .

where A and A are defined in lemma 2.
To find the exact values of α and β, we consider a generalized Rayleigh quotient

R(x) =
xT Ãx

xT Âx
, Ã =

[
δ1Â1 M

M δ2Â2

]
,

where δ1, δ2 > 0 such that Ã is SPD. Applying the change of variables, x =
[
B̂1 0

0 B̂2

]
ξ, where

B̂Ti ÂiB̂i = Ii and Ii is the ni × ni identity matrix, yields

R(x) =
ξT Ãξ
ξT Âξ

, Ã =

[
δ1I1 M
MT δ2I2

]
, Â =

[
I1 Mr

MT
r I2

]
,
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whereM = B̂T1 MB̂2 andMr is the r-rank weighted SVD approximation ofM.
Let wi denote the i-th column of the orthogonal matrix W eq. (3.8) as defined in lemma 1.

Then we have:

1. Âwi = (1 + σ̂1)wi, i = 1, 2, . . . , r.

2. Âwn1+i = (1− σ̂1)wn1+i, i = 1, 2, . . . , r.

3. Âwj = wj , j 6= 1, . . . , r, n1 + 1, . . . , n1 + r.

and similarly for Ã:

1. Ãwi = (δavg
1,2 + σ̂1)wi + δdif

1,2wn1+i, i = 1, 2, . . . ,m.

2. Ãwn1+i = (δavg
1,2 − σ̂1)wn1+i + δdif

1,2wi, i = 1, 2, . . . ,m.

3. Ãwj = wj , j 6= 1, . . . ,m, n1 + 1, . . . , n1 +m.

where δavg
1,2 = (δ1 + δ2)/2 and δdif

1,2 = (δ1 − δ2)/2. Clearly, both Â and Ã are invariant over the
subspaces Z = span{w1, . . . , wr, wn1+1, . . . , wn1+r} and its orthogonal complement, Z⊥. Hence,
by the properties of the generalized Rayleigh quotient we have:

max
x 6=0

R(x) = max

{
max

ξ∈Z\{0}
R(x) , max

ξ∈Z⊥\{0}
R(x)

}
,

and

min
x 6=0

R(x) = min

{
min

ξ∈Z\{0}
R(x) , min

ξ∈Z⊥\{0}
R(x)

}
.

By our results so far, if x = ξ ∈ Z⊥ then R(x) = ξT Ãξ/ξT ξ. Let us apply the change of
variables of the form ξ = Cζ ∈ Z⊥, given explicitly by

ξ = ζ1wr+1 + . . .+ ζn1−rwn1
+ ζn1−r+1wn1+r+1 + . . .+ ζn1+n2−2rwn1+n2

,

where ζi is the i-th coordinate of ζ and as before wi denotes the i-th column in the orthogonal
matrix W eq. (3.8). Then, for any ξ ∈ Z⊥ we obtain

R(x) =
ζTCZ⊥ζ
ζT ζ

, CZ⊥ =

[
D(1)

Z⊥
D(2)

Z⊥

(D(2)

Z⊥
)T D(3)

Z⊥

]
,

where D(2)

Z⊥
= δdif

1,2In1,n2
and

D(1)

Z⊥
=

{
diag

(
δavg
1,2 + σ̂r+1, . . . , δ

avg
1,2 + σ̂n1

)
if n1 ≤ n2 ,

diag
(
δavg
1,2 + σ̂r+1, . . . , δ

avg
1,2 + σ̂n1 , δ1, . . . , δ1

)
if n1 > n2 .

D(3)

Z⊥
=

{
diag

(
δavg
1,2 − σ̂r+1, . . . , δ

avg
1,2 − σ̂n2

)
if n2 ≤ n1 ,

diag
(
δavg
1,2 − σ̂r+1, . . . , δ

avg
1,2 − σ̂n2

, δ2, . . . , δ2
)

if n2 > n1 .

Now,by lemma 3, we obtain that the spectrum of CZ⊥ contains the sets{
δavg
1,2 +

√
σ̂2
r+1 +

(
δdif
1,2

)2
, . . . , δavg

1,2 +

√
σ̂2
m +

(
δdif
1,2

)2
,

}
,
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{
δavg
1,2 −

√
σ̂2
m +

(
δdif
1,2

)2
, . . . , δavg

1,2 −
√
σ̂2
r+1 +

(
δdif
1,2

)2}
.

Hence, we conclude that

min
ξ∈Z⊥\{0}

R(x) = δavg
1,2 −

√
σ̂2
r+1 +

(
δdif
1,2

)2
,

max
ξ∈Z⊥\{0}

R(x) = δavg
1,2 +

√
σ̂2
r+1 +

(
δdif
1,2

)2
.

For the case ξ ∈ Z let us apply the change of variables of the form ξ = Cψ ∈ Z, given
explicitly by

ξ = ψ1w1 + . . .+ ψrwr + ψr+1wn1+1 + . . .+ ψ2rwn1+r ,

where ψi is the i-th coordinate of ψ and as before wi denotes the i-th column in the orthogonal
matrix W eq. (3.8). Then, for any ξ ∈ Z we obtain

R(x) =
ψT C̃Zψ
ψTψ

, CZ =

[
D(1)
Z D(2)

Z

D(2)
Z D(3)

Z

]
,

D(1)
Z = diag

(
δavg
1,2 + σ̂1

1 + σ̂1
, . . . ,

δavg
1,2 + σ̂r

1 + σ̂r

)
,

D(2)
Z = diag

(
δdif
1,2√

1− σ̂2
1

, . . . ,
δdif
1,2√

1− σ̂2
r

)
,

D(3)
Z = diag

(
δavg
1,2 − σ̂1

1− σ̂1
, . . . ,

δavg
1,2 − σ̂r
1− σ̂r

)
.

Applying once more the outcome of lemma 3 we have that the spectrum of CZ is composed of
the following values

1

2

(
δavg
1,2 + σ̂i

1 + σ̂i
+
δavg
1,2 − σ̂i
1− σ̂i

)
±

√
1

4

(
δavg
1,2 + σ̂i

1 + σ̂i
+
δavg
1,2 − σ̂i
1− σ̂i

)2

+

(
δdif
1,2

)2
1− σ̂2

i

,

where i = 1, 2, . . . , r and the proof is complete.

4 Practical Multilevel Implementation
In this section we present the implementation of the theory we have developed in Section 3 for
constructing a WSVD version of the multilevel HODLR preconditioner as described in Section 2.
We begin with the description of the procedure, which we interpret as a greedy approach attempt-
ing to construct a global minimizer of the global condition number. We end with a discussion
on the behavior of the spectral bounds and the condition number as a function of the level, and,
essentially, justify assumption eq. (3.15).

For an efficient construction of the preconditioner, Â(0)
1 , we perform a single-pass over the

hierarchy from bottom (level ` = L) to top (level ` = 0). At level ` = L we set Â(L)
k = A

(L)
k for

all k = 1, 2, . . . , 2L. At each level ` < L we consider the matrices[
A1 M
MT A2

]
=

[
A

(`+1)
2k−1 M

(`)
k(

M
(`)
k

)T
A

(`+1)
2k

]
,

[
Â1 M̂

M̂T Â2

]
=

[
Â

(`+1)
2k−1 M̂

(`)
k(

M̂
(`)
k

)T
Â

(`+1)
2k

]
,
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and compute the preconditioner by approximating each off-diagonal block according to defini-
tion 1,

B̂T1 M̂B̂2 = ÛrΣ̂rV̂Tr , r = r
(`)
k ,

where Ûr and V̂r are composed of the first r left and right, respectively, singular vectors of the
SVD,

B̂T1 MB̂2 = ÛΣ̂V̂T , Σ̂ = diag(σ̂1, . . . , σ̂m) , m = min{n1, n2} .

The process ends at level ` = 0, which yields the global preconditioner Â(0)
1 . Clearly, this

procedure assumes that we can accurately and efficiently apply the inverse square roots at each
level, B̂ = B̂

(`)
k . This can be achieved, in principle, by employing the hierarchical Cholesky

factorization [5].
It is important to note that the suggested procedure attempts to greedily obtain an optimal

global preconditioner that minimizes the global spectral condition number,

cond2(B̂TA
(0)
1 B̂) , B̂ = B̂

(0)
1 ,

given a distribution of ranks
{
r

(`)
k

}L−1,2`

`,k=0,1
. Indeed, if Âi (i = 1, 2) are optimal minimizers of

cond2(B̂Ti AiB̂i) , Ai = A
(`+1)
2k−1+i ,

then the matrix [
Â1 M

MT Â2

]
=

 Â
(`+1)
2k−1 M

(`)
k(

M
(`)
k

)T
Â

(`+1)
2k

 , (4.1)

is an optimal choice for approximating A = A
(`)
k . By theorem 1 an optimal choice for approxi-

mating eq. (4.1) by replacing its off-diagonal blocks with low-rank blocks is given by M̂ satisfying

B̂T1 M̂B̂2 = ÛrΣ̂rV̂Tr , r = r
(`)
k ,

with respect to the SVD of B̂T1 MB̂2 as described in definition 1.
To determine the rank of each off-diagonal low-rank block, M̂ = M̂

(`)
k , we apply

r
(`)
k = argmin

0≤r≤m

{
σ̂r+1 ≤ τ (`)

k · σ̂1

}
, k = 1, 2, . . . , 2` , (4.2)

where the distribution of positive tolerances, {τ (`)
k }, is predetermined. Note, that at the bottom

of the hierarchy at level ` = L− 1 we have Âi = Ai. Thus, by theorem 1 the spectral bounds,

α = 1− σr+1 , β = 1 + σr+1 , r = r
(L−1)
k ,

are sharp
(
α = λmin

(
B̂TAB

)
≤ λmax

(
B̂TAB

)
= β

)
, and satisfy assumption eq. (3.15) with

respect to the level above (` = L− 2),

0 < α ≤ 1 ≤ β .

In particular, the condition number at level L− 1 is the maximal ratio (1 + σr+1)/(1− σr+1) of
all the preconditioned submatrices, B̂TA(L−1)

k B̂, where B̂ = B̂
(L−1)
k .
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From the proofs of theorem 2 it is clear that α is monotonically non-increasing as a function
of the level, while β is monotonically non-decreasing as a function of the level. Hence, the
spectral bounds at each level α = α

(`)
k , β = β

(`)
k are expected to satisfy assumption eq. (3.15).

This observation is also supported by numerical evidence in Section 5. Note, that the monotonic
behaviour of the spectral bounds implies similar monotonic behaviour of the condition number
per level. Thus, the condition number at level ` = L−1 serves as a lower bound for any condition
number at higher levels.

5 Numerical Results

This section describes the experimental part of this work. We begin with the description of
the model problem and its properties in Section 5.1. In Section 5.2 we describe two additional
low-rank approximation methods for preconditioning. Section 5.3 contains the numerical results
for the given model problem, including a detailed comparison with the methods described in the
previous subsection.

5.1 The Model Problem

Consider the 2D Poisson problem

uxx + uyy = f(x, y) , (x, y) ∈ (0, 1)× (0, 1) ,

with the following Robin boundary condition,

εu+ ∂νu|∂Ω = 0 , (5.1)

where ε > 0 and ∂νu denotes the normal derivative. When ε→ 0+ the problem becomes in-
creasingly unstable since the limit case is the ill posed Poisson problem with Neumann boundary
conditions.

We discretize the problem by setting a uniform grid of (N + 1)2 equally spaced gridpoints,

xi =
i

(2N + 2)
, yj =

j

(2N + 2)
, i, j = 1, 2, . . . , N + 1 ,

and apply the five-point finite difference discretization rule. Thus, we end up with a sym-
metric linear system of (N + 1)2 equations in (N + 1)2 unknowns, ui,j ≈ u(xi, yj), where
i, j = 1, 2, . . . , N + 1. It can be shown, that the spectrum of the discrete operator, i.e., the
matrix, is bounded. Hence, the matrix is SPD. To avoid numerical instability we also scale the
system and multiply it by (N + 1)2.

To reduce the dimensionality and conditioning of the given problem, we separate the effect
of the unstable boundary from the interior part in the following manner. First we define the
gridpoints that interact with the boundary,

(xi, yj) : i = 1 or j = N + 1 or i = N + 1 or j = 1 , (5.2)

as the ’border’ set. Now, computing the Schur complement associated with the border set eq. (5.2)
we obtain a new dense matrix whose dimensionality and condition number are significantly
reduced. Indeed, from a sparse system of (N + 1)2 unknowns the Schur complement is only a
4N × 4N matrix. Using the Cauchy interlacing theorem eq. (3.7) it can be shown [26, p. 47]
that the eigenvalues of the Schur complement are interlacing with those of the original finite
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difference matrix. Thus, the condition number of the Schur is ensured to be lower than the
condition number of the original finite difference system. Also, note that it is well known that
the solution of the original system can be easily obtained from the solution of the Schur system.

Obtaining the Schur system involves the factorization of the submatrix corresponding to the
set of non-border gridpoints. In our model problem this submatrix is the 5-point Laplacian with
Dirichlet boundary conditions, whose condition number is better than the original matrix. Using
a sparse direct solver software, e.g., PasTiX [13], which efficiently stores the factorization. Thus,
we can implicitly apply the Schur complement without the need to explicitly form it.

For constructing the WSVD HODLR preconditioner we apply a balanced geometric parti-
tioning on the border set eq. (5.2). We start by bisecting the set at the lower-left and upper-right
corners, next we bisect each subset at the lower-right and upper-left corners, respectively. The
following bisections are applied to each subset of the partition, which is separated at the middle
into two equally sized subsets. We continue the process until reaching the predetermined bottom
level, L. An illustration of the process is displayed in fig. 5.

Figure 5: Border Set Hierarchical Partitioning.

At this point we can explore numerically the properties of the partitioned and accordingly
reordered Schur complement, denoted by A

(0)
1 . fig. 6 displays a plot of the average condition
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number at each level,

condavg
2

(
A(`)

)
=

1

2`

2`∑
k=1

cond2

(
A

(`)
k

)
,

as a function of the level, ` = 0, 1, . . . , 6. From the plot it is clear, that as we go up the hierarchy
from the bottom (` = L) to the top (` = 0), the condition numbers of the principle blocks
increase. This fact can be attributed to the nature of the partition. The largest grid captures
the eigenmode corresponding to the smallest eigenvalue, which is not visible on the lower level
grids in the partition. Similarly as we descend the hierarchy, additional small eigenvalues are
effectively removed, leading to the decrease of the average condition number.
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Figure 6: Conditioning vs. Level of A(0)
1 .

5.2 Low-rank Approximation Schemes

For the comparative study of the weighted SPD HODLR preconditioner we consider two other
techniques for obtaining low-rank approximations of the off-diagonal blocks.

The first option is to employ regular singular value decomposition (RSVD), which is, in
fact, the common approach. Each off-diagonal block M (`)

k is approximated by its r-rank SVD
approximation

M̂
(`)
k = U

(`)
r,kS

(`)
k

(
V

(`)
r,k

)T
, S

(`)
r,k = diag(s

(`)
1,k, . . . , s

(`)
r,k) , (5.3)

where the matrices U (`)
r,k and V̂(`)

r,k are composed of the first r left singular vectors and the first r

right singular vectors, respectively, of the SVD of M (`)
k .

The other method is the filtered singular value decomposition (FSVD), that has been sug-
gested in [6]. The method is considered state-of-the art for preconditioning by hierarchical
matrices. The idea is to choose an approximation of the form

M̂
(`)
k = U

(`)
r,kS

(`)
k

(
V

(`)
r,k

)T
+
[
P

(`)
r,2k−1

]T
E

(`)
r,k

[
P

(`)
r,2k

]
, (5.4)
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where P (`)
r,j (j = 2k − 1, 2k) is a projection matrix onto a low-dimensional subspace, and E(`)

r,k is
the error of the regular r-rank SVD approximation eq. (5.3),

E
(`)
r,k = M

(`)
k − U

(`)
r,kS

(`)
k

(
V

(`)
r,k

)T
, S

(`)
r,k = diag(s

(`)
1,k, . . . , s

(`)
r,k) .

Choosing P
(`)
r,k to be the projection onto the 1-dimensional subspace of constant vectors has

exhibited superior results using weak hierarchical H-matrix approximation compared to the
RSVD approach. The intuition behind this choice, is that the global approximation, Â, becomes
nearly exact on a subspace of piecewise-constant functions. Thus, it can better capture the slow
varying eigenmodes of elliptic problems than the standard RSVD approach.

5.3 Experimental Results
In this subsection we present the experimental study of the WSVD HODLR preconditioner for
the iterative solution of the Schur complement system, A.

For the computational setting we have employed:

• PasTiX 5.22 [13] to evaluate the Schur complement matrix.

• Scilab 5.5.2 [23] to construct the SPD HODLR preconditioners, Â(0)
1 , and perform spec-

trum evaluations and PCG simulations.

The inverse square roots were evaluated by inverse symmetric square roots,

B̂
(`)
k =

(
Â

(`)
k

)−1/2

.

In principle, it would be more efficient to use the hierarchical Cholesky factorization [5] to evaluate
B̂

(`)
k . However, to avoid uncertainty which may be induced by an approximate factorization we

preferred an exact and stable inversion. An implementation of an inverse square root factorization
adapted to the HODLR structure is left for future work.

For the setting of the model problem we have chosen:

• Grid parameter N = 103, which gives a 4 · 103× 4 · 103 Schur complement matrix, A. Note
that the dimensions of the original sparse finite difference matrix are roughly 106 × 106.

• L = 6 as the lowest level of the hierarchy.

• ε = 10−3 in the Robin boundary condition eq. (5.1).

In all the simulations we employed the uniform approach for the truncation rule

τ
(`)
k = τ ∀ ` = 0, 1, . . . , L− 1 , k = 1, . . . , 2` ,

with the uniform τ taking the following tolerance values:

τ = 0.4, 0.2, 0.1, 0.05, 0.025, 0.005, 0.002, 0.001, 0.0001 . (5.5)

In the following paragraphs we describe the comparative study of the three different methods
we have employed to construct the SPD HODLR preconditioner, namely RSVD, FSVD and
WSVD. Since each method approximated the low rank off-diagonal blocks differently, each chosen
τ eq. (5.5) produces a different distribution of ranks, {r(`)

k }. To compare the methods properly
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we also examine their performance as a function of the total compression ratio, i.e., the ratio
of the memory used in practice and the total available memory. The compression ratio of each
method as a function of τ is given in table 1.

The FSVD preconditioner had been implemented by filtering the errors eq. (5.4) of the RSVD
preconditioner with the same τ . Thus, we obtain for the same τ worse compression ratio than
in the RSVD case, since the rank of each low-rank off-diagonal block larger by 2 in the FSVD
case compared to the RSVD case. However, a better condition number and possibly a better
clustering of the spectrum are expected when employing FSVD compared to RSVD with the
same τ . Note, that the compression ratio of WSVD is, essentially, unrelated to RSVD and
FSVD with the same τ , since the truncation is performed in a different (weighted) norm.

τ RSVD FSVD WSVD
0.0001 0.11964606 0.13146138 0.12899986
0.001 0.10290766 0.11472300 0.11558552
0.002 0.09896922 0.11078454 0.10979994
0.005 0.09109232 0.10290766 0.10586150
0.01 0.08813848 0.09995382 0.10069228
0.025 0.08124620 0.09306154 0.09503076
0.05 0.07829236 0.09010770 0.09103128
0.1 0.07140008 0.08321542 0.08518464
0.2 0.07140008 0.08321542 0.08124620
0.4 0.06844626 0.08026160 0.07140008

Table 1: Compression Ratio vs. τ . Each column contains the compression ratios of each
method, namely RSVD, FSVD and WSVD. Each row contains the compression ratio of each
method for the same uniform tolerance value, τ .

fig. 7 displays three plots showing the effect of each SPD HODLR method, namely RSVD,
FSVD and WSVD, on the spectrum of the matrix A for the range of uniform tolerances given in
table 1. The spectra of the preconditioned system by each method are ordered from the left to
the right starting from the spectrum of A (in green) and then according to τ descending from the
largest to the smallest value. As expected from table 1, the FSVD preconditioner compression
ratio is higher than the RSVD preconditioner with the same τ . The main conclusions that
are clear from the graphs when comparing spectrum clustering of the methods at the same
compression ratio are:

• FSVD removes more small eigenvalues than RSVD with the same compression ratio.

• FSVD removes less large eigenvalues than RSVD with the same compression ratio, and
in general does not cluster the spectrum better than RSVD (with the same compression
ratio).

• WSVD removes large and small eigenvalues better than RSVD and FSVD with the same
compression ratio, and generally clusters the spectrum substantially better than the other
methods.

To complete the result displayed in fig. 7, we also plot the condition number achieved as a
function of the compression ratio for each method in fig. 8. As before, the compression ratio
is the ratio of the memory used in practice and the total available memory. The graph clearly
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Figure 7: Spectrum Clustering of the Preconditioned system.

shows that the WSVD achieves a better condition number with less memory resources than any
other method.

Another important aspect is the number of iterations to convergence that is achieved in
practice with the iterative scheme. A natural choice of iterative scheme for SPD matrices is
the preconditioned conjugate gradient (PCG) method. We employ the PCG for the solution of
eq. (1.1) using each preconditioner for every τ in table 1 with the a right-hand-side, b = 1. The
stopping criterion is set according to the non-preconditioned system with a relative threshold of
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Figure 8: Condition Number vs. Compression.

10−8, by stopping the iterations at the first occurrence of∥∥Ax(i) − b
∥∥

2
≤ 10−8 ‖b‖2 ,

where i = 1, 2, . . . is the iteration step index and x(i) is the approximate solution of the non-
preconditioned system at step i.

fig. 9 displays the number of iterations to convergence as a function of the compression
ratio.The main conclusions from the graphs are the following:

• PCG with FSVD preconditioner converges faster than RSVD preconditioner for the same
τ . However, for the same compression ratio the convergence rate in the RSVD case is
slightly faster than in the FSVD case.

• PCG with WSVD preconditioner converges faster than any other preconditioner with same
compression ratio.

To complete the results given in fig. 9, we also plot the PCG convergence history, i.e., the
values ‖Ax(i) − b‖2/‖b‖2 as a function of the iteration number i, for each method and for every
τ in fig. 10. All the graphs exhibit steady monotonic decrease in logarithmic scale. This implies
that the methods are not sensitive to the specific choice of τ in the sense that regardless of the
chosen τ the features of fig. 9 would not dramatically change.

The last point which is explored is the estimation of the spectral bounds α, β eq. (3.17) and
the average spectral condition number of the preconditioned system at each level,

K(`)
avg =

1

2`

2`∑
k=1

cond2

((
B̂

(`)
k

)T
A

(`)
k B̂

(`)
k

)
,

using the analytic formulas eqs. (3.19) and (3.20). fig. 11 displays the average estimated spectral
bounds and the average exact spectral bounds, i.e., smallest and largest eigenvalues, of the
preconditioned matrix and principal submatrices at each level. We observe the following points:
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Figure 9: Number of Iterations to Convergence vs. Compression.

• When the uniform tolerance, τ , is sufficiently small (roughly below 0.01) the prediction is
quite good.

• As the uniform tolerance increases, the estimation becomes less accurate.

• For a sufficiently large uniform tolerance the lower spectral bound estimate fails, since the
sufficient condition eq. (3.18) is not fulfilled.

The last figure, fig. 12, displays the errors of the average estimated condition number at each
level. We examine two errors,

• Average Absolute Condition Number Error:
∣∣∣K(`)

avg − β/α
∣∣∣.

• Average Condition Number Amplification Error:
(
K

(`)
avg

)−1

· β/α.

where β/α is the average ratio of the spectral bounds eqs. (3.19) and (3.20) of all the precondi-

tioned submatrices
(
B̂

(`)
k

)T
A

(`)
k B̂

(`)
k at level `, and the lower level bounds in eq. (3.15) are taken

to be the exact extremal eigenvalues.

6 Summary and Future Work
We have introduced a new weighted low-rank approximation scheme, which is nearly optimal for
preconditioning SPD matrices that can be approximated by the SPD HODLR format. This class
of matrices is typical, but not only, to finite element and finite difference matrices arising from
the discretization of elliptic partial differential equations. Our theoretical study supported by
numerical evidence shows that the preconditioner effectively removes small and large eigenvalues
at each level in the hierarchy. Note, that our method is purely algebraic and can be implemented
as a black box in a most general manner.

As we have shown the WSVD HODLR preconditioner is advantageous both in terms of
achieving low condition number and reduced memory consumption compared to both the regular
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Figure 10: Preconditioned CG Convergence History.

SVD (RSVD) low-rank approximation and the state-of-the-art filtered SVD (FSVD) low rank
approximation. Furthermore, we have demonstrated that our method achieves a faster PCG
convergence rate, and results in a significantly reduced number of iterations to convergence
compared to the other methods.

The theoretical study of estimation of the spectral bounds of the preconditioned matrix and
its principal submatrices works well as long as the tolerance used is small. When the tolerance
becomes larger the theory fails, though the preconditioner remains robust and efficient in practice.
The theory presented in this work implies that the estimated spectral bounds are attained in a
worst case scenario, which is highly unlikely to occur. A future goal is to further improve these
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Figure 11: Avg. Spectral Bounds vs. Level.

predictions by relying on the complete multilevel HODLR structure. This, we hope, will also
lead to an effective adaptive approach for achieving low global condition number with minimized
complexity and memory consumption.

Finally we note that the experimental example presented here (the ’border’ problem) was of
limited size and run on a single machine. Current implementation did not include a fast inverse
square root algorithm, which would be a crucial ingredient for practical large-scale problems. To
verify the efficiency of our method on much larger scale problems, a parallel implementation is
necessary. This will be explored in a future study.
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Figure 12: Avg. Condition Number Error vs. Level.

A Properties of the Generalized Rayleigh Quotient
Consider the basic problem of finding the extremal points of the generalized Rayleigh quotient

R(x) =
xTAx

xTBx
,

in the region x 6= 0, where A is symmetric and B is SPD. Since R(cx) = R(x) for any constant
c 6= 0 we can restrict the search to the spheroid

g(x) = xTBx = 1 ,

on which the quotient reduces to R(x) = f(x) = xTAx.
By the Lagrange multipliers theorem, a necessary condition for x to be an extremal point of

R(x) is to find some λ ∈ R such that
∇f = λ∇g .

Clearly by the symmetry of A,

∇
(
xTAx

)
= xT (A+AT ) = 2xTA .

Thus, the necessary condition reduces to

Ax = λBx .

That is, λ is an eigenvalue of B−1A and, equivalently, an eigenvalue of B−1/2AB−1/2, where
B−1/2 is the inverse square root of B.
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