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Abstract. Phase change memory (PCM) has become one of the most promising 
storage media particularly for memory systems, due to its byte addressability, 
high access speed, and low energy consumption. In addition, hybrid memory 
systems involving both PCM and DRAM can utilize the merits of both media 
and overcome some typical drawbacks of PCM such as high write latency and 
limited lifecycle. In this paper, we present a novel page replacement algorithm 
called APP-LRU (Access-Pattern-prediction-based LRU) for PCM/DRAM-
based hybrid memory systems. APP-LRU aims to reduce writes to PCM while 
maintaining stable time performance. Particularly, we detect read/write intensi-
ty for each page in the memory, and put read-intensive pages into PCM while 
placing write-intensive pages in DRAM. We conduct trace-driven experiments 
on six synthetic traces and one real OLTP trace. The results show that our pro-
posal is able to reduce up to 5 times of migrations more than its competitors. 

Keywords: Phase change memory, Page replacement policy, Hybrid memory 

1 Introduction 

Recently, the big data concept leads to a special focus on the use of main memory. 
Many researchers propose to use a large main memory to improve the performance of 
big data processing. However, the increasing capacity of main memory introduces 
many problems, such as increasing of total costs and energy consumption [1]. Both 
academia and industries are looking for new greener memory media, among which 
the Phase Change Memory (PCM) receives much attention [2]. PCM is one type of 
non-volatile memories, and provides better support for data durability than DRAM 
does. Further, it differs from other media such as flash memory in that it supports byte 
addressability. Because of the unique features of PCM, some people argue that PCM 
may replace DRAM in the future, as shown in Fig. 1(a). However, PCM has some 
limitations, e.g., high write latency, limited lifecycle, slower access speed than 
DRAM, etc. Therefore, it is not a feasible design to completely replace DRAM with 
PCM in current computer architectures. 

A more exciting idea is to use both PCM and DRAM to construct hybrid memory 
systems, so that we can utilize the advantages from both media [2, 3]. PCM has the 
advantages of low energy consumption and high density, and DRAM can afford near-
ly unlimited writes. Specially, PCM can be used to expand the capacity of main 
memory, and DRAM can be used as either a buffer for PCM, as shown in Fig. 1(b) or 
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There are many researches focus on reducing redundant writes to PCM, such as 
enhancing the fine-grained management approach [2, 3] with a Data Comparison 
Write (DCW) scheme that utilizes the bit alterability feature of PCM and only updates 
the changed bits [5-7]. However, these works are towards hardware design, while this 
paper employs a software-based research to reduce PCM writes. Moreover, Using 
DRAM to gather data writes are also a commonly used method for reducing the total 
number of writes to PCM [1, 8-11]. In this method, PCM is used as main memory, 
and thus we have to cope with heterogeneous memories in such hybrid memory sys-
tems. This hybrid architecture brings new challenges to buffer management schemes, 
because traditional page replacement policies mainly focus on improving hit ratios, 
while new policies for hybrid memory systems have to consider the unique features of 
different storage media in addition to keeping high hit ratios.  

Recently, several page replacement policies have been proposed for PCM/DRAM-
based hybrid memory systems. The page replacement policy denoted as the “Hybrid-
LRU” method proposed by Hyunchul Seok et al. [10] and CLOCK-DWF proposed by 
Soyoon Lee et al. [11] are based on hybrid PCM/DRAM main memory. Hybrid-LRU 
monitors the access information of each page, assigns different weights to read and 
write operations, and predicts page access patterns. After that, it moves write-
intensive data to DRAM and moves read-intensive data to PCM. However, inappro-
priate placement of a page when it is first read into memory will cause additional 
migrations between PCM and DRAM. The main idea of CLOCK-DWF is placing 
pages that are going to be updated to DRAM. If the data to be updated is currently 
stored in PCM, a migration is triggered to move the data from PCM to DRAM, and if 
DRAM is full at the same time, cold data stored in DRAM will be migrated to PCM. 
But CLOCK-DWF may cause a lot of unnecessary data migrations between PCM and 
DRAM since it often causes migrations if a page to be written is in PCM. As a conse-
quence, both Hybrid-LRU and CLOCK-DWF introduce lots of data migrations be-
tween PCM and DRAM. This situation will degrade the overall time performance of 
buffer management schemes, because many additional CPU and memory operations 
are introduced. 

The LRU approach has been widely used in the buffer management for flash 
memory based data management [14, 15]. Our work differs from these works in that 
we are mainly towards the architecture shown in Fig. 1(c). There are also some previ-
ous works focusing on hybrid storage systems involving flash memory and magnetic 
disks [16, 17]. These studies are orthogonal to our work, as we concentrate on the 
memory layer but they focus on the SSD/disk layer shown in Fig. 1. 

3 The APP-LRU Method 

In this section, we describe the details of APP-LRU. APP-LRU aims for reducing 
PCM writes but keeping stable time performance. For a tree-structured index, the leaf 
nodes receive more updates than the internal nodes do. Generally, file data accesses 
have certain access patterns. On the other side, the access patterns of data are usually 
stable during a certain time period [12]. This feature is used in our proposal to im-
prove the performance of buffer management. 
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3.2 Page Replacement and Migration 

In this section, we present the page replacement and migration procedure of APP-
LRU. We maintain a LRU list and two sub-lists. These lists are used to select victims 
for replacement, as well as to perform page migrations. 

When a page fault occurs, the space allocation for the faulted page is based on the 
access history information in the metadata table (if exists). The page allocation algo-
rithm is shown in Algorithm 1. The function get_free_page() in Algorithm 1 return a 
free memory page. If this function is called with a parameter dram (or pcm), the func-
tion will allocate a DRAM (or PCM) page (if exist), but if there is no free DRAM (or 
PCM) page, the function will allocate a PCM (or DRAM) page (if exist), or allocate 
the selected victim page from LRU position of LRU list (Before the victim is evicted, 
we calculate its read/write ratio based on Equation (1), and store the value in metadata 
table). If the faulted page does not have access histories after looking through the 
metadata table (Line 1), we call the function without parameter which means faulted 
page has no specific medium type requirement (Line 17). Otherwise, if the read/write 
ratio of the faulted page exceeds a certain threshold R_W_Threshold, it means that the 
faulted page probably tends to be read and should be placed in PCM, so we call 
get_free_page() function with parameter pcm (Line 4). If the selected victim page is 
in DRAM, we move the page that is in the head group of List-PCM to the location 
occupied by the page to be replaced in DRAM (Line 6 ~ 8). Similarly, if the ratio is 
less than the threshold, it means that the faulted page possibly is write-intensive and 
should be stored in DRAM (Line 10 ~ 16). As a consequence, we get a free page for 
accommodating the faulted page.  

 
Algorithm 1: Page_Allocation 

Input: faulted page addr p 
Output: an empty memory page q 

1:   history(p) = get access history of page p in metadata table; 
2:   if (history(p) ≠ null) then   /* the page p has been accessed before*/ 

3:      if (history(p).Scur > R_W_Threshold) then 
4:          q = get_free_page(pcm);  
5:          if (q belongs to PCM) then return q; 
6:          else    /*q belongs to DRAM*/ 
7:              select r from the head of List-PCM; 
8:              move r to q and insert q to the tail of List-DRAM;  
9:              return q=get_free_page(pcm); /*r is empty, r belongs to PCM*/ 
10:     else  
11:         q = get_free_page(dram); 
12:         if (q belongs to DRAM) then return q; 
13:         else    /*q belongs to PCM*/ 
14:             select r from the head of List-DRAM; 
15:             move r to q and insert q to the tail of List-PCM; 
16:             return q=get_free_page(dram); /*r is empty, r belongs to DRAM*/ 
17:    return q = get_free_page(); 



 
Next, we explain the page replacement algorithm of APP-LRU, as shown in Algo-

rithm 2. If a requested page is not found in memory, we allocate a new space for it 
using Algorithm 1. We also put the page to the MRU position in the LRU list (Line 1 
~ 5). If the page request is a read request and belongs to DRAM, we increment the 
read count of the page and adjust the page’s position in List_DRAM. If the page re-
quest is a write request and belongs to PCM, we increment the write count of the 
page, set a dirty mark, and adjust the page’s position in List_PCM. (Line 6 ~ 13). 

The access pattern of normal data is not likely to change dramatically, so the 
page’s read/write ratio can accurately reflect the access tendency after a long time 
accumulation based on the theory of statistics. Why we don’t choose the read/write 
ratio as the assessment standard of the migration? It is because the read/write ratio of 
in memory pages is a short-term computed result, so have no statistical. Even more, 
the pages that have a similar read/write ratio value may reflect different access fre-
quency, but the warmer page’s ratio is much more accurate if the moment when they 
are read into main memory is close. 

 
Algorithm 2: Page_Replacement 

Input : page p logical address, operation type op 

1:   if (miss) then /* page fault */  
2:       q= Page_Allocation(p); 
3:       insert p to q and adjust the position of q in LRU list; 
4:   else 
5:       adjust the position of q in LRU; 
6:   if ( op is read) then  
7:       read_count(p)++; 
8:       if (p is in DRAM) then 
9:           adjust the position of q in the List-DRAM; 
10:  else  
11:      dirty(p)=1; write_count(p)++; 
12:      if (p is in PCM) then 
13:          adjust the position of q in the List-PCM; 

4 Experimental Results 

In the experiments, we use the LRU policy [13] as the baseline method, and also 
compare two different state-of-the-art approaches including CLOCK-DWF [11] and 
Hybrid-LRU [10]. Both CLOCK-DWF and Hybrid-LRU are designed for 
DRAM/PCM-based hybrid memory systems.  

4.1 Experimental Setup 

We develop a hybrid memory system simulator to evaluate the performance of 
page replacement policies. The system adopts unified addressing mode, DRAM takes 
the low-end addresses and PCM takes the high-end addresses. The page size is set to 
2 KB. The total size of memory space is constant, and we vary the size of PCM used 



in the hybrid memory system ranging from 50% to 86%, which corresponds to the 
ratio of PCM to DRAM from 1:1 to 1:6 to evaluate the performance.  

We use both synthetic and real traces in the experiments, as shown in Table 1. 
Memory footprint in the table refers to the amount of different pages that the traces 
reference. There are six synthetic traces used with different localities and read/write 
ratios. For example, the trace T9182 means that the read/write ratio in this trace is 
90% / 10%, i.e., 90% reads plus 10% writes, and the reference locality is 80% / 20%, 
indicating that 80% requests are focused on 20% pages. The real trace is a one-hour 
OLTP trace in a bank system and contains 470,677 reads and 136,713 writes to a 
20GB CODASYL database (the page size is 2KB). 

Table 1. Synthetic and real traces used in the experiments 

Trace 
Memory  
Footprint 

Read/Write 
Ratio 

Locality 
Total  

Accesses 

T9182 10,000 90% / 10% 80% / 20% 300,000 

T9155 10,000 90% / 10% 50% / 50% 300,000 

T1982 10,000 10% / 90% 80% / 20% 300,000 

T1955 10,000 10% / 90% 50% / 50% 300,000 

T5582 10,000 50% / 50% 80% / 20% 300,000 

T5555 10,000 50% / 50% 50% / 50% 300,000 

OLTP 51,880 77% / 23% ~ 607,390 

4.2 Results on the Synthetic Traces 

We use Equation (1) to predict defaulted pages’ access patterns. Before we conduct 
the comparison experiments, we have to first determine the appropriate value of β to 
minimize the total PCM writes. Fig. 4 shows the total PCM write counts under the 
T5555 trace when we vary β from 0.5 to 1. It shows an obvious decrease and increase 
trend of PCM writes when the value of β increases, and the write count is minimized 
when β is 0.7. Therefore, we set the value of β as 0.7 in the following experiments. 

 
Fig. 4. PCM write counts when varying the parameter β 

Figure 5 shows the number of total PCM writes induced by page faults, write oper-
ations of traces and migrations between PCM and DRAM. From the figures, we can 
see APP-LRU reduces maximum 11% total PCM writes with few migrate operations 
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compared to LRU. This is because that APP-LRU can effectively distinguish write-
intensive pages and store them in DRAM, making these pages’ write operations take 
place on DRAM at the beginning. By doing so, it not only eliminates needless migra-
tions but also reduce PCM writes. As APP-LRU has no history information to predict 
pages’ read/write intensity when a page is first accessed, the improvement is limited, 
but we can get much more reduction as time goes by. The gap of PCM write counts 
between APP-LRU and LRU increases gradually as PCM/DRAM size ratio increases 
that means proposed policy perform much better when the PCM/DRAM ratio increas-
es. However, APP-LRU incurs more PCM writes than CLOCK-DWF in most cases, 
that is because the PCM writes in CLOCK-DWF are only incurred by migration and 
page fault, and every write operation from workloads only happens on DRAM no 
matter where the page located in, which will induce a large number of migrations 
when the write operation is hit in PCM and have a significant effect on memory ac-
cess latency.  

 

 

 

Fig. 5. Total PCM write counts on synthetic traces 
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Figure 6 shows the total migrations between PCM and DRAM of various replace-
ment algorithms. Figure 5 shows CLOCK-DWF incurs minimum PCM writes com-
pared to others, but Fig. 6 shows that it takes much more migrations in most cases 
which will introduce extra memory writes and reads. From this figure, both CLOCK-
DWF and Hybrid-LRU incur much more migrations in most cases, but APP-LRU 
reduces nearly up to five times total migrations more than CLOCK-DWF. The migra-
tions of our proposal on T9155 and T9182 are a bit larger than CLOCK-DWF. This is 
because that the migrations of CLOCK-DWF are only triggered by write operations, 
but in T9155 and T9182 there are only 10% write operations.  

 

 

 

Fig. 6. Total migrations on the synthetic traces 

4.3 Results on the Real OLTP Trace 

Figure 7 shows the results on the real OLTP trace. The left part of Fig. 7 shows the 
total writes on PCM. The OLTP trace exhibits a read-incentive pattern and its read 
locality is much higher compared with write locality. These characteristics make 
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APP-LRU cannot distinguish the write-intensive page since most pages are read-
intensive with only few write operations. From the figure, we still can identify that 
APP-LRU reduce PCM’s writes compared with LRU, which means APP-LRU policy 
is effective against reducing trace’s write operations located on PCM. In conclusion, 
the APP-LRU algorithm has poor effect on reducing PCM write counts, but is better 
than both CLOCK-DWF and LRU. Furthermore, APP-LRU still can reduce the total 
PCM write counts as the size of PCM is larger than DRAM. 

The right part of Fig. 7 shows total migrations for real OLTP trace. From the fig-
ure, we can see that the migrations of our proposal decrease as the PCM/DRAM ratio 
augments, and while the migrations of its competitors grow. Our method can reduce 
average 2 times total migrations against its competitors to reduce writes of PCM, 
while CLOCK-DWF incurs maximum migrations but cannot obtain any reduction of 
the total writes of PCM. The total performance of APP-LRU outperforms both Hy-
brid-LRU and CLOCK-DWF because the miss rate and the large number of migra-
tions of both Hybrid-LRU and CLOCK-DWF are larger than others. 

 

Fig. 7. PCM write counts and total migrations on the real OLTP trace 

5 Conclusion 

This paper proposes an efficient page replacement policy called APP-LRU for 
PCM/DRAM-based hybrid memory systems. APP-LRU introduces a metadata table 
to record the access histories of pages and propose to predict the access patterns of the 
pages in the memory. Based on the predicted access patterns, either read-intensive or 
write-intensive, APP-LRU determines to put pages in PCM or DRAM. Through com-
prehensive experiments on six synthetic traces and one real trace, we demonstrate that 
our proposal can effectively reduce PCM writes with few migrations. 
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