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Abstract. In this work we address a game theoretic variant of the short-
est path problem, in which two decision makers (agents/players) move
together along the edges of a graph from a given starting vertex to a
given destination. The two players take turns in deciding in each vertex
which edge to traverse next. The decider in each vertex also has to pay
the cost of the chosen edge. We want to determine the path where each
player minimizes its costs taking into account that also the other player
acts in a selfish and rational way. Such a solution is a subgame perfect
equilibrium and can be determined by backward induction in the game
tree of the associated finite game in extensive form.
We show that finding such a path is PSPACE-complete even for bipartite
graphs both for the directed and the undirected version of the game. On
the other hand, we can give polynomial time algorithms for directed
acyclic graphs and for cactus graphs in the undirected case. The latter
is based on a decomposition of the graph into components and their
resolution by a number of fairly involved dynamic programming arrays.

Keywords: shortest path problem, game theory, computational com-
plexity, cactus graph

1 Introduction

We are given a directed graph G = (V,A) with vertex set V and arc set A
with positive costs c(u, v) for each arc (u, v) ∈ A and two designated vertices
s, t ∈ V . The aim of Shortest Path Game is to find a directed path from s
to t in the following setting: The game is played by two players (or agents) A
and B who start in s and always move together along arcs of the graph. In each
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vertex the players take turns to select the next vertex to be visited among all
neighboring vertices of the current vertex with player A taking the first decision
in s. The player deciding in the current vertex also has to pay the cost of the
chosen arc. Each player wants to minimize the total arc costs it has to pay. The
game continues until the players reach the destination vertex t.Later, we will
also consider the same problem on an undirected graph G = (V,E) with edge
set E which is quite different in several aspects.

To avoid that the players get stuck at some point, we restrict the players in every
decision to choose an arc (or edge, in the undirected case) which still permits a
feasible path from the current vertex to the destination t.

(R1) No player can select an arc which does not permit a path to vertex t.

In classical game theory the above scenario can be seen as a finite game in
extensive form. All feasible decisions for the players can be represented in a
game tree, where each node corresponds to the decision of a certain player in a
vertex of the graph G.

The standard procedure to determine equilibria in a game tree is backward in-
duction (see [Osborne, 2004, ch. 5]). This means that for each node in the game
tree, whose child nodes are all leaves, the associated player can reach a decision
by simply choosing the best of all child nodes w.r.t. their allocated total cost, i.e.
the cost of the corresponding path in G attributed to the current player. Then
these leaf nodes can be deleted and the pair of costs of the chosen leaf is moved
to its parent node. In this way, we can move upwards in the game tree towards
the root and settle all decisions along the way.

This backward induction procedure implies a strategy for each player, i.e. a rule
specifying for each node of the game tree associated with this player which arc to
select in the corresponding vertex of G. Always choose the arc according to the re-
sult of backward induction. Such a strategy for both players is a Nash equilibrium
and also a so-called subgame perfect equilibrium (a slightly stronger property),
since the decisions made in the underlying backward induction procedure are
also optimal for every subtree.3

The outcome, if both players follow this strategy, is a unique path from s to
t in G corresponding to the unique subgame perfect equilibrium (SPE) which
we will call spe-path. A spe-path for Shortest Path Game is the particular
solution in the game tree with minimal cost for both selfish players under the
assumption that they have complete and perfect information of the game and
know that the opponent will also strive for its own selfish optimal value.
3 In order to guarantee a unique solution of such a game and thus a specific subgame

perfect Nash equilibrium, we have to define a tie-breaking rule. We will use the
“optimistic case”, where in case of indifference a player chooses the option with
lowest possible cost for the other player. If both players have the same cost, the
corresponding paths in the graph are completely equivalent. Assigning arbitrary but
fixed numbers to each vertex in the beginning, e.g. 1, . . . , n, we choose the path to
a vertex with lowest vertex number.
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