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Abstract. Evaluating non-linear multivariate polynomial systems over
finite fields is an important subroutine, e.g., for encryption and signature
verification in multivariate public-key cryptography. The security of mul-
tivariate cryptography definitely becomes lower if a larger field is used
instead of GF(2) given the same number of bits in the key. However,
we still would like to use larger fields because multivariate cryptography
tends to run faster at the same level of security if a larger field is used. In
this paper, we compare the efficiency of several techniques for evaluating
multivariate polynomial systems over G F/(2%?) via their implementations
on graphics processing units.

Key words: Efficient implementation; multivariate public-key cryptog-
raphy, GPGPU

1 Introduction

1.1 Background

The security of the public-key cryptography depends on the complexity of math
problems. Of course, the public-key cryptography uses well-known hard prob-
lems, however, some of them will be insecure in the future. For example, the
security of RSA public-key cryptosystem|[5] is based on the complexity of integer
factorization. However, quantum computers can solve it in polynomial time[6].
Hence, RSA public-key cryptosystem is going to be insecure in the future.

Therefore, some researchers study post-quatum cryptosystemsas, none of
the known quantum algorithms can solve the problem in polynomial time..
The multivariate public-key cryptosystem (MPKC) is expected a candidate of
post-quatum cryptosystems. Starting from the seminal work on MPKCy [3],
researchers have provided efficient signature scheme [2] and provably secure
symmetric-key cipher [1]. The security of MPKC is based on the complexity of
solving non-linear multivariate quadratic polymial equations over a finite field
(MP), which is known as NP-complete.

Evaluating non-linear multivariate polynomial systems over a finite field is an
important subroutine in MPKC. The core operations in evaluating a multivariate
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polynomial system are additions and multiplications over a finite field. Therefore,
accelerating these operations will accelerate all multivariate cryptosystems. On
the other hand, the security of a MPKC depends on the numbers of unknowns
and polynomials, as well as the order of the finite field.

1.2 Related works

Typically, GF(2) and its extension fields are used in many multivariate cryp-
tosystems, as additions over them only need cheap XOR operations. In the past,
uses of GF(2), GF(2*) and GF(28) have been considered for multivariate cryp-
tosystems [1]. For GF(2!®), multiplications are implemented by using interme-
diate fields of GF(2'¢) on CPU and GPU[7]. Figure 1 shows the result of [7].

Intermediate field

GF(2)

GF(2%)
CPU

GF(2%)
GF(2%)

0 5 10 15 20 25[sec]

m Zech'smethod  m Polynomial basis  m Normal basis

Intermediate field
-
GF(2)

GF(2%)
GPU
GF(2%)

GF(28)

0 0.08 0.16 0.24 0.32 0.4[sec]

m Zech'smethod ™ Polynomial basis ™ Normal basis

Fig. 1. The result of multiplications over GF(2'%)[7]

1.3 Owur contribution

In this paper, we have simply extended to GF(232) case from GF(21¢)case[7].
We study arithmetic operations over GF(232) and their implementation because
we expect that they will be used for MPKC in the future.

In the following, we compare four methods for multiplications over G F(23?)
with CPU and graphics processing units (GPU) implementations.

2 Operations over Extension Fields

2.1 Extension of Finite Field

Let p be a prime, and F = GF(p™), K = GF(p")(m,n > 1). Then K is an
extension field of F, where m | n. We asuume that k = n/m, ¢ = p™. Then the
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Frobenius map oy of K/F is defined as:
oo(a) = al.
0p is a map from K to K. It satisfies:

1. oo(a+b) = oo(a) + oo(b) Va,b € K;
2. ao(ab) = op(a)og(b); and
3. op(a) =aVa€eF.

The Galois group Gal(K/F) is given by:
Gal(K/F) ={o: K — K : automorphism|o(a) = a (Va € F)}.

The elements of a Frobenius map oy are the elements of the Galois group
Gal(K/F), in which the group operation is simply function composition. More-
over, Gal(K/F) is a cyclic group generated by the Frobenius map oy, i.e.,

Gal(K/F) = {0'870-(1%0-87 . -ao-g_l}'

2.2 Additions over Extension Fields

K can be represented as a set of polynomials of degrees less than k over F'. Now,
we choose a degree-k irreducible polynomial over F":

folz) = zF +ap_ 12"V + -+ az +ag,a0,...,a5_1 € F. (1)
Then, K can be described by following the formula:
K = {ck_lxk_l + -+ cax+cleo, ..., cx—1 € F}.
Addition e; 4 e5 can be represented as:
e1+ez:=ei(z) +ex(x) mod fo(x),
where ey, ey € K. Therefore, we can compute addtions over extension fields by
summations of coefficients of polynomials over the base field.

2.3 Multiplications over Extension Fields

Polynomial Basis Let K be a set of polynomials over F'. Then, we can compute
multiplication e; * es, where e1,es € K, by:

e1* e = e1(x) * ez(z) mod fo(x), (2)

Zech’s Method K* := K\ {0} is a cyclic group. Therefore, K* has a generator
v € K*, and K = (7). Then we can represent any element in K* as +*, where ¢
is an integer. In particular, v¢ # A0 <0 # 0 < p"—2. In this way, K* can
be represented by [0, p™ — 2]. Then, multiplications over K* can be computed by
integer additions modulo p™ — 1.
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Normal Basis There exists an o € K for a finite Galois extension K/F such
that {o(«a)|o € Gal(K/F)} is an F-basis of K, which is called a normal basis of
K/F. A normal basis of K/F can thus be denoted by:

{a,aq,an,...,aqk_l}. (3)

Then, an element a € K can uniquely be written as:

m (k=1)m
a=coo+ciaf +---Fcp_10P ,€C0y...,Clh1 €F. (4)

Let a = [co,c1,...,ck—1), € K be defined in Eq. (4). Then Frobenius map
oo(a) as:
oo(a) = a? = [cp—1,c0,C1,- .., Ch—2],- (5)

In other words, o¢(a) is simply a right circular shift [4].

Furthermore, let a = [co,¢1,...,¢k-1],,0 = [o,¢1,...,k-1], € K, and
the result of the multiplication a % b be [do,d1,...,dg—1],. Then, every d;,
where 0 < ¢ < k, can be computed by evaluating the quadratic polynomials of
CoyClye- -y Ck_hclo, Cll, ceey C,k,—l over F'. Let dz = Pi(CO, ey Ck_l,Clo, ey Clk_l), YO0 <
i < k. According to Eq. (5), we can compute og(a * b) by:

Uo(a*b) = [dk_l,do,dl,...,dk_g]n (6)
= og(a) * oo(b)
= [Cicfl,co, cee ;Ck72]n * [C/kfla 0/07 cee ,Clk72]n
= [Po(ckfhco, .- -7Ck72,Clk—1,0/07 e 7Clk—2)a ceey
pk—l(ck—l;c(h---aCk—Qaclk—hC/Oa--~aClk—2)LL-

By comparing coefficients, di_o can be computed by:
/ / / /
di—2 = pr—1(Ck—1,C0, €15 -+, C—2,C k1,0, 15 .., k—2),

with Eq. (6). In the same way, we can compute oZ(a *b), ..., for all i by doing
right circular shifts and computing all the d,.’s by evaluating pg_1.

Multiplication Tables We create a multiplication table by offline precomput-
ing all combinations of multiplications over K. Then, we can compute multipli-
cations by looking up the multiplication table.

2.4 Analysis of Multiplication Algorithms

Polynomial Basis Let ej,es € K be cy_12* 1+ -+ c1z+¢p and /121 +
<o+ 12 + g, respectively, and an irreducible polynomial fy be defined as
Eq. (1). Then, the addition e; + ez needs k additions over F. On the other hand,
the multiplication e; % es can be computed by:

/ 2k—2 U
€1k ey = 101222+ + oy mod fo(x).
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In this method, we need compute multiplications ¢;¢’; for 0 < i,j < k and
summations ZiJrj:t,mzo ¢idj for 0 <t < 2(k — 1) over F. The summation
Ziﬂ.:t ij>0 ¢ j needs t and 2k —t — 2 additions for 0 <t < kand k <t <
2(k—1) respectively. Therefore, it needs (k — 1) additions and k2 multiplications
over F' if schoolbook multiplication is used. Moreover, e x es takes k[log, p™] ~
n[log, p] bits of memory.

Zech’s Method In this method, a multiplication over K needs one integer
addition modulo k£ — 1. On the other hand, addition is not simple. Therefore,
we convert it to the polynomial basis for additions and convert it back to the
cyclic group representation for multiplications. Therefore, a multiplication needs
three such conversions. One is for converting from polynomial to cyclic group
representation, while the other is the opposite. Therefore, an addition takes k
additions over F', similar to the polynomial basis representation, and a multipli-
cation needs one integer addition modulo k£ — 1 plus three conversions between
polynomial and cyclic group representations. Moreover, since the tables represent
maps from K to itself, Zech’s method needs 2p™[log, p™| bits of memory.

Normal Basis Let a,b € K be [cg,...,ck-1], and [co,...,¢'x—1],, respec-
tively. An addition over K takes k additions over F', similar to the polyno-
mial basis method. On the other hand, a multiplication a * b takes 2(k — 1)
right circular shift operations and k evaluations of a fixed (quadratic) polyno-
mial py_1(co,...,ck-1,¢0,--.,k—1). An evaluation of a quadratic polynomial
takes k? — 1 additions and 2k? multiplications over F. We can further speed up
such an evaluation by precomputing common multiplications c;c; over F', where
0 <4,j <k — 1. Moreover, we can modify formula for ¢;,c;,c;,¢'; to :

pk—l(COa ey Clk—1, CIO7 e ,Clk_l)
= coc'o + D o<icjcr Siglci +¢)(ci +5) V(i j), si5 € F,

where ¢ # j. Therefore, a multiplication over K needs k(k—1)(k+2)/2 additions
and k(k?+1)/2 multiplications over F plus 2(k—1) right circular shift operations.
Moreover, the normal basis method needs (k? —k+2)[log, p™]/2 bits of memory.

Multiplication Tables An addition over K can be computed using k additions
over F. On the other hand, a multiplication over K needs only one table look-up.
Since the entire multiplication table needs to store every possible combination
of multiplications over K, this method requires p*>"[log, p™] bits of memory.

3 GPGPU via CUDA

A graphics processing unit (GPU) is a special-purpose processor for accelerating
computer graphics computations. Due to the nature of its computational tasks,
GPUs can handle many operations in parallel in a high speed.
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General-purpose GPU (GPGPU) computing is a technique that uses GPUs
for general-purpose computation. Since GPUs are designed for single instruction
multiple data (SIMD) operations, they are quite efficient for parallel processing.
On the other hand, they are not so efficient when there is limited amount of
parallelism. Therefore, the most important task in GPGPU is to identify or
manufacture parallelism in the algorithms to be implement.

3.1 CUDA API

CUDA is a development environment for NVIDIA’s GPUs [8]. Before CUDA,
GPGPU must have been done via hacking OpenGL or DirectX. These tools are
not easy to use for non-experts of graphics programming, which was changed by
the introduction of CUDA.

In CUDA, hosts correspond to computers, whereas devices correspond to
GPUs. In CUDA, a host controls one or more devices attached to it. A kernel
is a function that the host uses to control the device(s). In earlier CUDA, only
one kernel can run at a time, and a program launches a kernel whenever parallel
processes is needed. A kernel handles several number of blocks in parallel. A
block also handles multiple threads in parallel. Therefore, a kernel can handle
many threads simultaneously.

3.2 Parallelization for CUDA implementations

In CUDA API, we should consider how parallelize algorithms on GPUs. Espe-
cially, the number of threads in each block is important. This number is defined
by GPUs. For example, NVIDIA GeForce 580 GTX can use 1,024 threads in
each block registers. On the other hand, this number is alsor confined by the
number of registers in blocks. Every thread use different registers for variables
in kernels. When the total number of registers in every thread is greater than
the number of registers in blocks, GPUs shows unexpected behavior (e.g. GPUs
are halted). Therefore, we should parallelize algorithms for threads lest numbers
of threads is greater than these GPU limitations.

4 Multiplications over GF(23?)

We can use XOR operations for computing additions over GF(2). Moreover,
multiplications over GF(2) can be computed by the logical conjunctions AND.

4.1 Costs of multiplications over GF(232)

Table 1 shows the costs of multiplications over GF(232).

The polynomial basis method and the normal basis method need a lot more
computational cost. On the other hand, Zech’s method and using multiplication
table are impractical, as it needs 32 GBytes and 64 EBytes of memory space,
respectively.
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Table 1. Costs of multiplications over GF(23%).

Methods “ Computational cost [Memory spacel
Polynomial basis|| 961 XOR + 1,024 AND 4 Byte
method + 1 MOD
Zech’s 1 ADD + 1 MOD 32 GByte
method + 3 LOOKUP
Normal basis [[16,864 XOR + 16,400 AND 125 Byte
method + 2 SHIFT
Multiplication 1 LOOKUP 64 EByte
table

4.2 Using Intermediate Fields

Although the multiplication table method is impractical for GF(232), it is possi-
ble for GF(28), as the table there requires only 256 KByte. Also, Zech’s method
over GF(232) needs just 256 KByte. Here, we consider a method using an inter-
mediate field GF(2!) for GF(2%?)/GF(2), where | = 2,4,8,16. In this method,
we can compute multiplications over GF(232) by considering it as an extension
field over GF(2') and by using the polynomial basis method or the normal basis
method. For example, since the extension degree k = 4 for GF(23%)/GF(28),
we can compute multiplication over GF(23?) by 9 additions over GF(2%)(72
XORs), 16 table look-ups, and one modulo over GF(2%) with the polynomial
basis method, or 288 XORs and 34 table look-ups with the normal basis method.

Similarly, we estimate the computational costs of multiplications over G F(232)
using GF(2%), GF(2*) or GF(2'%). We show the computational costs of multi-
plications over GF(232?) using these intermediate fields in Table 2.

Table 2. Costs of multiplications over GF(23?) using intermediate fields.

Intermediate Computation method Computational cost Memory
field GF(2") |GF(2)/GF(2)|GF(2%%) /GF(2") [ XOR[LOOKUP[MOD]ADD space
GF(27) Polynomial basis|| 450 512 1 - 6B
Normal basis |[4,320] 4,112 - - 35B

GF(2*) |Multiplication [Polynomial basis|| 196 256 1 - 132B
table Normal basis |[1,120{ 1,040 - - 143B

GF(2°) Polynomial basis|| 72 128 1 - 64kB+4B
Normal basis 288 272 - - 64kB+4B

GF(2™) [Zech’s method [Polynomial basis|| 16 12 4 |4 + 1]256kB+4B
Normal Basis 64 15 5 5 [256kB+4B
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Experimentation

We implement the three basic multiplication methods, namely, polynomial basis,
Zech’s method, and normal basis, over GF(23?) on CPU and GPU. We evaluate
and compare the running time of 67,108,864 multiplications with random ele-
ments over GF(23?) for each methods. Similarly, we also implement and perform
the same experiment using intermediate fields as follows:

1.

2.

- GF(22)/GF(2") /GF(2(

Multiplication table 4+ polynomial basis method:
GF(2%2)/GF(2¥)/GF(2) (k =1,2,4,8)
Multiplication table 4+ normal basis method:
GF(2%)/GF(2")/GF(2) (k=1,2,4,8)

. Zech’s method + polynomial basis method:

GF(2%2)/GF(2'9)/GF(2)

. Zech’s method + normal basis method:

GF(2%2)/GF(2'9)/GF(2)

Moreover, we describe primitive polynomials for each field extensions.

. GF(2%%)/GF(2):

Y32 4Y24Y24Y+1=0

. GF(2%2)/GF(22)/GF(2):

YIO+Y3 4y + X =0

. GF(2%)/GF(2Y)/GF(2):

Y84+Y34+Y+X=0

. GF(2%?)/GF(2%)/GF(2):

X4 Y24+ (X+1)Y +(X3+1)=0
):

Y24Y +XB =0

5.1 Environment of Implementation

All the experiments are performed on Ubuntu 10.04 LTS 64bit, Intel Core i7
875K and NVIDIA GeForce 580 GTX with 8 GBytes of DDR3 memory.

Table 3 shows constructions of parallelizations of 67,108,864 multiplications

on NVIDIA GeForce 580 GTX for each multiplication method.

Table 3. Constructions of parallelizations on NVIDIA GeForce 580 GTX.

Intermediate Polynomial basis Normal basis

field GF(2") || Block [ Thread][Iteration| Block [ Thread|[Iteration
GF(2) 32,768 32 64 [32,768| 32 64
GF(2%) [[32,768] 128 16 32,768 128 64
GF(2%) [[32,768] 512 4 132,768 512 4
GF(2%) [[32,768] 512 4 32,768 512 4
GF(2™) [[32,768] 512 4 132,768 512 4
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5.2 Experiment Results

We show the result of implementations in Figure 2.

Intermediate field
GF(2)

GF(22)
GF(2%)
GF(2%)
o9 | 3510
0 100 200 300 400 500 600 [sec]

m Polynomial basis  m Normal basis
Intermediate field

GF(2) |
GF(22)
GPU (2

25.064

8yl 0.0555
GF(2%) 0.0621

GF(2%6)

0 1 2 3 4 25 26 [sec]

m Polynomial basis ™ Normal basis

Fig. 2. Experimental result of multiplications over G F(23?)

In CPU implementations, the normal basis method using GF(2'9) is the
fastest, possibly because it needs the fewest computations among every method.

On the other hand, in GPU implementations, the polynomial basis method
using GF(2%) for the intermediate field is the fastest. We believe that the GPU
cannot efficiently access the tables in Zech’s method over GF(28), as these tables
are too large to fit into the fast memory on GPU.

6 Conclusions

In this work, we have implemented and compare of several multiplication meth-
ods over GF(2%2). In CPU implementations, the normal basis method using
GF(2'9) is the fastest. The second fastest is the polynomial method over G F(216).
On the other hand, for GPU implementations, it seems that GF(2%) is a very
efficient intermediate field for building extension fields over it. Comparing CPU
and GPU implementations, the fastest GPU implementation is about 49 times
faster than the fastest one on the CPU. However, our GPU implementations are
just parallelized CPU ones. We expect our research makes enables to enhance
the security of MPKC by converting small finite fields (like GF(28)) to GF(23%).

In future work, we would like to discuss optimizing multiplication methods
for both CPU and GPU. Moreover, we would like to evaluate MPKCs using our

implementaions.
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