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Abstract. This paper outlines a hybrid approach in data mining to pre-
dict the size of forest fire using meteorological and forest weather index
(FWI) variables such as Fine Fuel Moisture Code (FFMC), Duff Mois-
ture Code (DMC), Drought Code (DC), Initial Spread Index (ISI), tem-
perature, Relative Humidity (RH), wind and rain. The hybrid model is
developed with clustering and classification approaches. Fuzzy C-Means
(FCM) is used to cluster the historical variables. The clustered data are
then used as inputs to Back-Propagation Neural Network classification.
The label dataset having value greater than zero in fire area size are clus-
tered using FCM to produce two categorical clusters,i.e.: Light Burn, and
Heavy Burn for its label. On the other hand, fire area label with value
zero is clustered as No Burn Area. A Back-Propagation Neural Network
(BPNN) is trained based on these data to classify the output (burn area)
in three categories, No Burn Area, Light Burn and Heavy Burn. The ex-
periment shows promising results depicting classification size of forest
fire with the accuracy of confusion matrix around 97, 50 % and Cohens
Kappa 0.954. This research also compares the performance of proposed
model with other classification method such as SVM, Naive Bayes, DCT
Tree, and K-NN that showed BPNN have best performance.

Keywords: Forest fire Prediction, FCM, Back-Propagation Neural Net-
work, Data Mining

1 Introduction

Forest fire is a common natural world phenomenon. Every year millions of
hectares of forests in the world are destroyed [1], between 1980 - 2007 at least 2.7
million hectares were burnt in Portugal [2]. This caused severe damages to the
natural environment and resulted in loss of precious human lives. Forest fire is
one of the major environmental concern that affects the preservation of forests,
resulting in economical and ecological damage that causes human suffering.

Referring to Elmas [3], quick fire detection and response are effective ways in
reducing the damages caused by forest fires. Various studies have been made in
order to improve early fire prediction and detection systems that helps to develop
response strategies during the fire. It means, one of the key successes of putting



out forest fire is by providing an early warning detection. Early warning detection
is related to accurate prediction of results based on determined parameters.
There are three trending techniques that could be used in predicting forest fire
such as the use of satellite data, infra red or smoke scanners and local sensors,
for example, using the meteorological ones [2].

Safi et al [4] tried to overcome forest fire impacts by making prediction using
data mining technique. A future event has always been considered a mysterious
activity scientists trying to treat into scientific activities based on theories and
models. Predictions in data mining can be used in identifying many real world
problems such as financial forecasting and prediction of environmental applica-
tions or to test scientific understanding of the behaviour of complex systems or
phenomena. The predictions are also used as a guide or basis for decision making
[2].

In [5], based on the perspectives of forest fire, it is mentioned that several
scientists around the world had utilized statistical approaches such as regression
analysis, probabilistic analysis and artificial intelligence. Some data mining tech-
niques have been applied in the domain of fire detection, for example by adopting
meteorological data to predict forest fire [2]. Back propagation neural network
and the rule generation approach [6], fuzzy c-means clustering application in
the case of forest fire [5], artificial neural network to the real word problem of
predicting forest fire [4], Neural Network (NN) and Support Vector Machines to
predict forest fire occurrence based on weather data [7], decision tree algorithm
namely C4.5 to extract a forest fire data and classifying hotspot occurrences [8].

This research aims at proposing an approach for predicting the size of forest
fire occurs based on meteorological and forest weather index dataset consisting
of eight variables: FFMC, DMC, DC, ISI, temperature, RH, wind and rain. The
size of forest fire will be classified using Back-Propagation Neural Network into
three categories,i.e: No Burn Area, Light Burn and Heavy Burn. As the label
(area) in datasets of size of forest fire is numerical, before classification process,
the data should be clustered into three classes. We split the dataset into two
part: the data with zero value and data having value greater than zero. The
process of clustering two categories dataset (light and heavy burn) is done with
unsupervised method FCM in label data (area) that have value greater than
zero, while for No Burn Area, it is done by selecting label (area) that have value
zero. We used ten fold cross validations in separating training dataset and testing
dataset with shuffled and stratified sampling. Confusion matrix and Kappa is
used in evaluating the performance of the model.

The remaining of this paper will be organised as follows: chapter two talks
about related works, chapter three talks about fundamentals of the approach,
chapter four describe the research method used to predict the size of forest fire.
The rest of the papers are discussion on the results and, the last chapter is
conclusion and future work of this research.



2 Related Works

Satoh et al [9] developed a system for predicting the dangers of a forest fire.
A simulation of dangers related to forest fire was developed not only using the
previous weather condition, but also coupled with data on population density
and some other factors.

Cortez and Morais [2] used five different data mining techniques to predict
the burnt area of forest fire using Support Vector Machines (SVM) and Random
Forests. With four distinct features likes spatial, temporal, Fire Weather Index
components and weather variables (such as temperature, relative humidity, rain
and wind), it was found that the best configuration was reached using Support
Vector Machine, which is capable of predicting the frequent burnt areas due to
small fire.

A study to increase the Fuzzy C-means model intelligently using a flexible
termination criteria for the clustering of forest fire was conducted by Illadis
et al[5]. This approach enables the algorithm to be more flexible and human-
like in an intelligent way. It also avoids possible infinite loops and unnecessary
iterations.

Decision tree C4.5 algorithm is implemented to predict the location of the in-
cident hotspots in Rokan Hilir district, Riau province, Indonesia [8]. The dataset
consists of hotspot locations, human activity factors, and land cover types. The
human activity factors include city center locations, road network and river net-
work.

Safi et al [4] applied artificial neural networks to the real world problem of
predicting forest fire, using back propagation learning algorithm. Yu et al [6]
conducted a research investigating the nonlinear relationship between the size of
a forest fire and meteorological variables (temperature, relative humidity, wind
speed and rainfall) using two hybrid approaches. At first phase Self Organizing
Map is used to cluster the data. Than, in second phase the clustered data were
used as inputs for two different approaches, the back-propagation neural network
and the rule generation approaches.

Sakr et al [10] applied a description and analysis of forest fire prediction meth-
ods based on Support Vector Machines to predict the fire hazard level of a day,
where the algorithm depended on previous weather conditions. Moreover, in [7],
Sakr et al try to reduced a set of weather parameters utilizing relative humidity
and cumulative precipitation to estimate the risk of the output, to predict the
occurrence of forest fire by comparing two artificial intelligence-based methods:
Artificial Neural Networks (ANN) and Support Vector Machines (SVM).

Based on the above existing researches, this paper proposes an approach to
predict the size of forest fire using hybrid model, between Fuzzy C-Means (FCM)
clustering technique and Back-Propagation Neural Network (BPNN) classifica-
tion technique in processing meteorological and forest weather index data as
input.



3 Fundamentals

3.1 Forest Fire

Forest fire as a kind of common natural disaster possibly makes a great danger
to people living in the burnt forest as well as to wildlife. Such disaster may
be caused by lightning, human negligence or arson that can burn thousands of
square kilometers. According to Brown and Davis [11], there are three types of
forest fire namely: ground fire, surface fire and crown fire.

3.2 Data Mining

Data mining can be seen as a process of discovering patterns in large volume
of data having meaningful information [11]. The process must be automatic
or (more usually) semi-automatic. Among several existing methods commonly
applied in data mining, in this research, clustering and classification are chosen to
be implemented. Clustering technique is used to cluster the size of forest burning
size area having value greater than zero into four clusters, while classification
technique is to determine which type of burning size that will probably occur
based on meteorological data.

Fuzzy C-Means (FCM) is one of popular fuzzy clustering techniques that
used for finding similarities in data and putting similar data into several groups,
has been proposed by Dunn [12] in 1973 and then later modified by Bezdek [13]
in 1981. It is an approach where the data points have their membership values
with cluster center, to be updated iteratively. The detail explanation of FCM
algorithm, could be seen at [14].

Back-Propagation Neural Network (BPNN) is classification technique
highly dependent on the network structure and training process that has better
learning rate [15]. The number of input layer nodes, hidden layer and output
layer in BPNN will determine the structure of the network.

Back-propagation learning process requires a pair of input vectors and the
target vectors. The output vector of each input vector will be compared with the
target vector. This measurement is necessary in order to minimize the difference
between the output vector and the target vector.

In BPNN it begins with the initialization of weights and thresholds at ran-
dom. The weights are updated in each iteration to minimize the Mean Square
Error (MSE) between the output vector and the target vector, where the detail
information of BPNN was explain in [16].

3.3 Preprocessing

There are several steps in data mining preprocessing [17], such as data cleansing,
data integration, data reduction and data transformation. In this research, data



transformation is used to normalize the data. Data normalization is useful for
classification involving neural networks or distance measurements such as nearest
neighbour classification and clustering. Beside that, it can affect to speed up the
learning rate of BPNN for classification. In this research Min-max normalization
is applied to perform a linear transformation on the original data [11], where the
formula could be seen at (1). The data of eight variables or attribute used in
this research will be transform in new range with min value is 0 and max value
is 1.

v′i =
vi −minA

maxA −minA
(New maxA −New minA) +New minA (1)

Where minA is existing minimum value and maxA is existing maximum val-
ues of an attribute A. vi is existing data value in attribute A that will be mapped
to current data value v′i in the new range [0 , 1] [New minA, New maxA].

4 Research Method

Fig.1 depicts the overall process in this research, describing the position the
proposed hybrid model in predicting size of forest fire.

4.1 Data Collection

Data on forest fire are collected from the study by Cortez and Morais, available in
the UCI machine learning repository [2] . The dataset contains 12 variable with
their respective labels, forest fire weather index (FWI) components in Montesano
Natural Park, a northeast region of Portugal. Weather observations are collected
by Braganza Polytechnic Institute and integrated to the forest fire dataset. The
park was divided into 81 distinct locations by placing a 9×9 grid onto the map
of the park. The dataset has a total of 517 samples, from year 2000 until 2007.
This research only select 8 variables to be considered: FFMC, DMC, DC, ISI,
Temperature, RH, Wind and Rain.

4.2 Splitting the Dataset

In this steps, the dataset is split into two categories. The process of splitting
data is conducted by selecting label dataset(Area). The label (Area) that have
value zero, it means have not any total burn area size will be separate from label
(Area) that have value more than zero as showed in Fig. 2. After that, all data
with zero value will be categorized as data ”No Burn Area”. Otherwise, the label
(Area) data with value more than zero will be cluster by FCM to categorized as
data Light Burn or Heavy Burn.



Fig. 1. Research Method Outline

4.3 Normalization

After splitting dataset into two categories between dataset that have value zero
or more than zero in attribute label, we continue with the process of normal-
ization. Normalization process in this research uses equation (1) with min max
normalization. The normalization process, only transform 8 variables that will
be used in clustering and classification process such as FFMC, DMC, DC, ISI,
temperature, RH, wind, and rain. This process results in minimum and max-
imum values between [0, 1] in dataset. The sample of process before and after
normalization could be seen in Fig.3 and Fig.4.



Fig. 2. Sample of Process Split Dataset

Fig. 3. Sample Dataset before Normalization

Fig. 4. Sample Dataset after Normalization

4.4 Fuzzy C-Means Clustering Dataset

The process of categorizing dataset into two categorise of size of fire is done in this
phase. Fuzzy C-Means here will cluster the data based on eight Meteorological
variables. Since FCM is unsupervised method, it will automatically categorise
the dataset into two categorise by default: cluster 0 (as Light Burn) and custer 1
(as Heavy Burn).

We observed several distance similarity measurements algorithm in FCM
such as Correlation Similarity, Cosine Similarity, Dice Similarity, Inner Product
Similarity, Jaccard Similarity, Overlap Similarity, Kernel Euclidian Distance,



Manhattan Distance, Chebychev Distance, Euclidean Distance, Canberra Dis-
tance, Dynamic Time Warping Distance to achieve the best performance of
classification BPNN .

4.5 Merge Dataset

After clustering process has been done, the data that has been categorize as
No Burn Area will be merged with the data that has been cluster by FCM.
Therefore, after this process we will have the dataset that contain label No Burn
Area, Light Burn, and Heavy Burn. As you can see in Fig.5.

Fig. 5. Sample of Merge Dataset

4.6 Back-Propagation Neural Network Architecture

The architecture of Back-Propagation Neural Network in this research uses only
one hidden layer, where the learning rate has been fixed at β = 0.3 and the
maximum number of iteration is α = 500. The detail steps of BPNN could be
seen at [16]. Fig.6 is showed the architecture of BPNN.

5 Result Evaluation and Discussion

5.1 Performance Measurement

After classification process, to assess the performance results of our proposed
hybrid method for predicting forest burning size, we used confusion matrix [11]
to measures accuracy of classifier can be calculated by equation (2) and Cohen’s
Kappa statistic measurement [18] to assess inter-rater reliability when observing
categorical variables can be calculate by equation (3).

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Kappa =
Observed Agreement−Expected Agreement

1−Expected Agreement
(3)



Fig. 6. Back-Propagation Neural Network Architecture

5.2 Experiment Result

This research used RapidMinner tools to conduct the experiment. All the process
from normalization phase, clustering, classification until Validation and Evalu-
ation were conducted in RapidMiner. Based on the results displayed in Table 1
and Table 2, it is shown performance of Back-Propagation neural network could
achieve best results with accuracy around 97.50% and index of Cohens Kappa
0.961. The best performance of proposed model are gathered with combination

Table 1. Performance of Hybrid Model in Stratified Sampling

Type of Distance Similarity in FCM Accuracy Kappa

Correlation Similarity 95.74% 0.933
Cosine Similarity 97.10% 0.954
Dice Similarity 96.91% 0.945
Inner Product Similarity 96.71% 0.936
Jaccard Similarity 96.91% 0.945
Overlap Similarity 91.30% 0.861
Kernel Euclidian Distance 96.14% 0.938
Manhatan Distance 96.13% 0.935
Chebychev Distance 95.74% 0.930
Euclidean Distance 96.33% 0.941
Canberra Distance 93.42% 0.897
Dynamic Time Warping Distance 86.26% 0.780



Table 2. Performance of Hybrid Model in Shufled Sampling

Type of Distance Similarity in FCM Accuracy Kappa

Correlation Similarity 95.75% 0.932
Cosine Similarity 97.50% 0.961
Dice Similarity 97.30% 0.952
Inner Product Similarity 96.34% 0.927
Jaccard Similarity 97.30% 0.952
Overlap Similarity 89.56% 0.833
Kernel Euclidian Distance 96.92% 0.951
Manhatan Distance 96.90% 0.947
Chebychev Distance 96.91% 0.949
Euclidean Distance 96.92% 0.951
Canberra Distance 92.65% 0.884
Dynamic Time Warping Distance 84.56% 0.754

of BPNN with FCM that used Cosine Similarity. Besides that, to show the per-
formance of BPNN, we also compare the performance of another classification
method such as SVM, KNN, DCT, and Naive Bayes, that include with same
clustering technique FCM in categorizing the dataset. The results comparison
could be seen at Fig 7 and Fig.8.

The proposed Hybrid model for predicting the size of forest fire indicates a
promising result. Compared with other methods such as SVM, K-NN and DCT
Tree, the proposed method is still showing better performance, more over Naive
Bayes and Random Forest have lowest performance classification with accuracy
less than 74% and Cohens Kappa 0.54.

Fig. 7. Results of Accuracy Confusion Matrix Performance



Fig. 8. Results of Cohen’s Kappa Performance

The overall approach of experiment in this study is different to the existing
work done by Cortez and Morais [2] that also used same dataset. However, in
their study used twelve variables which our approach used eight variables. Be-
sides that, they only evaluate pure prediction methods such as Neural Network,
SVM, Naive Bayes, Multiple Regression and Decision Trees without combining
cluster methods that provide burn area prediction in numerical results without
categorizing the type of result forest burning size.

6 Conclusion

This research has proposed an alternative hybrid model capable of predicting
the size of forest fire by combining Fuzzy C-Means and Back-Propagation Neu-
ral Network method. The model which incorporates meteorological and forest
weather index variables (FFMC, DMC, DC, ISI, temperature, RH, wind and
rain) has been shown to be successfully classify the level of burning into three
categories: No Burn Area, Light Burn and Heavy Burn. The evaluation of the
proposed model has showed promising results with accuracy of confusion matrix
around 97.50% and Kappa 0.961. It is also found that cosine similarity method
in FCM shows better performance than other similarity distance measuring al-
gorithms under simulation. For the future work, the model will be implemented
as web services and integrated with meteorological sensor to build early warning
of forest fire prediction system.
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