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Abstract. We propose an infinite mixture model for the clustering of
positive data. The proposed model is based on the generalized inverted
Dirichlet distribution which has a more general covariance structure than
the inverted Dirichlet that has been widely used recently in several ma-
chine learning and data mining applications. The proposed mixture is
developed in an elegant way that allows simultaneous clustering and fea-
ture selection, and is learned using a fully Bayesian approach via Gibbs
sampling. The merits of the proposed approach are demonstrated using
a challenging application namely images categorization.
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1 Introduction

The important proliferation of digital content requires the development of power-
ful approaches for knowledge extraction, analysis, and organization. Clustering,
in particular, has been widely adopted for knowledge discovery and data engi-
neering. The main goal of any clustering algorithm is to partition a given data
set into groups so that objects within a cluster are more similar than those in
different clusters [26]. Many clustering techniques have been developed in the
past and have been applied successfully on different data types (e.g. binary, dis-
crete, continuous) extracted within various applications [6, 11, 15]. Among these
techniques, mixture models have played important roles in many areas includ-
ing (but not confined to) image processing, computer vision, data mining, and
pattern recognition, thanks to their flexibility and strong statistical foundations
which offer a formal principled way to clustering. In particular, Gaussian mixture
model has drawn considerable attention in the machine learning community and
has achieved good results [21]. However, recent concentrated research efforts have
shown that this mixture model may fail to provide good generalization capabil-
ities when the per-cluster data distributions are clearly non-Gaussian, which is



the case of positive data as deeply discussed in [3, 2, 1].
The main contribution of [3, 2] was the introduction of the finite inverted Dirich-
let mixture model for the clustering of positive data which are naturally gen-
erated by many real-world applications. The authors have proposed a detailed
approach for the learning of the parameters of this finite mixture, also. In order
to handle huge number of classes and avoid over- or under-fitting problems (a.k.a.
controlling variance, model selection), which is a central issue in learning-based
techniques, the finite inverted Dirichlet mixture was extended to the infinite
case in [2]. This extension was based on the consideration of Dirichlet processes
which have been widely used in the case of nonparametric Bayesian approaches
[9, 8]. Despite its advantages and flexibility, the inverted Dirichlet has a very re-
strictive covariance structure that is generally violated by data generated from
real-life applications. Thus, we propose an alternative to the inverted Dirichlet
namely the generalized inverted Dirichlet (GID) that has a more general covari-
ance structure. Our work can be viewed as a principled and natural extension to
the framework developed in [2], since we consider the GID within an infinite mix-
ture model by taking feature selection into account. The feature selection process
is formalized by introducing a background distribution, common to all mixture
components, into the infinite model to represent irrelevant features. Moreover,
we develop an algorithm for the learning of the resulting model using Markov
chain Monte Carlo (MCMC) sampling techniques namely Gibbs sampling and
Metropolis-Hastings [20].
The paper is organized as follows: Section 2 presents our infinite mixture model.
Section 3 provides empirical evaluation based on the challenging problem of
images categorization. Finally, Section 4 concludes the paper.

2 The Model

In this section, we start by presenting the finite GID mixture model, then its
infinite counterpart is developed. A feature selection approach is proposed, also.

2.1 Finite Model

Let us consider a data set Y = (Y 1,Y 2, . . . ,Y N ) of N D-dimensional positive
vectors, where Y i = (Yi1, . . . , YiD), i = 1, . . . , N . We assume that Y i follows a
mixture of M GID distributions:

p(Y i|Θ) =

M
∑

j=1

πjp(Y i|Θj) (1)

where p(Y i|Θj) is a GID distribution [18]:

p(Y i|Θj) =

D
∏

l=1

Γ (αjl + βjl)

Γ (αjl)Γ (βjl)

Y
αjl−1
il

T ηjl
il

(2)



where Til = 1 +
∑l

k=1 Yik and ηjl = βjl + αjl − βj(l+1) with βj(D+1) = 0. Each
Θj = (αj1, βj1, αj2, βj2, . . . , αjD, βjD) is the set of parameters defining the jth
component, and πj is the mixing weight of the jth cluster. Of course, being

probabilities, the πj must satisfy: πj > 0, j = 1, . . . ,M , and
∑M

j=1 πj = 1.
In mixture-based clustering [21], each vector Y i is assigned to all classes with
different posterior probabilities p(j|Y i) ∝ πjp(Y i|Θj). It is possible to show that
the properties of the GID distribution allows the factorization of the posterior
probabilities as: p(j|Y i) ∝ πj

∏D
l=1 pib(Xil|θjl), where Xi1 = Yi1 and Xil =

Yil

1+
∑

D
l=1

Yil
for l > 1, pib(Xil|θjl) is an inverted Beta distribution with θjl =

(αjl, βjl), l = 1, . . . , D:

pib(Xil|αjl, βjl) =
Γ (αjl + βjl)

Γ (αjl)Γ (βjl)
X

αjl−1
il (1 +Xil)

−αjl−βjl

Thus, the clustering structure underlying Y is the same as that underlying
X = (X1, . . . ,XN ) described by the following mixture model with conditionally
independent features:

p(Xi|Θ) =
M
∑

j=1

πj

D
∏

l=1

pib(Xil|θjl) (3)

This means that GID mixture model has the ability to reduce complex multidi-
mensional clustering problems to a sequence of one-dimensional ones.

2.2 Infinite model

Let Zi be a variable indicating from which cluster each vectors Xi arose (i.e
Zi = j means that Xi comes from component j), thus πj = p(Zi = j), j =
1, . . . ,M and

p(Z|P ) =

M
∏

j=1

π
nj

j (4)

where P = (π1, . . . , πM ), Z = (Z1, . . . , ZN), nj =
∑N

i=1 IZi=j is the number of
vector in cluster j. It is common to consider a Dirichlet distribution as a prior for
P which is justified by the fact that the Dirichlet is conjugate to the multinomial
[7]:

p(P |η1, . . . , ηM ) =
Γ (

∑M
j=1 ηj)

∏M
j=1 Γ (ηj)

M
∏

j=1

p
ηj−1
j (5)

where (η1, . . . , ηM ) ∈ R
+M

are the parameters of the Dirichlet. By taking ηj =
η
M
, j = 1, . . . ,M , where η ∈ R

+, we obtain

p(P |η) =
Γ (η)

Γ ( η
M
)M

M
∏

j=1

pη−1
j (6)



Because the Dirichlet is a conjugate prior to the multinomial, we can marginalize
out P :

p(Z|η) =

∫

P

p(Z|P )p(P |η)dP =
Γ (η)

Γ (η +N)

M
∏

j=1

Γ ( η
M

+ nj)

Γ ( η
M
)

which can be considered as a prior on Z. We have also

p(P |Z, η) =
p(Z|P )p(P |η)

p(Z|η)
=

Γ (η +N)
∏M

j=1 Γ ( η
M

+ nj)

M
∏

j=1

p
nj+

η
M

−1
j (7)

which is a Dirichlet distribution with parameters (n1 +
η
M
, . . . , nM + η

M
) from

which we can show that:

p(Zi = j|η, Z−i) =
n−i,j +

η
M

N − 1 + η
(8)

where Z−i = {Z1, . . . , Zi−1, Zi+1, . . . , ZN}, n−i,j is the number of vectors, ex-
cluding Y i, in cluster j. Letting M → ∞ in Eq. 8, the conditional prior gives
the following limits [23]

p(Zi = j|η, Z−i) =

{ n
−i,j

N−1+η
if n−i,j > 0 (cluster j ∈ R)

η
N−1+η

if n−i,j = 0 (cluster j ∈ U)
(9)

where R and U are the sets of represented and unrepresented clusters, respec-
tively. The previous equation describes actually a Dirichlet process of mixtures
which learning is generally based on the MCMC technique of Gibbs sampling [1]
by generating the assignments of vectors according to the posterior distribution

p(Zi = j|Z−i,X ) ∝ p(Zi = j|Z−i)

∫

p(Xi|Zi = j, Θj)p(Θj |Z−i,X−i)dΘj (10)

where Z−i represents all the vectors assignments except Zi and X−i represents
all the vectors except Xi.
In order to obtain the conditional posterior distributions of our infinite model’s
parameters given the data that we would like to cluster, we need to choose
appropriate priors. Here, we consider the same priors previously proposed in [1]
for the inverted Dirichlet which is actually the multivariate case of the inverted
Beta in Eq. 3. Thus, we need to parametrize the inverted Beta as following:

pib(Xil||αjl|, µjl) =
Γ (|αjl|)

Γ (µjl|αjl|)Γ ((1− µjl)|αjl|)
X

µjl|αjl|−1
il (1 +Xil)

−|αjl| (11)

where |αjl| = αjl+βjl, µjl =
αjl

|αjl|
, and for which we impose independent uniform

and inverse Gamma priors, respectively:

p(µjl) ∼ Ujl

[0,1] p(|αjl||σ,̟) ∼
̟σ exp(−̟/|αjl|)

Γ (σ)|αjl|σ+1
(12)



where σ and ̟ are hyperparameters, common to all components, representing
shape and scale of the distribution, respectively, and for which we consider the
following priors to add more flexibility to the model:

p(σ|λ, δ) ∼
δλ exp(−δ/σ)

Γ (λ)σλ+1
p(̟|φ) ∼ φ exp(−φ̟) (13)

Having all our priors in hand, the calculation of the parameters posteriors given
the rest of the variables becomes straightforward:

p(|αjl|| . . .) ∝
̟σ exp(−̟/|αjl|)

Γ (σ)|αjl|σ+1

∏

Zi=j

p(Xi|Θ) (14)

p(µj | . . .) ∝
∏

Zi=j

p(Xi|Θ) (15)

p(σ| . . .) ∝
̟Mσδλ exp(−δ/σ)

Γ (σ)MΓ (λ)σλ+1

M
∏

j=1

exp(−̟/|αjl|)

|αjl|σ+1
(16)

p(̟| . . .) ∝
̟Mσφ exp(−φ̟)

Γ (σ)M

M
∏

j=1

exp(−̟/|αjl|)

|αjl|σ+1
(17)

With these posteriors, the learning algorithm can be summarized as follows:

– Initialization.
– Generate Zi from Eq. 10, i = 1, . . . , N using the algorithm in [22].
– Update the number of represented components M .
– Update nj and πj =

nj

N+η
, j = 1, . . . ,M .

– Update the mixing parameters of unrepresented components πU = η
η+N

.

– Generate |µjl| from Eq. 15 and |αjl| from Eq. 14, j = 1, . . . ,M using
Metropolis-Hastings [20].

– Update the hyperparameters: Generate σ from Eq. 16 and ̟ from Eq. 17
using adaptive rejection sampling as proposed in [13].

Note that in the initialization step, the algorithm starts by assuming that all
the vectors are in the same cluster and the initial parameters are generated as
random samples from their prior distributions.

2.3 Feature Selection

It is noteworthy that the model proposed in the previous section does not take
into account the fact that different features may have different weights in the
clustering structure, and that some features may be noise and then compromise
the generalization capabilities of the model [12]. In order to introduce feature
selection in our model, it is possible to use the following formulation:

p(X i|Ξ) =
M
∑

j=1

πj

D
∏

l=1

[

ρlpib(Xil||αjl|, µjl) + (1 − ρl)pib(Xil||α
irr
jl |, µirr

jl )
]

(18)



where Ξ = {Θ, ρ,Θirr} is the set of all the model parameters, ρ = (ρ1, . . . , ρD),
Θirr = {|αirr

jl |, µirr
jl }, and pib(Xil||α

irr
jl |, µirr

jl ) is a background distribution, com-
mon to all mixture components, to represent irrelevant features. ρl = p(zil = 1)
represents the probability that the lth feature is relevant for clustering where zil
is a hidden variable equal to 1 if the lth feature ofX i is relevant and 0, otherwise.
By introducing feature selection, the learning algorithm proposed in the previous
section has to be slightly modified by adding simulations from the posteriors of
|αirr

jl |, µirr
jl , for which we choose the same priors considered for |αjl|, µjl, and ρ

for which we consider a Beta prior with location δ1 and scale δ2 common to all
dimensions:

p(ρ|δ1, δ2) =

[

Γ (δ2)

Γ (δ1δ2)Γ (δ2(1− δ1))

]D D
∏

d=1

ρδ1δ2−1
d (1− ρd)

δ2(1−δ1)−1 (19)

Moreover, the zi are generated from a D-variate Bernoulli distribution with pa-

rameters (ẑi1, . . . , ẑiD), where ẑil =
ρlpib(Xil||αjl|,µjl)

ρlpib(Xil||αjl|,µjl)+(1−ρl)pib(Xil||αirr
jl

|,µirr
jl

)
de-

notes the expectation for zil:

p(z|ρ) =

N
∏

i=1

D
∏

d=1

ρzidd (1− ρd)
1−zid =

D
∏

d=1

ρfdd (1− ρd)
N−fd (20)

where fd =
∑N

i=1 Izid=1. Then, the posterior for ρ is

p(ρ| . . .) ∝ p(ρ|δ1, δ2)p(z|ρ) ∝

D
∏

d=1

ρδ1δ2+fd−1
d (1− ρd)

δ2(1−δ1)+N−fd−1 (21)

Note that the feature selection process starts by assuming that all features have
a probability of 0.5 to be relevant, then this relevancy value is updated during
the learning iterations.

3 Experimental Results: Images Categorization

In this section we demonstrate the utility of our model by applying it on a chal-
lenging application namely visual scenes categorization. Moreover, we compare
the proposed approach with the infinite inverted Dirichlet proposed in [2]. Com-
paring our results with many other generative and discriminative techniques is
clearly out of the scope of this paper. In this application, the values of the hy-
perparameters have been set experimentally to one. This choice has been found
reasonable according to our simulations.
The wealth of images generated everyday has spurred a tremendous interest in
developing approaches to understand the visual content of these images. In this
section, we shall focus on the challenging problem of images categorization, to
validate our GID infinite mixture model, which is a crucial step in several appli-
cations such as annotation [5, 10], retrieval [14, 27], and object recognition [25].



A common recent approach widely used for images categorization, that we fol-
low in this application, is the consideration of the so-called bag of visual words
generated via quantization of local image descriptors such as SIFT [19].
We considered two challenging datasets in our experiments namely the 15 class
scene recognition data set [16] and the 8 class sport events data set [17]. The
15 class scene recognition data set contains the following categories: coasts (360
images), forest (328 images), mountain (374 images), open country (410 images),
highway (260 images), inside of cities (308 images), tall buildings (356 images),
and streets (292 images), suburb residence (241 images), bedroom (174 images),
kitchen (151 images), livingroom (289 images), and office (216 images), store
(315 images), and industrial (311 images). Figure 1 displays examples of images
from this data set. The 8 class sports event dataset contains the following cate-

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Fig. 1. Sample images from each group in the 15 class scene recognition data set.
(a) Highway, (b) Inside of cities, (c) Tall buildings, (d) Streets, (e) Suburb residence,
(f) Forest, (g) Coast, (h) Mountain, (i) Open country, (j) Bedroom, (k) Kitchen, (l)
Livingroom, (m) Office, (n) Store, (O) Industrial.

gories: rowing (250 images), badminton (200 images), polo (182 images), bocce
(137 images), snowboarding (190 images), croquet (236 images), sailing (190
images), and rock climbing (194 images). Figure 2 displays examples of images
from this data set. We construct our visual vocabulary for each data set, from
half of the available images in each data set, by detecting interest points from
these images using the difference-of-Gaussians point detector, since it has shown
excellent performance [19]. Then, we used SIFT descriptor [19], computed on



(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. Sample images from each group in the 8 class sports event dataset . (a) rowing,
(b) badminton, (c) polo, (d) bocce, (e) snowboarding, (f) croquet, (g) sailing, (h) rock
climbing.

detected keypoints of all images and giving 128-dimensional vector for each key-
point. Moreover, extracted vectors were clustered using the K-Means algorithm
providing 250 visual-words. Each image in the data sets was then represented by
a 250-dimensional positive vector describing the frequencies of visual words, pro-
vided from the constructed visual vocabulary. These vectors are separated into
a test set of vectors and a training set of vectors. Then, we apply our learning
algorithm to the training vectors in each class. After this stage, each class in the
database is represented by a statistical model. Finally, in the classification stage
each unknown image is assigned to the class increasing more its loglikelihood.
A summary of the classification results, measured by the average values of the
diagonal entries of the confusion matrices obtained for the different classifica-
tion tasks, is shown in table 1. This table clearly shows that the GID infinite
mixture outperforms the infinite inverted Dirichlet mixture. The results can be
explained by the fact that the GID is more flexible than the inverted Dirichlet.
We can clearly notice, also, that introducing feature selection improves further
the results.

Table 1. Classification performance (%) obtained for the two tested data sets using
three different approaches.

GID GID + feature selection Inverted Dirichlet

Data set 1 (15 categories) 74.52 75.31 70.11
Data set 2 (8 events) 73.25 74.03 70.72



4 Conclusion

Clustering plays a crucial role in various data mining and knowledge discov-
ery applications. The majority of existing clustering algorithms, however, either
assume that clusters follow Gaussian distributions; or are very sensitive to the
presence of irrelevant features. In this paper we have proposed a new clustering
algorithm devoted to positive data that is robust to irrelevant features, and iden-
tifies automatically clusters having non-Gaussian distributions. Our approach
achieves this by representing the data using an infinite mixture model of GID
distributions in which a feature weighting component is introduced. Feature se-
lection is introduced in order to remove irrelevant features that may compromise
the clustering process. Our simulations based on the challenging problem of im-
ages categorization have shown the efficiency of the proposed model. A potential
future work could be the development of a variational approach, like the one pro-
posed in [12], to improve the learning of our model from a computational point
of view. Several other directions present themselves for future efforts. Indeed, the
developed approach could be applied to many real-world problems such as 3D
object recognition [24] or to the generation of SVM kernels using the methodol-
ogy recently proposed in [4].
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