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Abstract This paper extends the idea of Brezinski’s hybrid acceleration procedure, for the solution of a system of
linear equations with a symmetric coefficient matrix of dimension n, to a new context called cooperative compu-
tation, involving m agents (m < n), each one concurrently computing the solution of the whole system, using an
iterative method. Cooperation occurs between the agents through the communication, periodic or probabilistic, of
the estimate of each agent to one randomly chosen agent, thus characterizing the computation as concurrent and
asynchronous. Every time one agent receives solution estimates from the others, it carries out a least squares com-
putation, involving a small linear system of dimension m, in order to replace its current solution estimate by an
affine combination of the received estimates, and the algorithm continues until a stopping criterion is met. In ad-
dition, an autocooperative algorithm, in which estimates are updated using affine combinations of current and past
estimates, is also proposed. The proposed algorithms are shown to be efficient for certain matrices, specifically in
relation to the popular Barzilai—-Borwein algorithm, through numerical experiments.

Keywords Distributed multi-agent optimization - Gradient descent methods - Hybrid procedures

1 Introduction

Motivated by the ubiquitous appearance of large scale networks, there has been much recent interest in distributed
control and computation involving multiple agents connected through a network. In the class of problems studied
in this context, there has been a recent focus on so-called cooperative distributed multi-agent optimization, in
which the goal is to collectively optimize a global objective, under the constraints that there is no access to
centralized information, so that the algorithms designed for such networks should rely only on local information.
In addition, given the applications, such as wireless networks, there is usually also a requirement of robustness
against changes in network connectivity (link failures) and structure (node failures). More formally, following
[22], a multi-agent network model consists of m agents exchanging information over a connected network. Each
agent ¢ has a local convex scalar objective function f;(x), with f; : R®™ — R, and a nonempty local convex
constraint set, known by this agent only. The vector x € R" represents a global decision vector that the agents are
collectively trying to decide on. The goal of the agents is to cooperatively optimize a global objective function,
denoted by f(x), which is a combination of the local objective functions, i.e., f(x) = T (f1(x),..., fm(x)),
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where a common choice of T"is ), f;(x). Roughly speaking, these two paradigms of cooperative computation are
concerned with, respectively, the solution of problems of decentralized optimization of the type ming, » . fi(x),
or of ‘worst case’ optimization of the type max; min,, f;(z;).

In the field of computation, the emphasis has been mainly on the paradigm of concurrent computing in which
some computational task is subdivided into as many subtasks as there are available agents (processors). The subdi-
vision naturally induces a communication structure or graph connecting processors and the challenge is to achieve
a subdivision that maximizes concurrency of tasks (hence minimizing total computational time), while simulta-
neously minimizing communication overhead. This paradigm arose as a consequence of the usual architecture of
most early multiprocessor machines, in which interprocessor communication is a much slower operation than a
mathematical operation carried out in the same processor. Disadvantages of this approach arise from the difficulty
of effectively decomposing a large task into minimally connected subtasks, difficulties of analysis and the need for
synchronization barriers at which all processors wait for the slowest one, in order to exchange information with
the correct time stamps (i.e., without asymmetric delays).

With the advent of ever larger on-chip memory and multicore processors that allow multithread programming,
it is now possible to propose a new paradigm in which each thread, with access to a common memory computes
its own estimate of the solution to the whole problem (i.e., decomposition of the problem into subproblems is
avoided) and the threads exchange information amongst themselves, this being the cooperative step. The design
of a cooperative algorithm has the objective of ensuring that exchanged information is used by the threads in such
a way as to reduce overall convergence time.

The idea of information exchange between two iterative processes was introduced into numerical linear algebra
long before the advent of multicore processors by Brezinski [16] under the name of hybrid procedures, defined as
(we quote) “a combination of two arbitrary approximate solutions with coefficients summing up to one...(so that)
the combination only depends on one parameter whose value is chosen in order to minimize the Euclidean norm
of the residual vector obtained by the hybrid procedure... The two approximate solutions which are combined in
a hybrid procedure are usually obtained by two iterative methods”. The objective of minimizing the residue is to
accelerate convergence of the overall hybrid procedure.

Brezinksi and coauthors followed up on this idea in several papers. In [2] properties of convergence of the
hybrid procedure are studied ([2, sec. 3]). Hybrid procedures are also used by Brezinski in [12] and [14]. The
concept of multiparameter iteration is also introduced by Brezinski in [15] and [11], where a descent matrix is
used instead of a descent direction. In [13] Brezinski considers the equation AX = B € R™"*™ and defines and
studies block iterative methods which handle the linear system, with m different right hand sides, simultaneously
instead of treating them separately. The same paper also considers a block hybrid procedure to find the solution of
the block system ([13, sec. 3]). It should be noted, however, that all of these papers consider the hybrid procedure
in a convergence acceleration context rather than in the context of concurrent, asynchronous implementation.

Thus, the contribution of this paper is to reconsider the idea of a hybrid procedure in the context of concurrent,
asynchronous implementation, in which each iterative method is employed by an agent which cooperates, under
some communication scheme, with the other agents in order to compute the desired solution. The basic idea can
be expressed simply as follows. For linear equations, affine combinations of solution vectors (x;) correspond to
affine combinations of residues (r; := Ax; —b). Thus, thinking in terms of several agents cooperating to solve the
linear system, whenever any agent is in possession of residues from some other (possibly neighboring) agents, it
can compute a residue with norm less than or equal to its own, by simply computing the vector of smallest norm in
the affine subspace spanned by the residue vectors available to it. This is a simple minimization problem which has
an explicit closed form solution (of the least squares type) not just for the 2-norm, but also for weighted 2-norms,
discussed further below. Thus the key step in the cooperative algorithm proposed in this paper is as follows. Every
time one agent receives approximations of solutions from one or more agents, the receiving agent applies the
closed form solution to the minimization problem described above and replaces its current value by the computed
affine combination. Computation continues until a stopping criterion, e.g., residual norm below a prespecified
tolerance, is met. This paper studies deterministic and probabilistic communication variants and shows, through
numerical experiments, that they can be quite efficient, specifically in relation to the well known and much used
Barzilai-Borwein algorithm ([5]), particularly for ill-conditioned matrices. Notice that the cooperative paradigm,
which seeks to solve min; min,, f;(x;), is quite different from the distributed optimization problems mentioned
above.

Other motivations for the consideration of the paradigm of cooperative computation are as follows. For the
simple model problem of solution of linear systems, there is the well known optimal conjugate gradient (CG)
algorithm, which, however, is inherently sequential. It is also a second order method, in the sense that, for a
linear system of dimension n, it uses two coupled iterations, one in the direction of the gradient of the scalar



quadratic function f(x) = %xTAx — b™x and the other in a suitably defined conjugate direction. In the class of
first order methods that use only gradient information, there is the well known steepest descent (SD) algorithm,
the related orthomin (OM) algorithm, and the Barzilai-Borwein (BB) algorithm, which uses delayed gradient
information and has been extensively investigated due to its surprisingly good convergence properties. These
first order methods are also all essentially sequential and do not admit concurrent implementations. In contrast,
the cooperative computation (CC) algorithm studied in this paper, is inherently concurrent, with asynchronous
communication between agents. On the other hand, for two agents, it also works with two vectors of size n, like
the CG algorithm, but with simultaneous updates by each processor instead of the sequential updates required by
the CG algorithm.

Many attempts to improve the SD, OM, BB methods have been made (see e.g. [4,19,18]). An intuitively
attractive way to achieve this is by including more ‘knowledge’ about the behavior of the A matrix acquired during
the previous iterations, especially values of the previous residues. Here our approach is different, as it is based on
exchanging information between different trajectories of essentially the same dynamical system. Also note that
the cooperative concurrent approach proposed in this paper is different from the standard parallel computation
approach, in which a (large) computational task is typically decomposed into smaller computation tasks that are
then carried out concurrently and, in a synchronized step, put together to generate the next iterate.

This paper is organized as follows. Section 2 discusses some preliminaries, while section 3 studies optimal
affine combinations of residual vectors. Section 4 presents the general form of the cooperative computation algo-
rithm and section 5 the results of numerical experiments. Section 6 presents some concluding remarks. Finally,
two appendices end the paper with studies about the performance of the CC algorithms and with several properties
and lemmas, respectively.

2 Preliminaries

One approach to solving the equation
Ax=b (1)

where A is a symmetric positive definite matrix of dimension n (typically large and sparse), is to minimize the

convex quadratic function, also referred to as the cost function and defined as:

fx) = %XTAX —b'x ()

since the unique optimal point that minimizes f is x* = A ~!b. Several algorithms are based on the standard idea
of generating a sequence of points, starting from an arbitrary initial guess, and proceeding in the descent direction
(negative gradient of f(x)), with an adequate choice of the step size. In mathematical terms:

X1 = Xp — PrTk 3)
where r;, = V f(x;) = Axy, — b is called the residue and py, is the step size. Note that, from (3):
Tpt1 = AXpp1 — b = A(xg — prrg) — b = (I — prA)ry 4

Table I lists some of the common choices for the step size py,. The notation ||r|| -1 refers to the so-called A~!-
norm, defined as vr"A~!r. Note that |[r||% _, = 2f(x) + b'x*. These step sizes, being inverses of Rayleigh
quotients, are all between the values: 0 < (1/Anax(A)) < pr < (1/Amin(A)). Some other, more elaborate,
choices and the comparison of these choices with each other and with the Barzilai-Borwein algorithm are given
in [6].

Table 1 Choice of step size for different methods: steepest descent (SD), Orthomin (OM), Barzilai-Borwein (BB)

[ Method [ Stepsize choice pg [ Convergence ]
rTr . .
SD rL’fAfk monotonic in ||r|| 5 —1
rLArk ..
OM TAT, monotonic in ||r||2 and ||r|| 5 -1
r r
BB R nonmonotonic
r};_lArk,l




The SD and OM algorithms are classical ([21]), and, although simple, have the disadvantage of slow conver-
gence when the condition number of A is large ([3,23]). The BB algorithm has been much studied because of
its remarkable improvement over the SD and OM algorithms ([25,4, 17] and references therein) and proofs of its
convergence can be found in [20]. However, a complete explanation of why this simple modification of the SD
algorithm improves its performance considerably has not yet been found, although it has been suggested that the
improvement is connected to its nonmonotonic convergence, as well as to the fact that it does not produce iterates
that get trapped in a low dimensional subspace [4]. Like the SD and CG methods, the BB method tends to become
slow for ill-conditioned problems [20, 17]. The other method that can be derived from an optimization perspective
is the famous conjugate gradient (CG) method, which can be written as:

Tp+1 = Iy — pAPk 5)
Pk+1 = Tit1 — BrPk

This method has the properties of very fast convergence, theoretically in at most n iterations, where n is the
problem dimension ([21]), superior to that of the BB algorithm ([6]). It is also appropriate for use with large, sparse
matrices, since it uses only matrix-vector products in its computations. Notice, however, that the CG algorithm
works with a state space of dimension twice that of the vector x, since it uses coupled iterations in both r and p.
This is interpreted from a control perspective in [9, 10]. Note also that the coupling between the r and p iterations
(5) is of the Gauss-Seidel type, i.e, the updated value ry_; is used immediately after it is computed in the p update.
This is crucial to the speed of convergence of the CG algorithm and also implies that it has an inherently sequential
structure, that does not permit concurrent computation of r and p.

In this context, the affine combination cooperative method studied in this paper aims to combine the advantages
of the methods mentioned above, while attempting to avoid some of the disadvantages. Specifically, by using
affinely combined SD/OM algorithms, the monotonically decreasing behavior of some norm of the residual vector
is retained, but speed of convergence can be enhanced. The algorithm runs concurrently on all agents, with a low
level of communication between them, that can be realized, for example, asynchronously at random intervals,
between random pairs of agents.

3 Optimal affine combinations of solution estimates

Let x4, ...,X,, be m estimates of the solution x* to the linear system (1), available at some stage of computation
of the solution by m agents using iterative methods, which could be the same or different. The question that we
wish to address is the following. If communication between agents occurs, can each agent, receiving one or more
solution estimates, improve its own estimate using the information it receives? The answer is affirmative, and is
explained below.

Given the solution estimate x;, let r; = Ax; — b be the corresponding residual vector and e; = x; — x* the
corresponding error vector, fori € {1,--- ,m}.

For future use, we put the m estimate, residual and error vectors into matrices in R™*" defined as:

X = [x1 X2 " X (6)
R:i=[r1ry - 1y @)
E:=lei1e - ey (8)
Given a set of vectors v; and a set of real numbers «;, ¢ = 1,...,m, such that 27;1 a; = 1, an affine

combination of the vectors v; is defined as Z:ll Q;V;.

The key observation that affine combinations of estimates correspond exactly to affine combinations of their
residuals can be stated mathematically as follows: the affine combination of residuals r,g = Z;ll our; Is the
residual that corresponds to the same affine combination of the estimates X;, i.e., r.g = AX.g — b, where

Xaff 1= 2 1o 0.
3.1 Minimizing affine combinations of residual in the 2-norm
In the context of iterative solution methods which aim to minimize the residual error norm, an estimate that

produces a smaller residual norm is preferable to one that produces a larger norm. Thus, from the observation just
made, the problem of finding an optimal combination of estimates, i.e., one that produces the smallest residual



norm, is equivalent to the problem of finding the residue of smallest norm that belongs to the affine subspace
generated by the m residual vectors, where this subspace can be defined as:

{aqgr1 + -+ apmry stoag + -+ oy = 1}

and denoting a vector of ones by 1,,, := [1 --- 1]" € R™, the problem can be formulated as:
i Ralf 9
saa o IRel: ©

This constrained minimization problem is solved by writing the Lagrangian
Fla,p) = aR"Ra + u(a’l,, — 1)
where (. is the Lagrange multiplier. Setting the partial derivatives of F’ to zero yields:

o) — 9R™Rax + pl,, = 0

BFéiylt) — aTlm —1=0

Solving for o in terms of u:
a= —%(RTR)‘llm

which implies —£17, (R™R)™'1,, — 1 =0, thatis p = *m and finally

T —1
(R'R) "1, =& =[0G’ (10)

"1 (R'R) 1,
The residual vector with smallest norm in the affine subspace is:

R(R'R)'1,,

T = RA e ——————————
PR T I RR)11,

=aqry + -+ QT (11)

3.2 Minimizing the cost function of affine combinations of estimates

The optimal affine combination (10-11) minimizes the norm of the residue. This procedure is particularly in-
teresting when agents use an algorithm like orthomin, which produces a sequence of estimates with residues of
monotonically decreasing 2-norm. However, the steepest descent algorithm does not produce such a sequence of
estimates, but rather one with monotonically decreasing cost function values, f(x) or, equivalently, monotonically
decreasing weighted norms ||r||%_, = 2f(x) + b'x*. Thus, the performance of cooperative SD algorithms may
be improved upon by using optimal affine combinations which seek to minimize the cost function f(x); i.e. the
problem can be now defined as:

min  f(Xa) (12)

S.t. aT1,,=1

Writing the Lagrangian F(at, 1) = f(Xa) + p(a'l, —1) = La™X"AXa —b"Xa + pu(a’1,, — 1) and setting
its partial derivatives to zero yields:

Oflens) — XTAX e — X'b + pl,, = 0

Jda
BFézML) — aTlm —1=0
This leads to the solution
1-17 (XTAX)"1Xb
o= m{ ) (XTAX) "1, + (XTAX) " 'X™b := & = [d1 - - - G]” (13)

17 (XTAX) 11,

The corresponding affine combination of the estimates is then:

1-17 (X"TAX)"'X™b
17, (XTAX)~11,,

and the corresponding residual vector is:

% =Xa = X(X'AX) 1, + X(X'AX)'X'b (14)

7

r

_1-17 (X'AX)"'X™b _ _
—b= 1T (XTAX)-'1,, AX(XTAX) 11m + AX(XTAX) 1XTb —b (15)

A
Ré&



Remark 1 In the two previous subsections, the optimal affine combinations presented minimize ||Rex|| and f(Xa)
(= |Rex|| 4-1), respectively. We unify these two cases by using the notation || - ||a=, 2 € Z where z usually takes
the values 0, 1, with the convention that the A%-norm is defined to be the 2-norm. This leads to the unified
general problem:

min  |Ral|a= (16)

4 Cooperative computation algorithms

This section defines two types of cooperative algorithms: Type la, with periodic deterministic information ex-
change; Type 1b, with randomized information exchange, and finally type 2, which is a class of autocooperative
algorithms, in which the algorithm uses an optimal affine combination of its own current and delayed iterates, so
that it can be thought of as cooperating with itself (thus m = 1). The algorithms are presented by means of pseu-
docode and an appropriate nomenclature is also introduced for each variant, consisting of a placeholder for each
choice made in the algorithm and a superscript which represents a specific value for this choice. Capital letters
(S, O) denote the algorithm chosen by each agent and lower case letters (z, p, d, t) represent parameter choices
(respectively, norm, probability, deterministic period, and tolerance), according to the following description:

— Type la. S90™~92%d"N : q agents using Steepest descent; m — ¢ agents using Orthomin; a = 0 implies use of
2-norm in optimal affine combination (eqs. 10-11), a = —1 implies use of A~'-norm (egs. 13-14); superscript
N € N (of letter d) denotes that communication occurs after /V iterations.

— Type 1b. S10™~92%pM: ¢ agents using Steepest descent; m — ¢ agents using Orthomin; here again @ indicates
the norm minimized by the affine combination; superscript M (of letter p) taking values in [0, 1] denotes the
probability of communication.

— Type 2. S(O)z%t¢ one agent using Steepest descent or Orthomin; here too a indicates the norm minimized by
the affine combination; the superscript e (of letter ¢) denotes the tolerance used (see line 7 of algorithm 3).

Thus, for example, in the first class of algorithms, the notation S?O!2°d'? signifies that a total of 2+ 1 = 3 =
m agents cooperate, with 2 using the Steepest descent algorithm, one using the Orthomin algorithm, the 2-norm is
used to obtain the optimal affine combination and deterministic information exchange occurs every ten iterations.
We also define x;, ; to be the value of the estimate of the <th agent at iteration k.

Algorithm 1 Type 1a S90™~2%d" cooperative computation algorithm (deterministic)

1: k=0
2: For each agent, set Xy ;,% = 1,...,m to the given initial value.
3: while stopping criterion is not met do
r‘]i_irk.i .
Phi= T pae— t=1,...,4 (SD)
. kit ki
4 Xpy1, = Xk — Pk,iTk,i> wherery ; = Axg ; — b, and T Ar
R k,i k,i A

Pk,i = rl’-,ilAQrk,i7 qu-‘rl,...,m (OM)

5: k=k+1

6: if £ is a multiple of N then

7: Choose an agent randomly, say the jth, which will update its estimate using x the optimal affine combination (specified by a)

8: Calculate the optimal affine combination X = X, & = [Xj,1 Xk,2 - - - Xk, m | &, Where & = arg miHaTlmzl |Rra]laa

9: Xk+1,; = X, the other agents maintain their estimates Xg 1 ; = Xg 4, i =1,...,5—1,7+1,...,m

10: k=k+1

11: end if

12: end while

In algorithm 3, the reason to use an optimal affine combination between the present estimate and a two step
delayed estimate can be explained as follows. Akaike [3] showed that, when gradient descent algorithms are used,
the error e, = x; — x* (as well as the residue r;, = Aey) tends to lie in a space spanned by the eigenvector
associated with the smallest eigenvalue and the eigenvector associated with the largest eigenvalue. In addition,
Akaike shows that asymptotically r;, alternates between these eigendirections and hence the vector ry, tends to have
the same direction that the vector ry_o. The parallelism between these vectors can be detected by the conditions
P 2 pr—2 Or rpri_o/|rx|||lre—2| = 1 (see [4]). If the parallelism is exact, it is easy to prove (see lemma 2 in
the appendix 2) that & = [rj ry_2]& = 0 and hence X = x*.



Algorithm 2 Type 1b S70™~92%pM cooperative computation algorithm (probabilistic)

1: k=0

2: For each agent, set Xy ;,% = 1,...,m to the given initial value.

3: while stopping criterion is not met do

TL_irk.i .

pk,z:mv 7’:177(1 (SD)

4: Xk41,i = Xk,i — Pk,iTk,i» where req; = Axkyi - b, and r’EI;b-Ar;; ;
Pk,i = mv t=qg+1,...,m (OM)

5: k=k+1

6: if random(0, 1) < M then

7: Choose an agent randomly, say the jth, which will update its estimate using x the optimal affine combination (specified by a)

8: Calculate the optimal affine combination X = Xy & = [Xj,1 Xk,2 - - - Xk, m |G, Where & = arg mingry [|Rra|laa

9: Xg+1,5 = X. The other agents maintain their estimates i.e., Xy 41,5 = Xk 4> Xk+1,6 = Xkt = 1,...,0 — 1,7+ 1,...,m

10: k=k+1

11: end if

12: end while

Algorithm 3 Type 2 S(O)z%t¢ autocooperative computation algorithm
1: k=0
2: Set xj, Xk —1 to the given initial values.
3: Choose tolerance €
4: while stopping criterion is not met do

rlrk
Pk = T (SD)
r, Ary
5: Xk4+1 = Xi — pETk, Where ry, = Axy; — b, and T Ary
Pr = rfA2rk (OM)
6 k=k+1
7o iflpk — pr—2| < eorif 1 —rirg_o/[[rkllllrs—2|| < € then
8: X1 =X = [X Xp_2]&, where & = argmin, 1y _; [|[[rx rr—o]afaa.
9: k=k+1
10 end if
11: end while

Brezinski and Redivo-Zaglia first presented a version of the cooperative computation algorithm using optimal
affine combination (10-11) in [16], calling their method a hybrid procedure. The authors considered only the affine
combination of two residual vectors (m = 2). The different cases studied in [16] are particular cases of the general
CC algorithm presented here. The authors of [16] also considered the affine combination between an estimate and
a one step delayed estimate (i.e. between ry and ry_1), without noting the advantage of using the two step delayed
residue r;_o when a gradient descent method is used to update the estimate.

Moreover, in [16] the authors proposed the application of the method at all the iterations (considered here as
the deterministic model with N = 1, or the probabilistic model with M = 1). As experimental results below will
show, in the case of concurrent and asynchronous communication, a low frequency of communication (i.e., small
values of M and large values of V) seems to be more efficient than a high one.

5 Experimental results

The algorithms presented in the former sections, as well as the conjugate gradient (CG) algorithm and the Barzilai-
Borwein (BB) algorithm will be tested using MATLAB 7. We emphasize that the CG algorithm is implemented
only in order to obtain a sequential “gold standard" against which to compare the concurrent algorithms being
proposed and studied in this paper.

5.1 Experiments with randomly generated matrices of small dimensions

In a first series of experiments, a suite of small randomly generated symmetric positive definite matrices will be
used. The dimensions of the matrices are 50, 100, 200 and 300, respectively, and they have condition numbers of
102, 10* and 10°. Table 2 shows the names used for each matrix. The reason to use matrices of small dimensions in
this first series of experiments is to understand the performance of the CC algorithms with respect to the location
of the eigenvalues, the condition number, among other characteristics. Matrices of small dimensions allow the
manipulation of these quantities.



Table 2 Properties of randomly generated s.p.d. test matrices: size, condition number

Matrix | Dimension | Condition no.
Al 50 103
A2 50 104
A3 50 10°
B1 100 103
B2 100 107
B3 100 10°
C1 200 103
C2 200 107
C3 200 10°
D1 300 103
D2 300 10%
D3 300 10°

The matrices are generated in the following way: a smallest eigenvalue \; is randomly chosen between 1 and
100. The largest eigenvalue is calculated as A,, = kA1, where & is the condition number. The other eigenvalues
are randomly chosen between A; and \,. Next, a diagonal matrix is generated as A = diag (A1,...,\,), and 4
random orthonormal matrices (one for each dimension) U € R"*" are generated. Finally, the matrices presented
in Table 2 are generated as UT AU. In addition, four random right hand sides b € R™ are generated (one for each
dimension).

In all the cases, the algorithms will be tested from 20 different initial points per agent. All these initial points
are localized on a hypersphere of norm 1 surrounding the solution point, that is ||xo, ; — x*|| = 1, Vj €
{1,...,20}, Vi € {1,...,m}.

The matrices used and reported in Table 2, as well as the right hand sides b and the initial points used are
available on request.

The following conditions will be observed:

— In all the cases, the stopping criterion is that at least one agent have a norm of its residue smaller than 10~

— In the CG algorithm the initial condition pg = ro = Axy — b will be used.

rgro

riArg’

The algorithms tested are CG, BB, 02091, §10'29p°2, S10!20d°, S102:0p%2, S102204d5, O320p°2,
032°d5, S1O' 2z 1p%t, S1012~1d'0, 202~ 1pP1, 2012~ 1d'0, S1O?2~1p%! and S'O?2~1d'°. Many other
CC algorithms were also tested, as well as modifications of the algorithm such as one in which a fixed prede-
termined agent always receives the information (instead of choosing the receptor agent randomly) or choosing
different norms in order to optimize the affine combination according to the agent which receives the information
(instead of always minimizing the same norm); however, the results were worse than the presented here and for
that reason they are omitted. We remark that a low number of agents is used in the CC algorithms tested (up to
3) in order to obtain a low computational cost for the optimal affine combinations. These calculations require the
solution of m—dimensional linear systems, and the results can be explicitly formulated for systems of small di-
mensions, otherwise, the solution of an m—dimensional linear system by LU factorization requires the calculation
of w — m scalar products and additions and W scalar divisions ([24, p. 15]). The communi-
cation cost, which is neglected in our experiments, also increases with the number of agents, as well as with an
increasing communication frequency.

Table 3 shows the results of the experiments, where the mean number of iterations from every initial point and
the standard deviation are reported.

The number of floating point operations (scalar products plus scalar divisions) calculated by each algorithm
(in the case of the CC algorithms, by each agent) were also counted in this first series of experiments. However,
this number is not presented in Table 3 because the performance of the algorithms in terms of the floating point
operations is similar to that quantified by the number of iterations. The reason that the number of floating point
operations is roughly proportional to the number of iterations can be explained by the formulas presented in Table
4.

— In the BB algorithm p_; will be chosen as py =

The cooperative computation algorithms of the type 1 reported in Table 4 assume that the solution of m-
dimensional linear systems is realized using a gaussian elimination by LU factorization. However, as pointed
out before in this section, if the number of agents m is small enough, then the use of the closed-form linear
system solution results in a lower flop count. This is the case for the CC algorithms of the type 2, in which affine
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Table 4 Number of floating point operations (scalar products plus scalar divisions) calculated by different algorithms to solve symmetric
n-dimensional linear systems. if: number of iterations. ac: number of affine combinations. In the CC algorithms m is the number of agents
and the iteration count excludes the iterations in which an affine combination is calculated (in algorithms 1 to 3 the step in which an affine
combination is calculated is considered as an additional iteration), so the number of operations per agent is the same as that carried out by the
SD-OM algorithms per iteration plus the operations calculated in the affine combinations.

algorithm number of floating point operations
CG n? +it(2n? + Tn + 2)
BB 2n2 +it(n? +4n + 1)
SD-OM n? +it(n? + 4n + 1)
CCType l,a =0 n? 4it(n? +4n+ 1) +ac (B + (5 +)m? + (3n— H)m+1)
CCType l,a=—1 || n? +it(n? +4n+1)+ac(§m3 + (2 +2)m? + (n* + %n—l— %)m+2)
CCType2,a=0 n? +it(n? +4n + 1) + ac(7n + 2)
CCType2,a=—1 n? +it(n? + 4n + 1) + ac(2n? + 9n + 11)

Log norm of the lowest residue per iteration vs. number of iterations.
Matrix A3
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s'0%2%¢°
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lIrll
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Fig. 1 Plot of the logarithm of the lowest residual norm per agent and per iteration versus iteration number for the CG, BB, S1O!29p0-2,
020101 §101,-1q10 §102,-1410 apd S1 022045 algorithms for matrix A3, with a fixed vector b € R59 and from initial points
x0i €ERY,i=1,...,3.

combinations are realized between the present estimate of the agent and the two step delayed estimate. The small
number of agents m used by the CC algorithms in the experiments realized in this first series (up to 3), as well
as the infrequent exchange of information (which implies a small value of the parameter ac (number of affine
combinations) in Table 4), is the reason that the number of floating point operations calculated by the agents when
gradient descent methods are used is greater than the operations calculated in the affine combinations.

For illustrative purposes, figures 1 to 4 show the norm of the residual vector (in the cases with more than
one agent, at each iteration the residue plotted is chosen as that with lowest norm among the m estimates) versus
iteration number for several algorithms with the matrices A3, B2, C2 and D1, respectively. The initial points
chosen are located at a hypersphere of norm one surrounding the solution point. The vectors b are the same used
in Table 3. Note that, from the initial points chosen, none of the algorithms tested converge faster than the CG
algorithm, but in all the cases several of the CC algorithms converge faster than the BB algorithm.

Table 3 shows that the performance of the CC algorithms does not always improve when the dimension of the
matrix decreases; for example, all the algorithms tested work better with the matrix D1 € R3%9%300 than with
the matrix C1 € R200%290 (a]though both have x = 103). It was also noted that performances do not necessarily
improve when the condition number decreases; for example, with the matrix A3 € R50%50 (1 = 105) almost all
the performances are better than with the matrix A2 € R?0%50 (5 = 10%).

A large number of tests, not presented here for lack of space, for randomly generated matrices (according to
the recipe given above) show that the performance of the CC algorithms depends strongly on the location of the
second eigenvalue \s.
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Log norm of the lowest residue per iteration vs. number of iterations.
Matrix B2

[Irll

0 200 400 600 800 1000 1200
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Fig. 2 Plot of the logarithm of the lowest residual norm per agent and per iteration versus iteration number for the CG, BB, STO'29p0-2,
020101 §101,-1410 §1092,-1410 and S1022945 algorithms for matrix B2, with a fixed vector b € R100 and from initial points
x0; ER00 4 =1,...,3.

Log norm of the lowest residue per iteration vs. number of iterations.
Matrix C2

10°

CG
BB

OZOt0.1
S1O1Z0p0.2
s'0%0%°
S1O1Z—1d10
81022—1d10

Wl .

0 500 1000 1500
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10

[Irll

Fig. 3 Plot of the logarithm of the lowest residual norm per agent and per iteration versus iteration number for the CG, BB, S10120p%-2,
02901, S1O12=1d10, S1022=1d'0 and STO220d5 algorithms for matrix C2, with a fixed vector b € R290 and from initial points
x0,; €R200 4 =1,...,3.

A study of the relation between the performance of the CC algorithms and the location of the eigenvalues is
presented in appendix 1.

5.2 Experiments with standard test matrices

In the series of experiments reported in this section a standard suite of small matrices which arise from real
applications will be used in order to illustrate the behavior of the CC algorithms on this set. The matrices used
in the experiments reported in Table 5 were taken from [1]. The right hand side b was randomly chosen for each
matrix. The initial points, stopping criterion and the conditions observed by the algorithms are the same used in
the experiments reported in Section 5.1.

11



Log norm of the lowest residue per iteration vs. number of iterations.
Matrix D1

[Irl]
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Fig. 4 Plot of the logarithm of the lowest residual norm per agent and per iteration versus iteration number for the CG, BB, S1O129p0-2,
020101, 10121410 81022~ 1410 and S1'O?20d5 algorithms for matrix D1, with a fixed vector b € R390 and from initial pomts
X0,i eR300, i=1,...,3.

In table 5, note that there always exists a cooperative computation algorithm with better performance than
the BB algorithm for all the matrices tested. Moreover, the autocooperative computation algorithm of the type 2
02z°t%! presents a lower mean number of iterations than those presented by the CG algorithm for three of the
matrices tested.

In the experiments reported in Table 6 matrices of large dimensions also extracted from [1] were used. The
algorithms were implemented in C language. The machine used in the experiments made with the first two matrices
reported in Table 6 was a Silicon Graphics SGI Altix ICE 8400. This machine has 64 CPUs, with each CPU being a
Quad Core Intel Xeon X5355 (Clovertown) running at 2.66 GHz. However, since our experiments were designed
to test the possibilities of multi-thread implementations, with each thread corresponding to one agent, and the
number of agents was kept very small, all experiments were run on the 4 cores of one of the CPUs of the Altix
machine, or on up to 8§ cores on 2 CPUs. The experiments realized with the last five matrices were made in a laptop
Dell Vostro 3560 with a CPU Intel Core i7-3632 QM running at 2.20 GHz. The only criterion used to choose the
matrices was to check whether all the algorithms being compared converged in less than 100000 iterations.

The results reported in table 6 show that the S*0?2°d® algorithm converges faster (in wall clock time) than
all the others it is tested against, for all matrices except the second, for which sequential CG is the fastest. This
indicates that the family of the proposed CC algorithms becomes more competitive as matrix size increases and is
therefore worth testing more extensively in practical applications.

5.3 Experiments varying from two through ten number of agents

In this section the behavior of the CC algorithms of the type 1 with an increasing number of agents will be stud-
ied. We will use some small matrices presented in Section 5.2 extracted from [1], and the algorithms tested are
S101271d0,) g € {1,...,9} and S*O*2%%2, i € {1,...,9}. These algorithms presented a low number of
iterations with ¢ = ¢ = 2 in the experlments reported in Section 5.2. All the algorithms will be tested from 20
different initial points per agent, all of them with norm one surrounding the solution point, i.e. [|xg; ; — X*| =
1,vj € {1,...,20}, ¢ € {1,...,m}, and we will use the same stopping criterion used in the previous experi-
ments. The BB algorithm will be also tested from the 20 initial points used by the first agent of the CC algorithm:s.
The goal of this series of experiments is to compare the mean number of iterations needed to met the stopping
condition from every initial point by each CC algorithm tested as well as the number of floating point operations
(scalar products plus scalar divisions) calculated by each CC algorithm with respect to those presented by the BB
algorithm. The iteration speedup and the floating point operation speedup as a function of the number of agents
used by the CC algorithms tested are presented in Figures 5 to 8.

12



- - - - - - 1681 IL61 olI'L S9°01 el 80'8 19 6L’L <L

113L1°C | 79€ zocrerd\gH

- - - - - - L'€9 orzL | sosy | 8IS 0I'LS | SISS | 9Lz L'y LIS
ST €0 Sv'T 19T %4 0C €T S0'€ €9 80T 01 oL'€ 70 680 9¢°0 019 ¢b | oweryseun usyog
s6'6l | s80z | 00T L0T STIT L1z | ovel | svoz 6'81 or'0z | s91z | sozz | S0 8¥1 G811
9805 SPo€ €59 | osts | et | sweL | Ley ¥129 686C 861C | 01L€€ | 69991 | 0865 vzl | 61T || oo | ¢ gs0u\ gH
ovEET | €9817 | 868LT | €TL8T | 6€TST | LT89T | TE66T | €LT6V | 11TET | 98STT | 09€€91 | 1€5€9 | S0SIE | €9€9% | 6996
¥S'T 88°C 99°¢ PR Y0°€ 99°¢ €€ 9¢'T 9p'c 88'¢ 80y 99°¢ 0£°0 %0 0 268 | 68z | 1ogusow\uomog
0T97 | S86T | SO6T | S¥8T | ST8T | S8'8T 43 s1TE 6'ST ss'LT | S6'8T 162 6r T8l S1

8E°0El | 8SLST | O0°CLL | #9610 | 89'9CH | CO'LEY | 06'CO6L | 06°EEC €€°e8 | CL0El | Ieeee | 8LYEC | 8 0SI 10°L0¢ 881

S6°L0S | SY'TI9 | SI'6LS | 08°'1S9 | 0€'088 | T998 | SO'8LS 6SL S9°0ch | S8VLY 9001 SI'8¢8 | S9'¢Ty 8109 (414
9cey9 | LSTIS | ITICS | TO'08L 960¢C £20¢C CC0Se | LLTT8 | ¥9'8CE | 60'16C S6¢£S S06¢C [4%2:14 soce 0€0

L991 6V81 681 1681 9LYE 66T C8LT 86¢€T €0¢1 6911 66601 8679 €8CL 9LSY 6011
€091 e L09¢T 9yST 0SLE L19¢€ 811¢C 0Ss¢T 9LET 86¢1 LTS9 8Y6¢ LT 8LYC rve

C8IL LTC8 LOL8 568 €0v6 6568 0Cc8 Y6201 Ly19 $699 17561 ¥8CCl 8¢€C8 £5¥9 €66
69LE 608y 890¢ S6LS SL8E LILY 0€6TC 14083 12394 SL6l 8998¢ 1686 1ce8 00590¢ 869

0881 8¢€S61 GCSTT | S60ST | 969¢1 €ELET L6E9L | 06¢¥01 | 06€0C | 0S6IT | 09%00C | 69Lv¥ | ¥S9CI | 0098SSI | 1°011
68°L81 | 9T°SCI 8I'8L | 88°LCI 19¢e wyve | CSTIC 0S'I€l 6v'SC 19°'1¢C 96'0% S0'8¢ 8CL 6L'8 e

S0°LEE | S89VE | STLBT | L'vbe 68171 TYLL LvS1 S€'9¢¢ LvCl L1¢el VoLl 6'¢S1 8'¢€6 SL'96 SOy

YLLE | 096 gsou\gH

9¢Cy'e | 0Ty 90unssoq\ gH

RPIY'T | vov snay6i\dH

L3S9'9 | LT sxa\dvaid

6966’ | 9% 91yapyur\reg

Slo2zfld10
5102271[)0 1
S2olzfld10
5201271}701
Slolz—ldlo
Slolz—lp&l
OSZOdG
OSZOPO.Q
8102Z0d5
SIO2ZOpO‘2
SloledG
SlolepO.2

BB

CG

02001

1 u X1new

'SuoneIall ()0000] Ul 9510AU0S Jou Op swLIoS[e oy} eyl sueaw ysep v (DD 9y Sundeoxa) anfq pue 90eJp[oq UI ST ASED YOBA UI SUONEIA JO JOqUINU WNWIUIW Y[, "0 # q utod uonnjos ay)
Surpuno1Ins auo WLIOU WIM way) Jo [[e ‘JuaSe 1od sjutod [eniur JULISIp (7 Je uedaq Sor103oa(el], "WPLIOS e Yo J0J (Joquinu Jomo[) UOTIBIASD pIepue)s pue (Joquinu 1oddn) sUoneIa)l Jo Ioquinu Uedy S J[qeL,

13



Table 6 Mean time (column t, in seconds) and mean number of iterations (column it.) for each algorithm. Trajectories began at 20 different
randomly chosen initial points per agent, b # 0. The minimum mean time, now including the CG algorithm, for each matrix is in boldface
and blue. A dash means that the algorithms do not converge in 100000 iterations.

matrix n CG BB sToT:0,0-2 s102:045 sTol,—Tql0 sTo2,—T4l0
t it. t it. t it. t it. t it. t it.
ND\nd12k 36000 120.8 1008.45 1848 1121.05 75.096 1466.65 738 111330 - - - -
GHS_psdef\ cvxbpql 50000 32.85 7818.85 10548 33258.85 2.6 21809.50 43.69 12972.65 37.54 12903.30 38.95 11619.70
Bocing \ besstm39 46772 0.7246 196.6 0.4549 2455 0.4624 3032 0.3367 2272 0.5399 266.55 0.5523 250.45
Rothberg \ cfd2 123440 47023 183.15 1.8743 1444 2.3896 2224 1.5683 1513 3.1135 220.55 3.6775 239.15
GHS_psdef\ wathen100 30401 03255 209.05 0.2048 261.75 0.2350 360.7 0.1672 267.45 0.2346 274.15 0.2420 259.6
GHS_psdef \ gridgena 43962 6.4859 1609.5 5.1078 2533.8 6.8167 40534 4.0392 2504.8 53147 2398.1 53057 2194.8
JGD_Trefethen\ Trefethen20000b 19999 0.8517 1266.6 0.8298 2466.9 1.1499 4098.8 0.6556 24364 0.8646 23382 0.8044 19945
iteration speedup. Matrix Bai\mhdb416 floating point operation speedup. Matrix Bai\mhdb416
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Fig. 5 Iteration speedup (left) and floating point operation speedup (right) presented by the CC algorithms tested with respect to those presented
by the BB algorithm as a function of the number of agents. Matrix Bai\mhdb416. The dashed black line indicates speedup equal to 1.
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Fig. 6 Iteration speedup (left) and floating point operation speedup (right) presented by the CC algorithms tested with respect to those presented

by the BB algorithm as a function of the number of agents. Matrix HB\494bus.
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Fig. 8 Iteration speedup (left) and floating point operation speedup (right) presented by the CC algorithms tested with respect to those presented
by the BB algorithm as a function of the number of agents. Matrix HB\nos3.

With the matrix Bai\mhdb416 (Figure 5), the algorithm S'O?2%p%2 calculates a smaller number of floating
point operations than that calculated by the BB algorithm for all ¢ > 5. However, the iteration speedup is not
smaller than one for any number of agents tested.

5.4 Conclusions from the experiments

The experiments carried out with the matrices described in Tables 2 and 5, with corresponding results presented
in Tables 3, 5, 6 and 7 (in appendix 1), as well as in the figures 1 to 12, allow us to arrive at some conclusions:

1) In the cases where more than one agent was used, the probabilistic and the deterministic models were
tested. From the results obtained in the experiments reported, there seems to exist a probability M which is as
efficient as using a deterministic model with communication every NN iterations, as can be observed by comparing
corresponding columns in Tables 3-5. This implies that deterministic algorithms are just as good as probabilistic
ones, for adequate parameter choices.

2) For both of the models, in all cases the best probability M and the best number of iterations N between
information exchanges indicate that an infrequent exchange of information is usually the best strategy, e.g. M =
0.1 and N = 10. This means that a frequent use of an optimal affine combination, for example in every iteration
as proposed in [16], is less efficient.

3) The experiments reported in section 5.3 seem to indicate that the use of a small number of agents is usually
the best strategy, because the speedups seem to reach a minimum value with a small number of agents, principally
the floating point operation speedups in the CC algorithms which minimize the A~! norm. The communication
cost, which was neglected in the tests reported here, also increases with the number of agents.

6 Conclusions

This paper introduced a simple paradigm of cooperative computation for the special case of iterative solution of
symmetric linear systems. The resulting cooperative computation algorithm has excellent convergence properties,
comparable to that of the optimal sequential conjugate gradient algorithm, for a subset of symmetric matrices.
For this set, which remains to be characterized theoretically, the cooperative computation algorithm is partially
concurrent and can perform well with infrequent asynchronous communication between the processors or agents,
each of which has to solve the whole linear system, but only needs to exchange the current solution approximation
with the other agents. As far as the authors know, this is the only such concurrent algorithm for the class of
symmetric linear systems which comes close to being as efficient as the conjugate gradient algorithm. In light
of the present encouraging results, the authors consider it interesting to explore further how sparse asynchronous
information exchange mechanisms can speed up optimization algorithms, as well as preconditioning schemes able
to manipulate the location of the eigenvalues in order to improve their performances.
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and also for making preprints of his work on this algorithm available. The third author would like to thank Leonardo Ferreira for advice
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Appendix 1: Experiments with different values of A2
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Fig. 9 Statistics of the algorithms BB, 02901, 810120502/ 51022045 and STO' 21410 for a set of 30 random matrices of dimension
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all of them located on a hypersphere such that onj i — X*|| = 1. The right hand side b € R3? is randomly chosen. The second eigenvalue
increases for each matrix. The figure to the right is a zoom of the one to the left.
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Fig. 10 Statistics of the algorithms BB, 020t%1, STO120p0-2, §10229d% and S O'2~1d'? for a set of 30 random matrices of dimension
100, condition number 104, with the mean number of iterations and standard deviation calculated from 20 different initial points per agent, all
of them located on a hypersphere such that ||x0j ,i — x*|| = 1. The right hand side b € R190 is randomly chosen. The second eigenvalue
increases for each matrix. The figure to the right is a zoom of the one to the left.

In the section 5.1 we affirmed that the performance of the cooperative computation algorithms is strongly dependent on the location of the
second lowest eigenvalue As. In order to illustrate this affirmation, we repeat the tests presented in section 5.1 with the matrices A7j, B7j, Cij
and Dj, j = 1,..., 3. These matrices have the same dimensions, condition number, largest and smallest eigenvalues as those of the matrices
reported in Table 2. In addition, the four random orthonormal matrices U € R™ %™ generated to create the test matrices as UT AU are also the
same used in the former section. The only difference lies in the fact that the matrices Aj, Bj, Cj and Dj, j = 1,. .., 3 have the eigenvalue
A2 chosen as A2 = A1(0.9 +0.1x). The other eigenvalues are also randomly chosen as \; € (A2, An), Vi € {3,...,n— 1}, which implies
that the eigenvalues A\;, ¢ = 2,--- ,n — 1, are grouped closer to the largest eigenvalue. The initial points and the right hand sides b used are
also those used in the first series of experiments. The matrices used in the experiment presented in this section are also available on request.
The results of this test are presented in Table 7.

Note that here the mean number of iterations of the CC algorithms are very much lower than those presented when Az is randomly chosen.
Except for the algorithm S1O!29d6 with the matrix D1, in all the cases the cooperative computation algorithms present a mean number of
iterations lower than those presented by the BB algorithm.

The following experiments, whose results are presented in figures 9 to 12, show tests for randomly generated matrices reported in Table
2 with different values of A2. In order to produce each figure, 30 matrices are randomly generated according to the following recipe: a
smallest eigenvalue \; is randomly chosen between O to 100, the largest eigenvalue is calculated as Ay, = kA1, a random orthonormal matrix
U € R™*™ s generated; for each matrix, the second eigenvalue is chosen as A2 = (1—v)A1+vAn, v € [0.025,0.75], the other eigenvalues
are randomly chosen as \; € (A2, \n), Vi € {3,...,n — 1}, and the matrices are generated as UT AU, where A = diag (A1,...,An).
The right hand sides b € R™ and the initial points are the same used in Tables 3 and 7.

Note that all the algorithms improve their performances when Az increases, but the CC algorithms, specially STO'z~1d'0 and S1022°d°,
achieve much better results. Moreover, these algorithms present a performance which improves monotonically with the increasing of A2.

The reason for this behavior is explained in the following lemma:
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Fig. 11 Statistics of the algorithms BB, 02901, 510120902/ 102,045 and S1O2z~1d0 for a set of 30 random matrices of dimension
200, condition number 104, with the mean number of iterations and standard deviation calculated from 20 different initial points per agent, all
of them located on a hypersphere such that ||x0j i — x*|| = 1. The right hand side b € R290 is randomly chosen. The second eigenvalue
increases for each matrix. The figure to the right is a zoom of the one to the left.
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Fig. 12 Statistics of the algorithms BB, 020t%1, STO120p0-2, §10229d% and S*O'2~1d'? for a set of 30 random matrices of dimension
300, condition number 10°, with the mean number of iterations and standard deviation calculated from 20 different initial points per agent, all
of them located on a hypersphere such that ||x0j ,i — x*|| = 1. The right hand side b € R399 is randomly chosen. The second eigenvalue
increases for each matrix. The figure to the right is a zoom of the one to the left.

Lemma 1 The value of the scalar quadratic function f(X), where the point X is obtained applying the optimal affine combination (10-11) or
(13-14) between m agents decreases when the eigenvalues of the matrix A increase.
(See the proof in the appendix 2.)

Note that lemma 1 indicates that the increase of any one of the eigenvalues produces the decrease of the value of f(%). Of course, the
increase of A\, increases the condition number, worsening the performances of the gradient descent algorithms. The increase of A1, keeping the
other eigenvalues constant, decreases the condition number, improving the performance of the gradient descent algorithms as well as decreasing
the A~ !-norm of the optimal affine combination. For this reason, the comparisons are made keeping the condition number constant, and the
increase of the other eigenvalues decreases the A~ !-norm of the optimal affine combination without worsening the performance of the gradient
descent methods.

Table 8 shows some of these comparisons. A matrix A € R100x100 ¢ generated as in the former sections with A1 = 75.51, A1g90 =
755140, so the condition number is £ = 10*. The algorithms were tested from 20 initial points per agent such that lIx0;,: —x*|| = 1.

The right hand side and the initial points were the same used by the matrix B2 and B2. The first row shows the mean number of iterations
used by the algorithms S2012-1410 SD, OM, BB and CG. In the second row all the eigenvalues were decreased at 10% of their original
values. Note that the number of iteration decreases in the gradient methods, but increases in the CC algorithms, because the A~ Lnorm of
the optimal affine combination calculated every 10 iterations increases. In the third row the eigenvalues were increased 10 times with respect
to their original values. Note that, as the performance of the gradient descent methods is worse, the number of iteration of the CC algorithm
does not decrease, although every affine combination presents a lower A~!-norm, as lemma 1 indicates. In the fourth row the smallest and
the largest eigenvalues have their original values, and all the other ones are given by A; > 0.9A;1 + 0.1\100, ¢ = 2,...,99. Note that here,
as seen in Table 7, the performance of the CC algorithm improves whereas the gradient descent methods continue presenting almost the same
number of iterations. This trend is more explicit with the increase of A2, as the fifth and sixth rows show.
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Table 8 Mean number of iterations for each algorithm. Trajectories began at 20 different initial points per agent, all of them with norm one
surrounding x*. A € R100x100° X\, — 75 51 X100 = 755140, \; € (A1, A100), 3 = 2, ..., 99 is randomly chosen, b # 0.

| [S?0> 1" [ Sb [ OM | BB [ CG |

A; original Vi 450 54225 | 53141 | 993.15 | 68.75
A; < 0.1); original Vi 472.05 42874 | 41681 878.3 | 66.35
A; < 10); original Vi 556.7 65602 | 64602 | 11289 | 7I.1
A2 <= 0.921 + 0.1X100 64.35 54159 | 52917 | 850.25 | 44.3
A2+ 0.8X1 + 0.2X100 36.9 54675 | 53204 | 804.95 30
A2+ 0.721 + 0.3\ 100 31.05 54687 | 53144 | 638.4 26

Appendix 2: Properties of optimal affine combinations (Proofs of lemmas)
The proofs of the following properties are straightforward and they are omitted here.

*

Property 1 The point in the x space which has residue & = Ré& is X = X& = At — b. This point has error € = E& = % — x*.

Property 2 ||#]|* = m

Property 3 Foralli, j € {1,...,m}, i #j, £ (r; —rj) = 0.

Proof of lemma 1:

The point which minimizes the quadratic function f(x) is the same as that which minimizes Hr||‘2oﬁ1 = 2f(x) + b"x*.

Denoting U := [u; - - - u,] a matrix with orthonormal eigenvectors as columns, A = UAUT where A is a diagonal matrix with
the eigenvalues; every residue of the agents can be represented in the base of these eigenvectors: r; = Ud;, Vi € {1,..., m}. Denoting
D:=[d; - dm] €eR*"™¥™ thusR=UD = AX —bl], .

If T is calculated as in (11):

R(R'R)"!1,, UDMD'D) '1,,
17 (R'R)~!1,, 1], (D'D)-!1,,

=

Hence:
17 (D'D)"'D'UTA-'UD(D'D)"!'1,, 1] (D'D)"'D'A"!'DD'D) '1,,
(17,(P™D)~11m)? a (15,(P™D)~11m)?

8131 = an

and denoting ¢ := D(D™D)~11,, € R™:
F/At+ -t/

A2
tl|4_1 = 18
I8 = s (18)

The application of this result when # = A% — b1], and % is calculated as in (14) is difficult. But this point &, which minimizes f(Xa)
in the affine subspace defined as &' 1,, = 1 is the same which minimizes ||Rex|| o —1 in the same space. Applying the same technique as that
used to obtain (11) and (14) yields:

R(RTA-'R) 1,

r=Ra&a= 19
1T (RTA-1R)11,, (19)
Of course, (19) cannot be used to calculate t instead (14) because it is expressed in terms of A1, From (19):
12 1l R"A"'R)"'RTA'RR'A"'R)"'1,, 1] (D'UTA-'UD) '1,,
”I'HA—l - (1I,L(RTA*1R)*11,”)2 - (11—”(DTUTA*1UD)*11m)2 (20)

17, ™A 'D)y"'1,,, 1 det(DTA™ID)  _ det(DTA"!D)
al,(dTA-TD)~11,,)2 ~ 1] (DTA-ID)~'1,, 1L adj (DTA-ID)1,,  dj/Ax1+—+d, /A,

m

where adj denotes the classical adjoint matrix and d; are coefficients which depend on the matrix D. Note that the numerator of this expression

is composed of terms of the type df/ /(A¢AS - - M), where d!/ are also coefficients which depend on D and @ + b + - - - + j = m, thus,
each term of the determinant has a denominator of degree m, which implies that ||| 5 —1 tends to zero when \; tends to infinity for all
te{l,...,n}.

Lemma2 I[fR = [r; ra] € R"™*2 and ro = qry with q # 1, then t := Ré& = 0, with & calculated as in (10).
Proof:

1 gq
R'R = 2
[ q q2} fleal

_[*—aq 1

Tl 1—q | 1H+4®>—2q

_na_ ri(@®—g+eri(1-q) _
=Ra& = T1q2—3q =0

QD

=13
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Lemma 3 IfR = [r1 r2], the angle between r1 and ro which maximizes ||¥|| is an angle 6 such that cos 0 = “2 H or cosf = H;f H
Proof: From property 2
152 = 1 _ lIralPlir2)l® — (rfr2)? [l [[2[fr2[*(1 — cos® 0) @D

1(RTR)'1y f[rs —raf? e1ll? + [lr2)|? = 2[[r1 [[[[r2]| cos

Note that (21) also proves lemma 2, because ifv1 # r2 and 0 € {0, 7}, then ||£|| = 0. Differentiating (21) with respect to 6 and equating
to zero yields in the following second degree expression:

_ el + o
[[ea{[fr=]l

cos? 0 cosf+1=0

which has roots such that cos 6 € x| s llr2 , which means that a vector coincides with the projection of the other vector onto it. With
ezl flre]|
this result, we can affirm:

2 2
e ]|2]fr2)|2(1 — Iy [l [|2]r2)|2(1 — 12l

A2 2]l _ 2 A2 [le1]l
172 < — . 5 = lrl? and JF)? < —— . :
r1 ]2+ [r2]2 = 2[lr1] [[r1]2 + [[r2]2 — 2]|r2]

= |raff? 22)

Lemma 4 = R&, with & calculated as in (13) is perpendicular to x; — x; forall i, j € {1,--- ,m}, i # j.
Proof:
Denoting v; = 1[0 - 1 <07
ith column

1-17(XTAX)"'X"b
1T (XTAX)~ 11,

1-17T(xTAx)"'Xxb
= (vi—vj)T [—gp(xTAxrh,, 1, +X™b - X"b| =

(xi —%;)T8 = (v; —v;)TXT AX(XTAX) 11, + AX(XTAX)'X™b - b
1-17T(xTAX)"'Xxb
AT xTAX) T, Vi~ vi)1p =0

Lemma 5 The point X with residue ¥, obtained by optimal affine combination (10-11) applied to R = [r, (I — pxA)ry], does not depend

T
on the choice of py. Moreover, X = Xy, — pry where p, = % that is, an orthomin step applied from x.
k k

Proof:

R=[r; (I—prA)ry] =AX —bl] where X =[x}, X}, — piT]
2 T (I — prA)r
R'R = ”rkH rk( Pk k
[TL(I — prA)ry, 1 (I — ppA)%ry
[I‘-II; (I — pkA)QI‘k — I‘L(I — pkA)I‘k:|
4 (RTR)"1 [l — rj (1 — pr A)ry,

JRTR) 115~ rpl2+rL(I—ppA)2rp—2r) (I—ppA)ry,
¢ — Ré = TR —pe8)2 ey —r [ (1—pi A)rp)+(I—pi A)vk[llry |2 —r[ (1= pp A)ry]
lrkl2+rL (I—ppA)2rp—2r) (I—ppA)ry,
_ ri(—purh Arg+pir L A%ry)+(I—ppA)ry (prrg Ary)
- pir-};AQrk
_ pir£A2rkrk7pir£ArkArk _ _ t};Ark Ar. = (1 — r-};Ark Alr
- pirLA2rk Tk rLAzrk k= rLA2rk k
Therefore, by property 1:

T T
s PO —1/a _ 1 I'kAI'k _ I'kAI‘]C
¥x=Xa=A"(f+b)=A <rk+br}€A2rkArk>—xerA2rkrk

Lemma 6 The point X with residue ¥, obtained by optimal affine combination (13-14) applied to X = [X), X}, — pi k], does not depend on

s
the choice of py. Moreover, X = Xy, — px T, where p, = #’j:k , that is, a steepest descent step applied from xy.
r; Ary
Proof:

X =[xk Xk — PTE]
XTAX — x}ch;c X};Axk - pkx};Ark
x) Axj, — px) Ary x| Axy, — 2px) Aty + por) Ary

{XLAX}C — 2ppxL Arg, + p2ri Ary  —xLAxy + pkaArk]
T T T

- _1_ —x  Axy + prpx; Ary x, Axy

(X AX) - pi(x};Axkr;Arkf(xLArk)Q)

1(XTAX) 11, = rpAr

x",;Axkr;Arkf(x};Ark)Q

T T T T
T T 1T . rpArgx;b—x; Argr; b
12(X AX) X'b = x! Axpr!l Arp,—(x! Ary)2
k kT k k k
1-1(xX'ax)"'x"b

XT(XTAX)_I].Q _ xLAxkr-,I;Ark7(x1,;Ark)27r-]|;Arkx};b+x;l;Arkr1,;b)(r‘II;Ark xkfx-I,;Ark ry)
1L(XTAX) 11,

. ; . . . r_}Ark-l(—xLAx?rLArk—(xchArk)Q)
X(XTAX)_leb _ rpArpx; b—x; Axpr; b Xp — xp Arpx, b—x; Axpr, b
xchAxkr;I;Ark—(xzArk)2 xLAxkrchArk—(x;l;Ark)2

Ty
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—xLAxerArkxlArk+(xLArk)3+(xLAxerArk—(xLArk)z)r;l;b

X =x r
kot : ; r;l;Ark(xzﬁfrxkr;l;Arkf(xLArk)z) . k
o r;b—x; Ary _ r; (b—Axy) o rpr
=X B e A = X T = XL — r
kot rLArk k kot r};Ark k k r;I;Ark k

Lemma?7 IfE = [e; e2] € R™"*2 and ey = qeq with ¢ # 1 then & := E& = 0, with & calculated as in (13), which implies that
x = Xa&a = x*.

Proof:
ey =ge; = x3—x" =q(x1 —x*) = x3=¢x1 + (1 - ¢)x*
X = [X1 Xg] = [Xl gx1 + (1 - q)xﬂ

XTAX = |: T X-II—AXI T * 2., T qx-{AX1 + (Tl . z)x-{Ax* 2*T *:|
gxjAx1 + (1 — ¢)x] Ax* ¢°x]Ax1 + 2q(1 — ¢)x]Ax* + (1 — ¢)°x*'Ax
[q2x{Ax1 +2¢(1 — ¢)x]Ax* + (1 — ¢)?x*TAx* —gx]Ax; — (1— q)x{Ax*]
(XTAX)1 = —gx]Ax1 — (1 — ¢)x] Ax* x]Ax;

(1—q)2 (%] Ax1x*TAx* —(x] Ax*)2)
x-{Ax172x-{Ax*+x*TAx*
x‘ll-Axlx*TAx*f(x‘ll-Ax*)z
[4( = )([P)? + (1 - @)*x""bxib — q(1 — @)x] Ax1x"Th — (1~ q)QXIbX”b]
T SIxTh L —(1—q)(x]b)*+ (1 — ¢)x]Ax1x*'b
(XTAX)™IXTb = (1—q)2 (3] Ax1x*Tb—(x] b)2)

1L(XTAX) 11, =

_Q(I*Q)((x{b)Q*X{Axlx”b) Tyv2 T «T q
_ 0 9Cxb2 + xfAxxT) | oA ]
(1-q)2(x] Ax1x*Tb—(x]b)2) T (-9 xlAxix*Tb—(x]b)2) T g¢—1

where the fact that Ax* = b has been used.

1L(XTAX)"1X™b = =1 =1

2 q—1

1-15(X'AX)"'X"b
1N (XTAX) 11,

.
&= (XTAX)"1XTb = lL=11

=0

K

é=Ea&=[e1 gei]& =ei[l ¢ T =0
Therefore:
é=Ea=[x; —x*x;—x*la=X-x*1))a=%x—x*=0
= x =x*
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