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Abstract—Nowadays, wind power and precise forecasting are of great importance for the development of modern electrical grids. In this paper we propose a prediction system for time series based on Kernel Principal Component Analysis (KPCA) and Extreme Learning Machine (ELM). To compare the proposed approach, three dimensionality reduction techniques were used: full space (50 variables), part of space (last four variables) and classical Principal Components Analysis (PCA). These models were compared using three evaluation criteria: mean absolute error (MAE), root mean square error (RMSE), and normalized mean square error (NMSE). The results show that the reduction of the original input space affects positively the prediction output of the wind speed. Thus, It can be concluded that the non linear model (KPCA) model outperform the other reduction techniques in terms of prediction performance.
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I. INTRODUCTION

The wind as renewable energy became an important source of energy worldwide. Wind power is among the sources of renewable energy which was exploited primarily by man for ship propulsion, milling wheat and pumping water [1]. The biggest challenge is how to exploit this type of energy and integrate it into power grids [2]. Today this energy is becoming a desirable source, but it must be integrated into power grids and electric utility systems that are naturally oriented around issues of power, capacity and reliability [3]. This energy is based on the wind speed, which may vary considerably over time. Several users need not only wind speed but also the forecasts of its future values. The methods of forecasting wind speed must be accurate to assist managers of electricity grids to reduce the risk of unreliable electricity supply [4].

Thus, several forecasting methods of wind speed have been reported in the literature during recent years. Some of these methods are based on artificial neural networks that use the propagation algorithm, fuzzy logic, [5, 6] Kalman filter [7] and also the kernel methods due to their generalization ability [8].

In this study we introduce a new approach of machine learning techniques to predict the wind speed in the time series framework, which became widely used in the field of renewable energy [1].

Our system consists of a two step block based on the Kernel Principal Component analysis (KPCA), to select the optimum input variables of the time series, the second block consist on the use of the single hidden layer artificial neural network which is Extreme Learning Machine (ELM) for forecasting the future time series of the wind speed.

The reminder of the paper is as follows: first, a brief introduction of the principal component analysis and kernel principal component analysis is given, next, a brief summary of the proposed predictor based on the extreme learning machines, then we present the experimental results obtained, and finally we finish this work by a conclusion.

II. PRINCIPAL COMPONENT ANALYSIS

In the field of machine learning dimensionality reduction takes a huge space in the search. The size reduction is a necessary step in the efficient analysis of large data sets. Several methods have been proposed in the literature, one such technique is the principal component analysis, which is a very popular technique for reducing the dimensionality. Given a set of n-dimensional data, PCA aims to find a subspace of dimension less than n such that the main data points are on this subspace [1].

It appears that the use of principal component analysis has a great importance for the time series analysis, this technique enables the reduction of the size of the historical data of a time series. The reduction is accomplished by identifying the directions of the main components called (PCs), along which data variation is maximum. The use of some components provides for each historical input vector to be presented by relatively few numbers instead of thousands of time series points [1].

Our system starts by calculating principal components. These PCs replace the original variables in the time series; they are linear combinations of the original time series X. Our aim is to find the eigenvectors of the covariance matrix. These eigenvectors indicate the directions of the main components of the original data. These eigenvalues of the eigenvectors give them a static meaning. This can be resumed as:
1. Subtract for each time series vector, the mean of the vector from each individual variables, leading to zero mean of the transformed variables.

2. Compute the covariance matrix C;

\[ C = \frac{1}{N} XX^T \]  

(1)

3. Determine eigenvalues and eigenvectors of the matrix C. We must solve the characteristic equation \( \text{det}(C-\lambda I) = 0 \) to determine the positive real number \( \lambda \) and a nonzero vector \( \beta \) from:

\[ C\beta = \lambda \beta \]  

(2)

Where \( \beta \) is an eigenvector and \( \lambda \) is an eigenvalue of matrix C. We must solve the characteristic equation \( \text{det}(C-\lambda I) = 0 \) to determine \( \beta \) the non-zero values of the eigenvectors and \( \lambda \) real values of eigenvalues. Where I is the identity matrix.

4. Sort the eigenvalues and the corresponding eigenvectors such that \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \).

5. Select the first \( a \leq n \) eigenvectors and create the dataset with the new representation.

The scores (values for a \( a \) principal components) of the most important principal components are subsequently used as inputs for the prediction technique.

III. KERNEL PRINCIPAL COMPONENT ANALYSIS

Kernel PCA is the reformulation of traditional linear PCA in a high-dimensional space that is constructed using a kernel function. Kernel PCA computes the principal eigenvectors of the kernel matrix, rather than those of the covariance matrix. The reformulation of traditional PCA in kernel space is straightforward, since a kernel matrix is similar to the inner product of the data points in the high-dimensional space that is constructed using the kernel function. \[ \text{[9, 10]} \]

The KPCA is done in the original space as follows:

1. Let \( C \) be the scatter matrix of the centered mapping \( \phi(x) \):

\[ C = \sum_{i=1}^{N} \phi(x_i) \phi(x_i)^T \]  

(3)

2. Let \( w \) be an eigenvector of \( C \), then \( w \) can be written as a linear combination:

\[ V = \sum_{k=1}^{N} a_k \phi(x_k) \]  

(4)

3. Also, we have:

\[ C = \lambda \nu \nu^T \]  

(5)

4. Combining, we get:

\[ \sum_{i=1}^{N} \phi(x_i) \phi(x_i)^T \sum_{k=1}^{N} a_k \phi(x_k) = \sum_{k=1}^{N} a_k \phi(x_k) \]  

(6)

After calculation we find:

\[ K^2 a = \lambda K a \Rightarrow Ka = \lambda a \]  

(7)

5. Diagonalize \( K_a \) and normalize eigenvectors:

\[ \lambda_k (a^k, a^k) = 1 \]  

(8)

6. Extract the \( k \) first principal components:

\[ \phi(x)^{k_{pc}} = \sum_{i=1}^{M} a_k^i (\phi(x_i) \phi(x)) \]  

(9)

IV. EXTREME LEARNING MACHINE

Feedforward neural networks are among the most popular and widely used topologies. A feedforward neural network have an input layer receiving excitations from the external environment, one or more hidden layers, and an output layer transfer the output of network to the external environment.

The connections between the layers of network are assured with weights, which allows the propagation of the information and the determination of the neural networks weights can learn desired input-output mappings. One of these types is Extreme Learning Machine ELM. It is feedforward neural networks with single hidden layer used for predicting the outcome of the new principal components [1, 11]. Now, we assume an ELM with K hidden neurons and activation function \( g(x) \) to learn N distinct samples \( (x_i, t_i) \) where \( X=[x_1, x_2, \ldots, x_N] \in \mathbb{R}^n \) and \( t=[t_1, t_2, \ldots, t_m] \in \mathbb{R}^m \). The input weights and hidden biases of an ELM are created randomly, and they are not tuned. This is allows us to have a conversion of a nonlinear system to a linear system.

\[ H \mu = T \]  

(10)

\[ \mu = H^T T \]  

(11)

Where, \( H^T \) is the Moore–Penrose generalized inverse of matrix \( H \) [11]. Note that the minimum norm LS solution is unique and has the smallest norm from all the LS solutions.

V. RESULTS DISCUSSION

A. Time series

One of the most important tasks of time series analysis is the possibility to predict the future observation, especially when treating a large amount of data. The aim of forecasting time series is to predict future outcomes using the previous values of the series (historical points), and for an accurate and reliable forecasts, we have to consider a number of aspects, such as the choice the prediction algorithm, the selection of appropriate inputs, the suitable model selection method. However, one of the choices can significantly influence the
other choices, which make the process inaccurate and give unreliable forecasts [1, 13].

\[ y_{t+1} = f(y_{t}, y_{t-1}, \ldots, y_{t-M+1}) \] (12)

Forecasting model inputs are the previous values of the time series. Generally there are two types of forecasting horizons, which are short-term forecasting that requires a single step, and long-term forecasting when several steps are required.

**B. Data sets**

Two datasets are used to evaluate the proposed approaches. For both datasets we took 51,000 data points of wind speed time series representing a sample every 10 min. The first 25,500 (500 samples) data points are used for training and the next 15,300 (300 samples) used for validation while the last 10,200 (200 samples) data points are set aside for testing. The table I shows the technical information of the two sites.

**TABLE I.** Technical information of the two sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude</th>
<th>No. of records</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colorado</td>
<td>40.8</td>
<td>-103.51</td>
<td>1358</td>
<td>51000</td>
<td>2006</td>
</tr>
<tr>
<td>Connecticut</td>
<td>42</td>
<td>-72.2</td>
<td>311</td>
<td>51000</td>
<td>2006</td>
</tr>
</tbody>
</table>

The variability of the wind speed for the two sites is shown in Fig. 1 and Fig. 2. To evaluate the efficiency of the approach that we have proposed, first, the original data is normalized with mean zero and standard deviation equal to one. For each dataset, various experiments were carried out with the use of different architectures and parameters.

**In this paper, we use the following error criteria: root mean square error (RMSE), mean absolute error (MAE) and the normalized mean square error (NMSE):**

\[ \text{RMSE} = \frac{1}{N_T} \sum_{q=1}^{N_T} (\hat{y}_q - y_q)^2 \] (13)

\[ \text{MAE} = \frac{1}{N_T} \sum_{q=1}^{N_T} |\hat{y}_q - y_q| \] (14)

\[ \text{NMSE} = \frac{1}{N_T} \sum_{q=1}^{N_T} \left(\frac{(\hat{y}_q - y_q)^2}{\text{var}(y)}\right) \] (15)

Where \( N_T \) is the number of test samples; \( \text{var}(y) \) is the variance of the output values estimated on all samples, \( \hat{y}(x_i) \) is the value predicted by the model, and \( y_q \) is the measured value.

**C. Obtained results**

4 scenarios for selecting historical time series variables are adopted. In the first one, 50 historical variables are used (full space), in the second, the last four variables are fed to the predictors, in the third and forth one, a PCA and KPCA transformations of the 50 variables are performed before introducing the new PCs to the ELM.

The errors obtained on the validation set is minimized in each case, allows us to have the optimal parameters (hidden nodes and number of principal components) are shown in Fig. 3 to Fig. 6.
For the sake of comparison, Tables II and III show the results on the two data sets obtained by the different models as well as the corresponding computational time consumed in both learning and test phases using the same computer system.

**TABLE II. COLORADO SITE**

<table>
<thead>
<tr>
<th>Dimensionality Reduction technique</th>
<th>Full Space</th>
<th>Part of Space</th>
<th>PCA</th>
<th>KPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variable</td>
<td>50</td>
<td>5</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.3266</td>
<td>15.0364</td>
<td>3.7757</td>
<td>3.0041</td>
</tr>
<tr>
<td>NMSE</td>
<td>5.0489</td>
<td>60.9816</td>
<td>3.8450</td>
<td>2.4340</td>
</tr>
<tr>
<td>MAE</td>
<td>3.4742</td>
<td>12.0225</td>
<td>3.2799</td>
<td>2.5223</td>
</tr>
<tr>
<td>Time(s)</td>
<td>0.9375</td>
<td>0.3906</td>
<td>15.3125</td>
<td>49.9219</td>
</tr>
</tbody>
</table>

**TABLE III. CONNECTICUT SITE**

<table>
<thead>
<tr>
<th>Dimensionality Reduction technique</th>
<th>Full Space</th>
<th>Part of Space</th>
<th>PCA</th>
<th>KPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variable</td>
<td>50</td>
<td>5</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>RMSE</td>
<td>10.9516</td>
<td>15.3422</td>
<td>6.9959</td>
<td>6.3619</td>
</tr>
<tr>
<td>NMSE</td>
<td>6.0453</td>
<td>11.8642</td>
<td>2.4669</td>
<td>2.0400</td>
</tr>
<tr>
<td>MAE</td>
<td>9.4312</td>
<td>10.0507</td>
<td>5.9429</td>
<td>5.0572</td>
</tr>
<tr>
<td>Time(s)</td>
<td>0.4688</td>
<td>0.3906</td>
<td>15.4531</td>
<td>53.7500</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

A wind speed forecast can lead to an estimate of the expected electrical production of one or more wind turbines (wind farm) in the near future. By production is often meant available power for wind farm considered. Based on the results and discussions presented in this paper, the following conclusions are drawn: First, the KPCA improves the performance of the forecasting process compared to the linear PCA and other variable selection strategies. Second, unlike other neural networks and machine learning techniques, the ELM proved that it has fast convergence and low computational cost. The simulation results on a real datasets show that the proposed approach has a promising potential in
the field of time series forecasting and suitable for online forecasting applications.
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