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Abstract. The management of wheat yield behavior in agricultural areas is a 
Fvery important task because it influences and specifies the wheat yield produc-
tion. An efficient knowledge-based approach utilizing an efficient Machine 
Learning algorithm for characterizing wheat yield behavior is presented in this 
research work. The novelty of the method is based on the use of Supervised Self 
Organizing Maps to handle existent sensor information by using a supervised 
learning algorithm so as to assess measurement data and update initial 
knowledge. The advent of precision farming generates data which, because of 
their type and complexity, are not efficiently analyzed by traditional methods. 
The Supervised Self Organizing Maps have been proved from the literature ef-
ficient and flexible to analyze sensor information and by using the appropriate 
learning algorithms can update the initial knowledge. The Self Organizing 
models that are developed consisted of input nodes representing the main fac-
tors in wheat crop production such as biomass indicators, Organic Carbon (OC), 
pH, Mg, Total N, Ca, Cation Exchange Capacity (CEC), Moisture Content 
(MC) and the output weights represented the class labels corresponding to the 
predicted wheat yield.  
 

Keywords: neural networks, data mining, precision agriculture, machine learn-
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1 Introduction 

A large number of approaches, models, algorithms, and statistical tools have been 
proposed and used for assessing the yield prediction in agriculture. Many authors used 
simple linear correlations of yield with soil properties but the results varying from 



field to field and year to year (Drummond, et al., 1995; Khakural et al., 1999). Many 
other studies, contain complex linear methods like multiple linear regression, were 
accomplished with similar results (Drummond et al., 1995; Khakural et al., 1999; 
Kravchenko & Bullock, 2000). Some authors proposed non-linear statistical methods 
to investigate the yield response (Adams, et al., 1999; Wendroth, et al,. 1999). Expert 
systems and artificial intelligent algorithms are a relatively new subset of nonlinear 
techniques. They have been proposed in agriculture for decision making and decision 
support tasks. More specifically, expert systems (Plant & Stave, 1991; Rao, 1992) 
have been developed and applied in different fields in agriculture to give advices and 
make management decisions. In this context many studies have been reported using 
artificial intelligence techniques and a few of them focused on the spatial analysis of 
produced data in precision agriculture. The most of them use artificial neural net-
works (ANNs) and machine learning algorithms for setting target yields which is one 
of the problems in PA (Canteri et al., 2002; Liu, et al., 2001; Miao et al., 2006). 
Schultz, et al. (2000) summarized the advantages of applying neural networks in agro 
ecological modeling, including the ability of ANN to handle both quantitative and 
qualitative data, merge information and combine both linear and non-linear responses. 
Neural networks have been proposed for identifying important factors influencing 
corn yield and grain quality variability (Miao et al., 2006), for data analysis (Irmak et 
al., 2006), for prediction crop yield based on soil properties (Drummond et al., 2003), 
for setting target corn yields (Liu et al., 2001). Shearer et al. (1999) studied a large 
number of variables, including fertility, satellite imagery, and soil conductivity, for a 
relatively small number of observations in one site-year of data.  
Self-Organizing Maps (SOMs) are one of the most well-known among the several 
Artificial Neural Networks architectures proposed in literature (Kohonen, 1988). 
Their applications have increased during the last decade and they have been applied in 
several different fields and nowadays they are considered as one of the foremost ma-
chine learning tools and an important tool for multivariate statistics (Marini, 2009) 
Self-Organizing Maps (SOMs) are self-organizing systems able to solve problems in 
an unsupervised way, without needing target data. In order to cover certain needs, 
unsupervised models have been extended in order to be able to work in a supervised 
framework. To this end, methods like counterpropagation Artificial Neural Networks 
(CP-ANNs), which are very similar to SOMs, since an output layer is added to the 
SOM layer (Zupan et al., 1995), have been introduced. When dealing with classifica-
tion issues, CP-ANNs are generally efficient methods for achieving class separation 
in non-linear boundaries. Recent modifications to CP-ANNs have led to the introduc-
tion of new supervised neural network architectures and relevant learning algorithms 
such as Supervised Kohonen Networks (SKNs) and XY-fused Networks (XY-Fs) 
(Melssen, 2006).  
The aim of the work reported is to present a methodology that can determine wheat 
yield behavior in precision farming, based on Machine Learning techniques and par-
ticularly based on aspects related to cluster visualization. In the current paper several 
Self Organizing Map models using supervised learning approach and algorithm are 
used to classify precision agriculture data in order to predict the yield productivity. To 
achieve this, soil physical and chemical parameters have been fused together with 
biomass indicators.  



2 Materials and Methods 

2.1 Crop Parameters affecting yield 

For the calculation of crop cover the Normalized Different Vegetation Index (NDVI) 
was used. The NDVI is (NIR-RED)/ (NIR+RED) where NIR is the Near Infrared 
Radiation (0,725 to 1μm) and RED is the Red Radiation (0, 58 to 0, 68 μm). The 
NDVI was calculated based on satellite images that were collected two times on the 
2nd May and 3rd June in the spring of 2013 (Fig. 1). These images were provided by 
DMCii (http://dmcii.tumblr.com/) for the TF1 in the Duck End farm in the UK.  
Below is the processing workflow chain for crop NDVI, based on satellite imagery: 

1. We received L1R (geo-rectified from DMCii) or L1T (ortho-rectified imagery). 
With the L1R we had to complete the ortho-rectification using software called 
‘keystone workstation’, otherwise the L1T ortho product should be purchased di-
rectly from DMCii (the preferred method), 

2. We performed in-band reflectance calibration using ArcGIS, 
3. A map of NDVI was created with ArcGIS, 
4. The NDVI was calculated for 5mX5m grid resulting 16500 values. 

The yield was calculated for 5mX5m grid by a combine harvester that able to measure 
automatically the yield during harvest resulting in 16500 values. 
 

 
 

Fig. 1. False colour infrared (left) and NDVI (right) of 3rd Jun 2013 obtained from DMCii UK-
DMC2 satellite imagery for TF1 (e.g. Hawnes End field) in the Duck End farm in the UK 



2.2 Soil Parameters affecting yield 

Precision farming requires development of on-line sensors for real-time measurement 
of soil properties, because these sensors can lead to reducing labor and time cost of 
soil sampling and analysis. With the emergence of commercial NIR spectrophotome-
ters and multivariate calibration software packages, the vis–NIR spectroscopy has 
been adopted much widely for soil analysis. Numerous researchers have extended the 
vis–NIR spectroscopy applications from the measurement of key soil properties 
(Moisture Content, pH, Soil Organic Matter, Total N, and soil Organic Carbon) with 
high accuracy to almost all other micro and macro elements with less accuracy. The 
analysis of soil with this technique was also extended to soil biological, physical, and 
engineering properties. Multivariate calibration techniques allowed for simultaneous 
measurements of several soil properties under consideration. Shibusawa et al. (2001) 
developed an on-line vis–NIR (400– 1700 nm) sensor to predict Moisture Content, 
pH, Soil Organic Matter, and NO3-N. A simpler design to the one of Shibusawa et al. 
(2001) without sapphire window optical configuration was developed by Mouazen et 
al. (2005). The system was successfully calibrated for Moisture Content, Soil Organic 
Matter, Total N, pH, and available P in different soils in Belgium and northern France 
(Mouazen et al., 2005, 2007, 2009). 
On-line measurements of soil were carried out in the selected field of Horn’s End. 
The measurement was carried out by Cranfield University (CU). The raw soil spectra 
was recorded and stored for time on analysis. Soil samples collected from the field 
were sent to laboratory analysis with standard methods. 
The following soil parameters were estimated from the spectra in a 5mX 5m grid: soil 
Organic Carbon (OC), pH, Mg, Total N, Ca, Cation Exchange Capacity (CEC) and 
Moisture Content (MC). This resulted in 16500 vectors of soil parameters for the 
whole field matching the number of values obtained from the NDVI calculation. 

2.3 Counterpropagation Artificial Neural Networks 

Counterpropagation Artificial Neural Networks (CP-ANNs) are modeling methods 
which combine features from both supervised and unsupervised learning (Zupan et 
al., 1995) CP-ANNs consist of two layers, a Kohonen layer and an output layer, 
whose neurons have as many weights as the number of classes to be modelled .The 
class vector is used to define a matrix C, with I rows and G columns, where I is the 
number of samples and G the total number of classes; each entry cig of C represents 
the membership of the i-th sample to the g-th class expressed with a binary code (0 or 
1). When the sequential training is adopted, the weights of the rth neuron in the output 
layer (yr) are updated in a supervised manner on the basis of the winning neuron se-
lected in the Kohonen layer. Considering the class of each sample i, the update is 
calculated as follows: 
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where dri is the topological distance between the considered neuron r and the winning 
neuron selected in the Kohonen layer; ci is the ith row of the unfolded class matrix C, 



that is, a G-dimensional binary vector representing the class membership of the ith 
sample. At the end of the network training, each neuron of the Kohonen layer can be 
assigned to a class on the basis of the output weights and all the samples placed in that 
neuron are automatically assigned to the corresponding class. 

2.4. XY-fused Networks 

XY-fused Networks (XY-Fs) (Melssen et al., 2006) are supervised neural networks 
for building classification models derived from Self- Organizing Maps (SOMs). In 
XY-fused Networks, the winning neuron is selected by calculating Euclidean distanc-
es between a) sample (xi) and weights of the Kohonen layer, b) class membership 
vector (ci) and weights of the output layer. These two Euclidean distances are then 
combined together to form a fused similarity, that is used to find the winning neuron. 
The influence of distances calculated on the Kohonen layer decreases linearly during 
the training epochs, while the influence of distances calculated on the output layer 
increases.  

2.5 Supervised Kohonen Networks (SKNs) 

As in the case for CP-ANNs and XY-Fs, Supervised Kohonen Networks (SKNs) 
(Melssen et al., 2006) are supervised neural networks derived from Self-Organizing 
Maps (SOMs) and used to calculate classification models. In Supervised Kohonen 
Networks, Kohonen and output layers are glued together to give a combined layer that 
is updated according to the training scheme of Self-Organizing Maps. Each sample 
(xi) and its corresponding class vector (ci) are combined together and act as input for 
the network. In order to achieve classification models with good predictive perfor-
mances, xi and ci must be scaled properly. Therefore, a scaling coefficient for ci is 
introduced for tuning the influence of class vector in the model calculation.  

3 Results and Discussion.  

The values of the eight soil parameters were concatenated with the NDVI values so as 
to form 16500 feature vectors which correspond to fusion of both soil and crop pa-
rameters. Aiming to avoid bias during clustering the fusion vectors were preprocessed 
so that they had zero mean and start a deviation equal to unity. In order to predict the 
yield fusion vectors were used as inputs while the yield values were divided in three 
classes with equal number of samples containing 5500 each in ascending order, thus 
corresponding to low medium and high yield. 
The Supervised Map models Xyf, Skn and Cpann were trained with the fusion vectors 
as input and the yield classes as output. In order to be able to test the generalization 
capability of the neural networks cross validation was applied by leaving one out of 
ten samples randomly so that after training on nine samples the prediction was tested 
on the tenth. The results of the cross validation are shown in Tables 1, 2, 3 for Xyf, 
SKn and Cpann. The best overall result is obtained from the Skn network. The Skn 
gives better results than the other two methods because in the case of Skn the cluster-
ing of input layers and output yield is performed using one combined vector and this 



reduces the possibility of deviating values of yield from affecting the result of classi-
fication. In the other two architectures there are values of yield that can affect the 
clustering in a negative way since it is possible that other non-measured parameters 
are capable of affecting the yield. In all cases the best prediction is obtained for the 
low category of yield which is advantageous since the low yield spots in the field 
require additional fertilization. The SOM clusters of the components of the training 
vectors are shown in Figures 2, 3, 4. The first subplot corresponds to NDVI compo-
nent while the second to ninth correspond to Ca, CEC, MC, Mg, OC, P, pH, TN. The 
last two correspond to target yield and normalized target yield.  From this can be seen 
that the NDVI is the first component and shows partial correlation to the yield map 
which is shown in the tenth subplot. The other components correspond to soil parame-
ters and provide complementary information to the yield. The Component Maps are 
useful in interpreting the correlations between the soil factors and NDVI as related to 
the yield. In the case where tendency of the soil factors is similar to the yield this 
factor is important for higher yield while in the opposite case, a high value in a soil 
factor could limit the yield. Generally the NDVI has a positive correlation to the 
yield. 

Table 1. Results of cross validation for Xyf Network  

Table 2. Results of cross validation for Skn Network  

Table 3. Results of cross validation for Cpann Network 

Real Network 
Estimation 

Network Prediction (%) 

low medium high 
low 95.62 3.89 0.49 

medium 5.45 89.95                 4.6 

high 5.35 11.29 83.36 

Real Network 
Estimation 

Network Prediction (%) 

low  medium  high 

low  93.11  5.69  1.20 

medium  4.09  89.05  6.85 

high  2.33  6.64  91.04 

Real Network 
Estimation 

Network Prediction (%) 

low  medium  high 

low  92.40    4.36  3.24 

medium    8.07  81.22               10.71 

high    4.18   6.02               89.80 



 

Fig. 2. Skn Component Maps for NDVI and soil parameters 

 

Fig. 3. Xyf Component Maps for NDVI and soil parameters 



 

Fig. 4. Cpann Component Maps for NDVI and Soil parameters 

The target yield is shown in Fig.5. in three classes labeled as red for high yield, blue 
for low yield and yellow for medium yield. By looking at Fig.6 one can see that there 
is a high correlation between the target yield and the predicted yield. The NDVI 
Shown in Fig.7 demonstrates partial correlation to the yield in the left part of the field, 
thus explaining the cluster distribution of the Neural Network models. This discrep-
ancy in the right part of the field can be explained by the distribution of the other 
nutrients which counterbalance the effect on yield. In Figure 8, the spatial variation of 
total N is shown divided in three classes corresponding to different levels of total N. 
 

Fig. 5. Target Yield in three classes pro-
duced by ArcGIS 

Fig. 6. Prediction in three classes produced by 
ArcGIS 



  

Fig. 7. NDVI Satellite based in three classes 
produced by ArcGIS 

 

Fig. 8. Total Nitrogen in three classes pro-
duced by ArcGIS 

Conclusions.  
In this paper, three Self Organizing models were  developed that  consisted of input 
nodes representing the main factors in wheat crop production such as biomass indica-
tors, organic carbon (OC), pH, Mg, total N, Ca, Cation Exchange Capacity (CEC), 
moisture content (MC) and the output weights represented the class labels corre-
sponding to the predicted wheat yield. The results indicate that yield prediction is 
possible with a very high accuracy reaching 93% and can be used in order to improve 
fertilizer administration by using the yield prediction models that were presented. 
Visualization of component maps could reveal extra information that is useful in or-
der to interpret the relations between the soil and crop parameters and the yield.  
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