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Abstract. In this paper, a fuzzy feedback linearization is used to con-
trol nonlinear systems described by Takagi-Suengo (T-S) fuzzy systems.
In this work, an optimal controller is designed using the linear quadratic
regulator (LQR). The well known weighting parameters approach is ap-
plied to optimize local and global approximation and modelling capabil-
ity of T-S fuzzy model to improve the choice of the performance index
and minimize it. The approach used here can be considered as a gener-
alized version of T-S method. Simulation results indicate the potential,
simplicity and generality of the estimation method and the robustness
of the proposed optimal LQR algorithm.

1 Introduction

Feedback linearization has been used successfully to address some practical prob-
lems. These include the control of helicopters, high performance aircraft, indus-
trial robots and biomedical devices. More applications of the methodology are
being developed in industry [8].

It is well known that a robust a effective controller requires an accurate and
efficient model. In [9], an interesting method is developed to identify nonlinear
systems using input-output data. The main problem encountered is that T-S
identification method can not be applied when the MFs are overlapped by pairs.

Nonlinear control systems based on the T-S model have attracted lots of at-
tention during the last twenty years (e.g., see [12], [5] and [6]). It provides a pow-
erful solution for development of function approximation, systematic techniques
to stability and design of fuzzy control systems in view of fruitful conventional
control theory. They also allow relatively easy application of powerful learning
techniques for their identification from data.

T-S fuzzy models are proved to be universal function approximators [11].
But it was clearly shown that the number of fuzzy rules increases as the approx-
imation error tends to zero. So it becomes difficult to make use of the universal
approximation property of T-S fuzzy modelling for practical purposes. Moreover,
if the number of rules is bounded, the resulting set of functions is nowhere dense
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in the space of approximated functions [10]. These conflicting objectives have
motivated researchers to find a balance between the specified accuracy and the
computational complexity of the resulting fuzzy model.

In [1] and [7] new and efficient approaches are presented to improve the lo-
cal and global estimation of T-S model. The first approach uses the minimum
norm method to search for an exact optimum solution at the expense of in-
creasing complexity and computational cost. The second one is a simple and less
computational method, based on weighting of parameters.

The rest of the paper is organized as follows. A description of feedback lin-
earization methodology is presented in section 2. In section 3, the estimation
of T-S fuzzy model is discussed. In section 4, the design of an optimal LQR
controller is developed. In section 5, an example of an inverted pendulum is il-
lustrated to demonstrate the validity of the proposed approach. The conclusions
of the validity of the proposed estimation approach and the robustness of the
LQR are explained in section 6.

2 Feedback Linearization

Feedback linearization is an approach to nonlinear control design which has at-
tracted a great deal of research interest. The central ideal is to algebraically
transform a nonlinear system dynamics into (fully or partly) linear one so that
linear control techniqus can be applied. This differes entirely from conventional
linearization (i.e. Jacobian linearization) in that feedback linearization is achieved
by exact state transformation and feedback, rather than by linear approxima-
tions of the dynamics. Supposing that the system can be modeled as follows:

y(n)(t) = fn(y(t), ẏ(t), · · · , y(n−1)(t)) + bn(y(t), ẏ(t), · · · , y(n−1)(t))u(t) (1)

Let us define the following vector:

x =
[
y(t) ẏ(t) · · · y(n−1)(t)

]T ∈ ℜn

The system can be modeled as follows:

ẋn(t) = fn(x(t)) + bn(x(t))u(t) (2)

For systems which can be expressed in the controllable and canonical form, the
control action can be described as:

u(x) =
1

bn(x)
(s(x) − fn(x)) (3)

Substituting (3) in (2) to obtain the feedback system:

ẋn(t) = fn(x) + bn(x)u(t) = fn(x) + bn(x)
1

bn(x)
(s(x)− fn(x)) = s(x) (4)
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Let us suppose the following control law:

s(x) = Sx = [−s0 − s1 · · ·− sn−2 − sn−1]x (5)

The feedback system becomes a linear one with a characteristic polynomial p(λ)
where the si are chosen so that the the characteristic polynomial:

p(λ) = λn + sn−1λ
n−1 + · · ·+ s1λ+ s0

The first inconvenient is the need to know explicitly the nonlinear system model,
which in general can not be obtained because of the difficulty of identifying their
parameters. Secondly, an adequate choice of the characteristic polynomial should
be made. A possible solution for the first problem is by using the T-S fuzzy model
for estimating nonlinear systems.

S(i1...in) : If z1 is M i1
1 and . . . zf is M in

n then

ẋ = a(i1...in)0 +A(i1...in)
n x+B(i1...in)

n u

where
A(i1······in)

n = [an1(x) an2(x) · · · ann(x)]

Applying this model, the identification of its parameters can be realized using
the proposed estimation methods which will be described in section 3. We sup-
pose that we have a first estimation of the T-S model parameters. In order to
obtain such estimation, the classical least square method can be used around
the equilibrium point. The objective is to obtain a local approximation of the
system.

ẋn = a0o + a0n1x1(x) + a0n2x2(x) + · · ·+ a0nnxn(x) + b0nu (6)

A design of an optimal controller is carried out to show the effectiveness of the
proposed estimation methods. The well known LQR controller is applied to solve
the second problem proposed in this work which is how to choose the optimal
characteristic polynomial p(λ) (see section 4).

3 Estimation of Fuzzy T-S Model’s Parameters

An interesting method of identification is presented in [9]. The idea is based on
estimating the nonlinear system parameters minimizing a quadratic performance
index. It is based on the identification of functions of the following form:

f : ℜn −→ ℜ

y = f(v1, v1, . . . , vn)

Each IF-THEN rule for an nth order system can be written as follows:

S(i1...in) : If v1 is M i1
1 and . . . vn is M in

n then (7)

ŷ = p(i1...in)0 + p(i1...in)1 v1 + p(i1...in)2 v2 + . . .+ p(i1...in)
n vn
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where the fuzzy estimation of the output is:

ŷ =

∑r1
i1=1 . . .

∑rn
in=1 w

(i1...in)(v)
[
p(i1...in)0 + p(i1...in)1 v1 + . . .+ p(i1...in)

n vn
]

∑r1
i1=1 . . .

∑rn
in=1 w

(i1...in)(v)
(8)

where,

w(i1...in)(v) =
n∏

l=1

µlil(vl)

being µjij (vj) the membership function that corresponds to the fuzzy set M
ij
j .

Let {v1k, v2k, . . . , vnk, yk} be a set of input/output system samples. The
parameters of the fuzzy system can be calculated as a result of minimizing a
quadratic performance index:

J =
m∑

k=1

(yk − ŷk)
2 = ∥Y −XP∥2 (9)

where

Y =
[
y1 y2 . . . ym

]T

P =
[
p(1...1)0 p(1...1)1 p(1...1)2 . . . p(1...1)n . . . p(r1...rn)0 . . . p(r1...rn)n

]T
(10)

X =

[
β(1...1)
1 β(1...1)

1 v11 . . .β
(1...1)
1 vn1 . . . β(r1...rn)

1 . . .β(r1...rn)
1 vn1

β1...1
m β(1...1)

m v1m . . .β(1...1)
m vnm . . . β(r1...rn)

m . . .β(r1...rn)
m vnm

]

and

β(i1...in)
k =

w(i1...in)(vk)∑r1
i1=1 . . .

∑rn
in=1 w

(i1...in)(vk)
(11)

If X is a matrix of full rank, the solution is obtained as follows:

J = ∥Y −XP∥2 = (Y −XP )T (Y −XP )

∇J = XT (Y −XP ) = XTY −XTXP = 0 (12)

P = (XTX)−1XTY

In the case when the matrix X is not of full rank, an effective approach with few
computational effort, based on the well known parameters’ weighting method
[2], [1] and [7]. This method can also be used for parameters tuning of T-S
model from local parameters obtained through the identification of a system in
an operating region or from any physical input/output data. We suppose that
we have a first estimation

P0 = [p00 p01 p02 . . . p
0
n]

T

of the T-S model parameters. In order to obtain such an estimation, the clas-
sical least square method can be used around the equilibrium point. This first
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approximation can be utilized as reference parameters for all the subsystems.
Then, the parameters’ vector of the fuzzy model can be obtained minimizing:

J =
m∑

k=1

(yk − ŷk)
2 + γ2

r1∑

i1=1

. . .
rn∑

in=1

n∑

j=0

(p0j − p(i1...in)j )2

= ∥Y −Xp∥2 + γ2 ∥P0 − p∥2 =

∥∥∥∥

[
Y
γP0

]
−
[
V
γI

]
p

∥∥∥∥
2

= ∥Ya − Vap∥2

(13)

where
p0 = [P0 P0 . . . P0]

T

︸ ︷︷ ︸
r1.r2...rn

In this case, the factor γ represents the degree of confidence of the parameters
initially estimated [2], [3], [4] and [7].

4 Design of an Optimal Controller

A design of an optimal controller based LQR controller is applied to show the
validity of the proposed estimation methods. The characteristic polynomial of
the feedback system is calculated for this system so that finally, the parameters of
this polynomial is used for the definition of s(x). In order to calculate the control
coefficients, any control design methodology through state feedback control can
be applied.

Optimal selection of closed loop poles will lead to a trade-off between speed
of dynamic response and control effort. Together with the proposed estimation
method, LQR might be an appropriate choice. With this regulator we guarantee
the stability and gaining a balance between static and dynamic behavior of the
system with admissible control actions. Selection of values of Q and R matrices
determines the dynamic speed of the controller as well as amplitudes of state
variables and control signals.

ẋ = Ax+Bu

x ∈ ℜn, u ∈ ℜm, A ∈ ℜn×n, B ∈ ℜn×m

The objective is to find the control action u(t) to transfer the system from any
initial state x(t0) to some final state x(∞) = 0 in an infinite time interval,
minimizing a quadratic performance index of the form:

J =

∫ ∞

t0

(xTQx+ uTRu)dt

where Q ∈ ℜn×n is a symmetric matrix, at least positive semidefinite one and
R ∈ ℜm×m is also a symetric positive definite matrix. The optimal control law
is then computed as follows:

u(t) = −Kx(t) (14)
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K = −R−1BTL (15)

where the matrix L ∈ ℜn×n is a solution of the Riccati equation:

0 = −Q+ LBR−1BTL− LA−ATL

The feedback system becomes:

ẋ = Ax+Bu = Ax−BKu = (A−BK)x

and the characteristic polynomial is:

p(λ) = det(λI −A+BK)

It is aimed in this work to design an optimal LQR controller for the local ap-
proximation in (6). In order to obtain such estimation, the classical least square
method can be used around the equilibrium point.

4.1 Application of the Proposed Control Algorithm for T-S Systems

The new proposed control algorithm can be considered as a two level one: the
first level includes the calculation of the resulting matrices a0(x), A(x) and
B(x) from the above identified fuzzy system and the second one is obtaining the
control action mentioned above in (3). The control law becomes:

u(x) =
1

bn(x)
(SX − a0n(x)−An(x)x) = − 1

bn(x)
(a0n(x) + (An(x)− V )x) (16)

5 Illustrative Example

Consider the problem of estimating an inverted pendulum using the above men-
tioned estimation methods. The inverted pendulum can be represented as fol-
lows:

θ̈ =
gsinθ − cosθ(u+mlθ̇2sinθ

M+m )

l(43 − mcos2θ
M+m )

(17)

Where θ denotes the angular position (in radians) deviated from the equilib-
rium position (vertical axis) of the pendulum and θ̇ is the angular velocity,
g(gravity acceleration), M(mass) of the cart=1 kg, m(mass) of the pole=0.1 kg,
l is the distance from the center of the mass (m) of the pole to the cart=0.5
m. Assuming that x1 = θ and x2 = θ̇, then (17) can be rewritten in state space
form as follows:

x1 = θ

ẋ1 = x2

x2 = θ̇

ẋ2 =
gsin(x1)− cos(x1)(

u+mlx2
2sin(x1)

M+m )

l(43 − mcos2(x1)
M+m )

(18)



7

Firstly, the model of the inverted pendulum is estimated in three operation points
for both the angle and its derivative. The universe of discourse of the angle is
[−π

4 , π
4 ] rad. and the one of the angular velocity is [−5, 5] rad

seg . Both MFs for the
angle x and its derivative ẋ are shown in figures 1 y 2 respectively.

Fig. 1: Membership functions for the
angle x of the inverted pendulum

Fig. 2: Membership functions for the
angular velocity of the inverted pendulum

If we apply the T-S method directly to this example, then the condition
number of the matrix X is 3.4148e +015, which shows clearly a non reliable
result. Using the parameters’ weighting method with weighting factor γ = 0.01,
the inverted pendulum fuzzy model can be represented as follows:

S11 : If
(
x1 is M1

1

)
and

(
x2 is M1

2

)
then

ẋ2 = −8.2354 + 3.3866x1 − 0.2040x2 − 1.0443u

S12 : If
(
x1 is M1

1

)
and

(
x2 is M2

2

)
then

ẋ2 = −8.3313 + 3.0983x1 + 0.0000x2 − 1.0443u
...

S33 : If
(
x1 is M3

1

)
and

(
x2 is M3

2

)
then

ẋ2 = 8.0784 + 3.8914x1 − 0.2297x2 − 1.0903 (19)

By using the identification with the classical minimum square method in an
interval close to the equlibrium point

x1 ∈ [
−π

4
,
π

4
] x2 ∈ [−2.5, 2.5]

The linear model of the system in this interval is:

ẋ2 = 0.0092 + 15.2665x1 − 0.0000x2 − 1.4187u

As it has been mentioned before, the inestable equilibrium point which will be
also the objective of control is x1 = x2 = u = 0. In order that this point becomes
an equlibrium one in the fuzzy model, a220 should be zero. The resultant mean
square error from this approximation is 0.0013. In this case, the condition number
of the extended matrix Xa becomes 1.4569e +004, thus improving the reliability
of results.

As it can be observed, the results obtained through the parameters weight-
ing method are always better than with the original T-S method. In fact, the
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proposed method correspond to the best possible result using TS method when
the interval covering tends to totality, but this limit is not achievable since the
problem would not be solvable any more.

Consider the problem of stabilizing and balancing of swing up of an inverted
pendulum. The control of this system is a widely used performance measure of a
controller, since this system is unstable and highly nonlinear. The objective is to
maintain the inverted pendulum upright with θ despite small disturbances due
to wind or system noises. The proposed optimum LQR is applied to calculate the
desired parameters of the characteristic polynomial p(λ) defined in the previous
rules, [

ẋ1

ẋ2

]
=

[
0 1

15.2665 0

] [
x1

x2

]
+

[
0

−1.4187

]
u

minimizing the following performance index:

J =

∫ ∞

t0

(100x2
1 + 10x2

2 + u2)dt

and the computed control becomes

u(t) = −Kx(t) =
[
25.4509 6.7734

]
x(t)

The matrix of the feedback system becomes:

AR = A−BK =

[
0 1

−20.8408 −9.6095

]

and its characteristic polynomial is:

p(λ) = λ2 + 9.6095λ+ 20.8408

and the eigen values are:

λ1 = −6.3029 λ2 = −3.3065

Thus, the control becomes:

u(x) =
1

bn(x)
(a0n(x) + (An(x)− S)x) (20)

where:
S =

[
−20.8408 −9.6095

]

Figure 3 shows the transient response of the inverted pendulum controlled by
the proposed LQR subjected to an initial condition. The results obtained show
that the system is stabilized by applying the proposed LQR.

Moreover, we have proven that the LQR is robust and invariant against
measurement noise. If we suppose that the angle sensor introduces a noise of
σ = 1◦, it can be observed that the output is only affected by σ = 0.04◦ as
shown in figure 4. Figure 5 shows several trajectories in state space form of the
system for several initial conditions.
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Fig. 3: Transient response of the
inverted pendulum by the fuzzy LQR

Fig. 4: Transient response of the inverted
pendulum by the fuzzy LQR subjected to

measurement noise

Fig. 5: Trajectories in state space form of the system for several initial conditions

6 Conclusions

A feedback linearization is used to nonlinear control design for fuzzy systems
described by T-S. The main objective is to obtain an improved performance
of highly non-linear unstable systems. In this work, the well known weighting
parameters approach is proposed to optimize local and global approximation and
modelling capability of T-S fuzzy model to improve the choice of the performance
index and minimize it. An inverted pendulum mounted on a cart is chosen to
evaluate the robustness, effectiveness, accuracy and remarkable performance of
proposed estimation approach. The results show that the proposed approach is
less conservative than those based on (standard) T-S model. Simulation results
indicate the potential, simplicity and generality of the estimation method and
the robustness of the LQR algorithm. We prove that the proposed estimation
algorithm converge very fast, thereby making them very practical to use.
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methodology for online TS fuzzy modeling by the extended Kalman filter, Applied
soft computing, pp. 277289, Vol. 18, 2014.


