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Abstract. Air pollution is a serious problem of modern urban centers. The 
objective of this research is to investigate the problem by using Machine 
Learning techniques. It comprises of two parts. Firstly, it applies a well 
established Unsupervised Machine Learning approach (UML) namely Self 
Organizing Maps (SOM) for the clustering of Attica air quality big data vectors. 
This is done by using the concentrations of air pollutants (specific for each 
area) for a period of 13-years (2000-2012). Secondly, it employs a Supervised 
Machine Learning methodology (SML) by using multi layer Artificial Neural 
Networks (ML-ANN) to classify the same cases. Actually, the ANN models are 
used to evaluate the SOM reliability. This is done, because there is no actual 
and well accepted clustering of the related data to compare with the outcome of 
the SOM and this adds innovation merit to this paper. 

Keywords: Self Organizing Maps, Artificial Neural Networks, Classification, 
Air Pollution 

1. Introduction 

Air pollution has been defined as the release of any substances affecting the normal 
cycle of any vital process or degrade infrastructure [10]. The target of this research 
effort is to reveal existing air pollution patterns by performing distinct clusterings for 
each selected measuring station of the Attica area. The clusterings are based on a vast 
volume of air quality data vectors related to specific air pollutants for each site. The 
motivation to use Self Organizing Maps was mainly related to their potential to 
produce a low-dimensional (typically two-dimensional) discretized representation of 
the input space of the training samples. Another reason was the unsupervised learning 
mode of SOM [6], [13]. It is well known, that the effectiveness of such an effort is 
obtained by estimating Sensitivity and Specificity indices as a result of the 
comparison between the actual clusters to the obtained ones [2]. However, in the case 
examined here, there is no well accepted clustering either from the literature or from a 
study of the civil protection authorities. For this reason, Multi Layer Feed Forward 
(MLFF) ANNs were developed for each measuring location which classify the 
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available data of each site. The input vectors of the MLFF approach comprised of air 
pollutants, plus seven meteorological and five daily factors. The outputs of the MLFF 
ANNs were considered as a comparison metric for the validation of the SOM’s 
efficiency. It is the first time that SML is employed to support the validation of the 
UML classification. Herein, we will designate by classification the process of 
supervised learning on labeled data and by clustering the process of unsupervised 
learning on unlabeled data. 

1.1. Literature review 

There are several research efforts in the literature that use ANN to model pollution 
of the atmosphere [1], [5]. [11]. However, only recently some researchers have used 
SOM clustering to analyze air pollution of major cities. Patterns of air quality have 
been searched for Mexico City by Neme and Hernandez [10], whereas Karatzas and 
Voukantsis have done the same for the city of Thessaloniki [7]. Skön et al., have 
analyzed indoor air quality using SOM [12]. Li and Chou have investigated air 
pollution spatial variation with SOM [9]. Glorenec applied SOM to forecast Ozone 
peaks [3]. Unfortunately though, due to different pollution measurements and 
different approach methods, any comparison of these works is inaccurate. Moreover, 
due to station’s malfunctions in our case, there were a lot of records missing, which 
made our effort even more challenging. Also, we had only daily measurements for 
PM pollutants, while daily for every other pollutant. To the best of our knowledge 
there is no similar research for the wider area of Attica. 

2. Materials and Methods  

2.1. Area of research and Data 

The area of research included four characteristic air pollution and meteorological 
stations. They were chosen as follows: “Athinas” is located exactly in the heart of the 

city centre. “Piraeus” has a unique position by the seaside, “Peristeri” is an urban site 
at Northwest and “Agia Paraskevi” is a suburb in the Northeastern part of Attica, 
close to a more mountainous area. So each measuring station is characterized by 
different topographic and geographic attributes. Figure 1 depicts the four locations 
under study. The available data sets that were used were related to the wider area of 
Athens, for a period of 13-years (2000-2012) and they varied from station to station. 
Overall, the pollutants of interest were hourly concentrations of monoxides plus 
dioxides like CO, NO, NO2, SO2, and daily concentrations of Particulate Matter like 

PM10, (
3m

g ). The meteorological data were hourly values of air temperature (Co), solar 

radiation ( 2Wm ), wind speed (
sec

m ) and direction (rad), pressure (mbar), Illumine and 

relative humidity. Finally, for every record we added its daily attributes; Year, Month, 
Day, Day_ID (1 for Monday, 7 for Sunday) and Hour. However not all stations 



measure the same pollutants. Thus, the inputs fed to both SOMs and MLFF ANNs 
were dependent on the sensors of each station. The meteorological parameters were 
the same everywhere and obtained from “Penteli” station, except from “Agia 
Paraskevi” station, where, because it is located between “Penteli” and “Thiseion” 

stations, we averaged the meteorological values for it. 
 

 

Fig. 1. The four measuring stations 

Data were obtained from the Greek ministry of Environment [4]. Totally 1,017,733 
vectors without missing values were available, whereas an average as high as 18.82% 
of the data are missing with the station of Piraeus having the worst percentage equal 
to 33.67%.  

The following table 1 presents the types of parameters measured in each station 
and percentage of missing values [14]. 

Table 1. Description of the stations employed for this research 

ID 
Station’s 

name 
Code 

Missing 
values 

Correct Data 
Vectors 

Station’s data 

1 
Ag. 

Paraskevi 
AGP 12.32% 99,936 Ο3, ΝΟ, ΝΟ2 , SΟ2 

2 Athinas ATH 21.86% 89,058 Ο3, ΝΟ, ΝΟ2, CO, SO2 
3 Peristeri PER 33.61% 75,668 Ο3, ΝΟ, ΝΟ2, CO, SO2 
4 Piraeus PIR 33.67% 75,600 Ο3,ΝΟ, ΝΟ2, CO, SO2 
5 Penteli PEN 3.66% 109806 Meteorological  
6 Thiseion THI 0.30% 113,632 Meteorological 

2.2. Unsupervised Learning 

In UML we let the algorithm decide how to group samples into classes that share 
common properties. Some examples of unsupervised learning are Kohonen's Self 
Organizing Maps, K-Means Clustering and Neural Gas Networks. 

Self Organizing Maps (SOMs) are a well established unsupervised ML approach, 
based on competitive learning. Their main advantage is their ability to isolate clusters 



in high dimensional spaces [9]. The Self Organizing Map as all ANN consists of 
neurons (nodes). A weight vector is assigned to each neuron. This vector is of the 
same dimension as the input data vectors.  The amount of nodes is the number of the 
clusters that will be used to group the input data. The obtained Map is a NxN space, 
where the data are scattered and arranged. The number of neurons is set as the square 
of the map. Their function can be summarized in four steps [8]: 

Initialization: All of the connection weights of each cluster are initialized 

Competition: In this stage for each input pattern, the neurons compete to each other 
in order to “win” this input. The neuron which adapts its value closest to the input 
“wins”. We can define the discriminant function to be the squared Euclidean distance 
between the input vector x and the weight vector wj for each neuron j as: 
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Cooperation: Here follows the creation of a neighbourhood located close to the 
previously winning neuron. In this way, the winning neuron creates a neighbourhood 
with other neurons, in order to cooperate with each other and win future inputs. If Sij 

is the lateral distance between neurons i and j on the grid of neurons, we define a 
topological neighbourhood Tj,I(X) where I(x) is the index of the winning neuron. 
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Adaption: In this last stage, each neuron creates a neighbourhood or becomes a 
member of a neighbourhood and self - organizes, so that the feature map between 
inputs is formed. In practice, the appropriate weight update equation is: 

)(),().( )(, jiiXIjji WXtTtnW   (3) [8]. 

In every step, all neurons adapt their weights to the current input, but not as much 
as the winner neuron and its neighbourhood [8]. In this way, each neighbourhood is 
suitable for certain values, and so the map is ordered and shaped.  

3. SOM Clustering 

In this study, the number of neurons was the only subject of experimentation, in the 
development of the feature maps. The main target was to isolate the extreme pollutant 
values of every station and then to record the meteorological and spatiotemporal 
characteristics for these particular cases. Through this research we have experimented 
with 2, 3 and 4 neurons. As a result, the obtained maps have 4, 9 and 16 clusters 
accordingly. Often, the selection of a small number of clusters may lead to loss of the 
pattern (if there is one). However in this effort, the numbers mentioned above have 
proven to be suitable. Larger numbers produced larger maps, separating our input data 



in a chaotic level. For every map produced, we kept the hits of each cluster, the 
cluster of each record, the neighbour weight distances and the weights of each input.  

The following images show the results of the SOM clustering. They can represent 
quite efficiently almost every other case. The Neighbour Weight Distance Figure 
provides information about the neighbourhoods created; the darker colours represent 
larger distances, and the lighter colours represent smaller distances. In fact we have 
separated the neurons which were isolated and not part of any neighbourhood. These 
neurons had the extreme pollutant values and thus they correspond to very interesting 
cases. 

The Input Weights Figure shows the weight assigned to each node from every 
input. It must be specified that input1 to input5 correspond to CO, ΝΟ, ΝΟ2, Ο3, SO2 

respectively. Lighter colour means larger value. Here, wherever we have bright 
colours (yellow or orange), we have the isolated neurons who are assigned the 
extreme values. Another clue for the most extreme neuron was that this neuron 
usually had less record than the others (Figure 4). The combination of these three 
figures helped us to figure out where the most hazardous values were. We are seeking 
yellow or orange from the Input’s Weights Figure, while dark connections in the 
Distances Figure. The neuron in the bottom - left corner is the first, the one next to it 
is the second, while the last one is on the top - right corner. 
 
 
 

 

Fig. 2. Neighbor Distances for “Athinas” Hourly pollutants values, period 00-04 (the 1st neuron 
seems to be the extreme one) 



 
Fig. 3. Input weights for “Athinas” Hourly pollutants values, period 00-04 (the 1st neuron 

seems to be the extreme one for CO, NO, NO2 and SO2, while the third for O3) 

 

Fig. 4. Sample hits for “Athinas” Hourly pollutants values, period 00-04 (the first neuron has 
won 220 records, the forth 656, while the ninth 3317) 

4. Pattern Recognition with MLFF ANNs 

Classification is a form of Supervised Learning. After we obtained the Clusters for 
each station, we used the pattern recognition tool of MATLAB to classify the 
available data records by developing MLFF ANNs (three for each site plus a daily 
one for the stations were we had PM pollutants measures). The purpose was to figure 
out if obtained grouping was suitable. For the development of the optimal ANNs the 
data were divided in training, evaluation and testing sets by 70%-30% and 30% 
respectively. The evaluation metrics were mean square error and confusion matrices. 
The training function was trainscg (Scaled conjugate gradient backpropagation) and 
the number of hidden neurons 10, for all networks. 

As it has already been mentioned, the input data for every station comprised of the 
measured pollutants plus seven meteorological parameters (as shown in table 1) and 
five daily parameters (year, month, day, day identification and hour). By this 



approach, evaluation became stricter, as we had 17 input parameters totally. As it is 
shown in the following Figures, the performance of the ANN is very accurate for the 
“Peristeri” station for the period 2000-2004. 
 

 

Fig. 5. Error Histogram for the MLFF ANN for the “Peristeri” station (00-04) 

 

Fig. 6. Performance for the MLFF ANN for the “Peristeri” station (00-04) 

If a pollutant was missing values (for example in Agia Paraskeui, the SO2 pollutant 
has value only from 2000 to 2005), we created a separate SOM for it. Also, if 9 
neurons could not group the extreme values of a pollutant, we developed a second 
SOM with more neurons (16), in order to manage to cluster the specific pollutant. 
Unfortunately, the confusion matrix of the networks with 16 clusters is not visible, as 
it contains 256 elements. For every network we obtained the confusion matrix and the 
percentages of correct and incorrect classifications. Figure 7 shows the confusion 
matrix which specifies the high compatibility level between clustering and 
classification for the “Peristeri” site. Unfortunately there is not enough space for all 
confusion matrices. However the high agreement of the two approaches is shown in 
the following tables. 



 

Fig. 7. Overall Confusion Matrix for the MLFF ANN for the “Peristeri” station (00-04) 

5. Comparative analysis between SOMs and MLFF ANNs 

The tables below show the results from both the clustering and the classification 
procedures. Columns 2 to 4 are the average, minimum and maximum values for each 
pollutant. Columns 5 to 8 are the same values extracted from each cluster which 
contained the extreme values for each pollutant. The last column is the correct 
percentage of the classification process.  

Table 2. Comparative analysis for “Agia Paraskevi” Station 

AGP ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

NO (00-04) 2,75 1 411 25,84 1 411 

0,1 93,6 
NO2 (00-04) 20,15 1 347 95,25 45 347 
O3 (00-04) 91,38 1 330 190,67 155 330 

SO2 (00-04) 7,35 2 244 25,98 2 244 
NO (05-08) 2,19 1 141 47,96 22 141 

0,14 
 

82,9 
 

NO2 (05-08) 22,37 2 198 73,44 36 165 
O3 (05-08) 76,34 1 279 166,9 143 279 

SO2 (05-08) 6,02 2 100 32,2 24 100 0,06 98,1 
NO (09-12) 2,46 1 111 11,71 1 111 

0,1 92,5 NO2 (09-12) 13,23 1 287 49,94 22 287 
O3 (09-12) 86,91 2 251 146,01 129 251 

PM10  26,13 6 292 127,75 91 292 
0,19 87,9 

PM2,5  17,17 4 74 45,87 23 67 

 

 

 



Table 3. Comparative analysis for “Athinas” Station 

ATH ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

CO (00-04) 2,43 0,1 21,4 11,03 5 21,4 0,1 
 

95,0 
 NO (00-04) 72,86 1 908 659,62 545 908 

NO2 (00-04) 73,83 1 377 184,14 128 377 
0,1 82,5 O3 (00-04) 33,22 1 253 124,51 93 253 

SO2 (00-04) 13,29 2 259 41,13 3 259 
CO (05-08) 1,78 0,2 11,8 7,93 4,1 11,8 

0,09 
 

95,8 
 

NO (05-08) 57,57 1 787 536 451 787 
O3 (05-08) 30,97 1 199 - - - 

SO2 (05-08) 8,76 2 126 34,55 2 122 
NO2 (05-08) 63,92 4 275 147,13 117 275 0,15 43,8 
CO (09-12) 1,39 0,1 10,4 5,81 1,7 10,4 

0,09 97,5 
NO (09-12) 50,72 1 678 431,76 362 678 
NO2 (09-12) 55,35 3 323 94,4 39 263 
O3 (09-12) 34,33 1 186 - - - 

SO2 (09-12) 7,63 2 86 19,85 8 60 

Table 4. Comparative analysis for “Piraeus” Station 

PIR ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

CO (00-04) 1,58 0,1 13,3 5,8 0,1 6,6 

0,12 90,3 
NO (00-04) 55,81 1 590 343,09 246 590 
NO2 (00-04) 65,41 1 243 108,09 47 224 
O3 (00-04) 35,05 1 217 114,17 81 217 

SO2 (00-04) 23,45 2 293 93,57 37 293 
CO (05-08) 1,23 0,1 9,8 4,82 1,2 7,9 

0,16 73,6 
NO (05-08) 50,66 1 902 377,05 300 902 
NO2 (05-08) 66,26 1 296 129,25 12 198 
O3 (05-08) 36,2 1 190 118,54 95 190 

SO2 (05-08) 18,07 2 275 124,23 57 275 
CO (09-12) 0,88 0,1 6,4 2,75 0,6 6,4 

0,14 81,6 
NO (09-12) 34,67 1 504 279,9 210 504 
NO2 (09-12) 49,77 1 277 118,97 61 277 
O3 (09-12) 42,23 1 192 109,32 92 192 

SO2 (09-12) 10,36 2 279 50,4 2 207 
PM10  41,89 11 185 104,93 72 185 

0,22 91,6 
PM2,5  29,48 5 157 60,7 12 157 

Table 5. Comparative analysis for “Peristeri” Station 

PER ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

CO (00-04) 0,79 0,1 11,5 4,15 0,3 11,5 
0,1 94,2 NO (00-04) 17,72 1 427 198,97 133 427 

NO2 (00-04) 42,74 1 289 106,38 22 289 



O3 (00-04) 55,93 1 257 146,76 110 257 
SO2 (00-04) 14,14 2 272 86,83 6 272 
CO (05-08) 0,71 0,1 8,3 3,6 0,9 8,3 

0,2 
 

60,6 
 

NO (05-08) 16,27 1 447 202,81 137 447 
NO2 (05-08) 40,76 1 353 86,98 42 287 
SO2 (05-08) 11,48 2 163 36,3 4 156 
O3 (05-08) 52,98 1 284 224 194 284 0,09 2,3 
CO (09-12) 0,52 0,1 8 2,55 0,7 8 

0,1 96,6 
NO (09-12) 9,31 1 284 104,8 60 284 
NO2 (09-12) 28,46 1 201 79,4 44 201 
O3 (09-12) 64,15 1 246 137,31 112 246 

SO2 (09-12) 6,7 2 106 14,92 2 77 

6. Conclusions – Discussion 

In almost every station we managed to isolate the extreme pollutants’ values. From 

the clusterings we have obtained certain pollution patterns comprising of specific 
temporal, meteorological and air pollutant concentrations. While observing these 
conditions, we came to the conclusion that high values of CO and NO are present, 
when we have low temperature, high humidity, low solar radiation and low wind 
speed, between 8-12 AM or 6-10 PM. On the other hand, high levels of Ο3 appear 
under high temperature, low humidity and high solar radiation and between 12 - 6 
PM.  

In almost every case, the cluster which included the extreme values was in one 
corner of the map (in most cases, in the lower right cluster). This was because this 
cluster was isolated and not part of a neighbourhood. 

Although most cases had their extreme values put together in the same cluster, the 
values of Ο3 were separated from the others. What is more, the cluster which 
contained the extreme values of Ο3 was across the one which contained the other 
pollutants.  

Almost all percentages of correct classification were above 80%, showing that the 
SOM clustering can be considered reliable and compatible to the MLFF ANN 
classification. 

In most cases, when we had two SOMS (with 9 and 16 clusters) the correct 
percentage of the clustering with 9 clusters is higher from the one with 16 clusters. 

Most of the times, the network failed to assign the extreme records in the right 
neuron. Instead, it put every record in the closest cluster. Although this may sound 
like a malfunction of the classification, it may be used as a specific pattern 
recognition tool. This occurs because meteorological parameters act in a catalytic 
manner and they are not the primary source of pollutants.  

This research is quite innovative and it has proven the ability of SOM to reveal 
clusters with specific attributes in real world problems and moreover their potential 
contribution for quality of life.  

Future work will include the comparison and evaluation of SOM with other 
unsupervised methods (like fuzzy k- means and Neural Gas Networks), for the same 
case. 



In the matrices below we have the daily attributes modes for every station’s 

extreme pollutant values. Inside the parenthesis we have the counter for each mode 
(for example, most extreme records for NO2 appeared in 2009 511 times, while they 
occurred on Friday (DAY_ID is 5)).  PM10 and PM2.5 have given the same results, so 
we combined them into one column. 

Table 6. Daily attributes for extreme pollutant values for “Agia Paraskevi” Station 

AGP CO NO NO2 O3 SO2 PM 

YEAR 
2009 
(511) 

2009 
(511) 

2009 
(511) 

2010 
(453) 

2003 
(247) 

2008 
(5) 

MONTH 1(253) 1(253) 1 (253) 8(499) 5(147) 4(5) 
DAY 16(74) 16(74) 16(74) 6(81) 30(47) 21(2) 

DAY_ID 5(210) 5(210) 5(210) 6(277) 4(160) 3(4) 
HOUR 8(159) 8(159) 8(159) 14(291) 10(127) - 

Table 7. Daily attributes for extreme pollutant values for “Athinas” Station 

ATH CO NO NO2 O3 SO2 PM 

YEAR 
2009 
(139) 

2009 
(139) 

2009 
(139) 

2002 
(444) 

2009 
(139) 

- 

MONTH 1(194) 1(194) 1(101) 7(363) 1(194) - 
DAY 3(28) 3(28) 3(28) 4(61) 3(28) - 

DAY_ID 5(72) 5(72) 5(72) 7(184) 5(72) - 
HOUR 9(298) 9(298) 11(165) 16(154) 11(90) - 

Table 8. Daily attributes for extreme pollutant values for “Piraeus” Station 

PIR CO NO NO2 O3 SO2 PM 

YEAR 
2002 
(145) 

2002 
(145) 

2002 
(294) 

2002 
(893) 

2002 
(294) 

2007(11) 

MONTH 12(76) 12(76) 3(151) 5(294) 3(151) 12(7) 
DAY 30(27) 30(27) 26(36) 17(73) 26(36) 1(4) 

DAY_ID 3(59) 3(59) 1(95) 6(500) 1(95) 2(9) 
HOUR 9(85) 9(85) 10(136) 17(577) 10(136) - 

Table 9. Daily attributes for extreme pollutant values for “Peristeri” Station 

PER CO NO NO2 O3 SO2 PM 

YEAR 
2011 
(282) 

2011 
(282) 

2011 
(436) 

2003 
(479) 

2011 
(282) 

- 

MONTH 12(203) 12(203) 5(535) 7(579) 12(330) - 
DAY 2(43) 2(43) 13(71) 24(61) 20(44) - 

DAY_ID 5(113) 5(113) 5(231) 5(196) 5(113) - 
HOUR 9(210) 9(210) 8(177) 15(310) 11(103) - 
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