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Abstract. Nonlinear Cartesian Genetic Programming is explored for extrac-
tion of features in the growth curve of social web portals and establishment 
of a prediction model. Daily hit rates of web portals provide the measure of 
the growth and social establishment behavior over time. Non-linear Carte-
sian Genetic Programming approach also termed as CGPANN has unique 
ability of dealing with the nonlinear data as it provides the flexibility in fea-
ture selection, network architecture, topology and other necessary parame-
ters selection to establish the desired prediction model. A number of socially 
established web portals are used to evaluate the performance of the model 
over a span of two years. Efficient performance is shown by the system keep-
ing the fact in consideration that only single independent web portal data is 
used for training the network and the same network was used for the other 
web portals for their performance evaluation. The system performance is sig-
nificantly good as the system selects only the desired features from the fea-
tures presented as input and achieves an optimal network and topology that 
produce the best possible results. 

Keywords: Neuro Evolution, Artificial Neural Network, Cartesian Genetic 
Programming, Web Traffic Prediction, Web Portals, Future Demand. 

1 INTRODUCTION 

For the last few years a large number of web portals have been developed which 
intend to provide various kinds of valuable services to the internet users. Web 
portals such as social networks, online forums, job portals, blogging platforms, 
and news websites aim to provide uninterrupted free as well as paid services to 
their users. These web portals can also be used for business purposes or an ad-
vertising platform when its number of users increases and hit rate becomes high.  
The forecast of internet traffic is an important issue [1] and accurate forecasting 
of web portals helps in determining the current growth and future prospect of 
the portals. It also provides the business department an idea to identify the fea-
tures and patterns [3] that can lead to a higher hit rate in future, also an insight 
about the future demand and anomalies [4] [24] in the network can be detected. 
Software developers can get an idea about the types of browsers that are used to 
get access to the company website with the aid of forecasting. 
The business departments, developers and the network administrators do the 
task of forecasting internet traffic intuitively with the help of market information 
about the usual behavior and future number of visitors [6]. This produces only a 
rough idea of what the future traffic will look like with a little day to day network 



administration. On the other hand, contributions from the areas of computation-
al intelligence and artificial neural networks have replaced the intuition based 
forecasting methods [20] [21]. The forecasting results obtained by these neural 
networks are accurate, reliable and less time consuming compared to the former 
methods. 
Different methods have been used to forecast the internet traffic and several 
experiments have been performed on real-world datasets using these methods 
in order to determine their accuracy [1] [2]. In addition, different time scales 
have been used for forecasting purposes [2] and some methods perform well in 
short term forecasting, while others perform better in large term forecasts. By 
accurate prediction and forecasting, the services of web portals can be extended, 
diminished or altered in order to maintain a high number of visitors. 
The main intent of this work is to present the application of artificial neural net-
works to web traffic forecasting for web portals.  

2 LITERATURE REVIEW 

2.1 TRAFFIC FORECASTING OF WEB PORTALS 

Forecasting of web traffic is one of a critical task [6] for researchers these days. 
There are several applications of internet traffic forecasting that aims for effi-
cient traffic engineering, anomaly detections and business tools development [1]. 
Various techniques have been used to predict the internet traffic accurately. Pau-
lo Cortez used a neural network ensemble approach and two important adapted 
time series methods such as ARIMA and Holt-Winters [2] in order to determine 
their accuracy for predicting traffic in TCP/IP based networks. G. Rutka inspect-
ed the performance of traffic models for forecasting the future traffic variations 
as precisely as possible using multilayer perceptron and radial basis function 
networks based on measured traffic history [7]. Machine learning methods have 
been used to analyze web traffic using decision trees [8]. A multi scale decompo-
sition approach was used for real time traffic prediction that outperforms traffic 
prediction using neural network approach [9] and gives comparatively better 
results. 
Many internet service providers use multi-protocol label switching to establish 
fill mesh of MPLS between pairs of the routers in a network in order to optimize 
the bandwidth resources in the network [10]. Even if MPLS is not used, with the 
knowledge of future demand of traffic matrix, the traditional allocation of the 
routing protocol weights can be done more efficiently [1]. The forecasted web 
traffic cab be used for anomaly detection [11] [12] in the network by comparing 
the actual traffic to the forecasted traffic in the network.  
The forecasted web traffic can be used by the business departments [1] of the 
company to get an idea about the current popularity and future demand of their 
web services and applications. The statistical data about the visitors on a particu-
lar web portal contain patterns that are viable in determining the future demand. 
By analyzing statistical data, the factors effecting hit rate of the web portals can 
be identified, an insight about the future hit rate, types of visitors, and survival of 



the web portals can be predicted. Several factors have been identified in past 
that effect the number of visitors on these portals [1]. These factors include ac-
cessibility, browsers compatibility, trust level, flexibility, productive and orga-
nized content, and the targeted age, group and gender etc [2]. The business de-
partment and the developers of the company can take decisions based on the 
forecasted results in order to get increased traffic in the future. 
Cartesian genetic programming and neural network models are used for fore-
casting purposes. Today the numbers of structures of the artificial neural net-
works and training algorithms that are applied in their learning process have 
evolved and these models are also used to forecast future network traffic. Simi-
larly these models can be used to forecast the traffic patterns of web portals.  

2.2 CARTESIAN GENETIC PROGRAMMING (CGP) 

The idea of Cartesian Genetic Programming (CGP) was proposed in 1999 by Jul-
ian F Miller [22],  that is a genetic programming approach with a two dimension-
al graphical arrangement of its functional units i.e. nodes. These programs are 
represented as directed acyclic structures operating in a feed forward fashion. 
CGP has two formats of network representation i.e. phenotype and genotype. The 
physical format of array of interconnected nodes represents the phenotypic 
structural space and its genotype can be represented as an array of integers i.e. 
genes. The nodes are the functional units that exhibit a node function, inputs, and 
outputs [23]. CGP provide a general platform for evolving the hybrid structure of 
any number of networks in any order. It provides a complete Cartesian architec-
ture for their interconnectivity patterns producing less hybrid structures from a 
pole of networks. CGP is explored in a range of applications producing interest-
ing results [23]. 

3 CARTESIAN GENETIC PROGRAMMING EVOLVED 
ARTIFICIAL NEURAL NETWORK 

The strategy employed for the evolution of an ANN plays a vital role in ANNs and 
hence is a major concern for the researchers these days. The evolutionary strate-
gy used for the evolution of ANN model proposed in this research is CGP. 
CGPANN is signal processing system that is based on some of the known organiz-
ing principles of the human brain [15] [16] [17]. CGP evolve the ANN with its 
unique architecture that makes it computationally cost effective and efficient. 
They are computational models that are capable of machine learning and pattern 
recognition. These systems are represented by a number of independent, simple 
processors called neurons which are interconnected with each other by 
weighted connections [18].  Figure 1 shows a typical CGPANN genotype and 
phenotype with inputs (I0, I1, I2, ... I9), outputs (O0, O1, O2, ... O9) , active nodes (0, 
1, 2, 4, 5, 7, 8 & 9), inactive nodes (3 & 6) and weights (w0, w1, w2……., w17). The 
arity (number of inputs per node) of the network is 2 and the number of inputs 
to the system is 10.  
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FIGURE 1: A TYPICAL CGPANN PHENOTYPE AND GENOTYPE 

The string of numbers underneath the nodal figure is the genotype arranged in 
boxes represent individual node in terms of its function, inputs and the weights 
associated with the inputs respectively. The box having dotted lines represents 
the inactive nodes.  
The generic expressions for the CGPANN model can be given in the following 
equations.  Equation (1) shows the system outputs      as the summation of sys-
tem inputs (  ) when the weights and node functions are not associated with 
them. Equation (2) and (3) shows the network outputs       with the weights 
(wi) and functions (  ) are associated with the system inputs.  
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Equation (4) and (5) shows the range (i) of the inputs, functions and weights 
respectively. As can be seen from Eq (4) the range (i) belongs to natural numbers 
(N) where N begins from 1 to NT. The weights belong to real numbers and are 
chosen in the range [-1, 1]. 
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Equation (6) represent the single generation obtained from the network in terms 
of inputs (I), system outputs (yi’s) and ultimate output (Op).  

                                      (6) 

Equation (7) shows the ultimate system output in terms of individual system 
outputs. Equation (8) shows the individual system output in terms of nodal out-
puts (yi) and system inputs (I’s) with weights (wi’s) associated with them.  
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3.1 MUTATION IN CGPANN 

The optimal network of the CGPANN is achieved during the process of evolution. 
During evolution mutation in the genotype takes place and optimal network is 
achieved by the selection and promotion of the fittest genotype. Figure 2 (a, b, c) 
show the mutation process of the CGPANN network during evolution process. 
Figure 2a shows the original phenotype and genotype of the network and Figure 
2b and 2c demonstrate the process of mutation in the function (f2) and input (I3) 
genes respectively. 
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FIGURE 2A: ORIGINAL CGPANN PHENOTYPE 

Genotype1= f0 I0 w0 I1 w1 I2 w2, f1 f0 w7 I4 w4 I2 w6, f2 f0 w7 I4 w8 I3 w9, f3 f0 w10 f1 w11 I0 

w12  

I0

I1

Inputs Output

f0

f1

f0

f3

I2

I3

I4

w0
w1
w2

w4
w5

w6
w7

w8
w9

w10
w11
w12

w3

Y0

Y1

Y2

Y3

Y4

Averaging 
Process

 
FIGURE 2B: MUTATION IN THE FUNCTION OF THE NETWORK 
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FIGURE 2C: MUTATION IN THE INPUT TO THE NODE 

 Genotype3= f0 I0 w0 I1 w1 I2 w2, f1 f0 w7 I4 w4 I2 w6, f0 f0 w7 I3 w9, f3 f0 w10 f1 w11 I0 w12 



3.2 THE FORECASTER MODEL 

The learning process of our forecaster model consists of adaptive modifying of 
the connection weights to improve the overall functionality of the neural net-
work as the parallel signal processing system. The system learns the patterns 
and selects the optimal features in the historical data to predict the future values. 
The performance of the forecasting model is measured by Mean Absolute Per-
centage Error (MAPE) as it is a common metric in forecasting applications [6].  
The forecaster model consists of single row and multiple columns of neurons 
trained by altering the values of the connections between the neurons. A nonlin-
ear CGP is used for translating the network as it handles the nonlinear data such 
as that of web portals efficiently. The statistical data of six web portals for a peri-
od of one year is fed to the forecasting model and model is trained. The network 
is capable of feature selection i-e selecting optimal (not all) number of inputs and 
nodes for evolving the final network. The neural network model is trained on a 
one year hourly spaced datasets of Linkedin.com. The trained model is then used 
to forecast the internet traffic of web portals other web portals. The mean abso-
lute percentage error is calculated between the forecasted values and the actual 
values. 

4 EXPERIMENTAL SETUP 

A collection of time ordered dataset is taken for six web portals including 
Linkedin.com, Time.com, Tumblr.com, Answers.com, Hubpages.com and Col-
legehumor.com for a period of two years starting from October 2011 to October 
2013. The data is obtained and verified by Quantcast.com that is a web portal 
used for monitoring the visitor hit rate on the portals available on the internet. 
The obtained data was the average daily hit rates of the six specified web portals 
for a period of two years. 
During the training phase daily global hit rates of LinkedIn.com is used for train-
ing the system. Initially a random population of ten networks is produced for five 
independent seeds. The system parameters are defined and initialized. The 
number of offspring per generation is 9 under the 1+λ evolutionary strategy 
where λ is set to be 9. The initially generated genotype is mutated to produce 
nine offspring. The best genotype among these genotypes is selected and mutat-
ed again. The process is repeated unless the best network is achieved. The muta-
tion rate (μr) is set to be 10%. The number of system inputs is set to be ten and 
that is the daily hit rates data and the arity of the system i.e. number of nodal 
inputs is set to be 5. Log sigmoid is taken as the activation function. These system 
parameters are chosen based on previous performance of CGPANN [5, 14] and 
evolutionary performance. The network is trained for variable number of inputs 
and outputs. The network takes seven days and fourteen days instances of the 
daily dataset as inputs to the network and forecasts the hit rate of the web portal 
for the next single day, seven days and fourteen days as outputs of the network. 



Performance of the system is evaluated with MAPE (Mean Absolute Percentage 
Error) that is calculated by comparing the actual value of the hit rate with that 
estimated by the model.  
The mathematical expression for MAPE is given below: 

     
 

 
∑           (

         

   
)      

Where LAi is the actual value, LFi is the estimated value and N is the number of 
days.  

5 RESULTS AND ANALYSIS 

During the training phase the system is been trained for one million generations 
and the best trained network is then tested for its performance. The system is 
trained on one web portal data i.e. LinkedIn.com and is tested on a different da-
taset of five web portals. The data with known hit rate values are estimated dur-
ing the testing phase and compared with the actual values to evaluate the per-
formance of the model. 
The CGPANN forecaster model proposed in this work has been trained using 
daily averaged web traffic data of LinkedIn.com for one year, starting from Octo-
ber 2011 to October 2012. The results for the training session of each network 
are given in the following Table I. The output of the system is evaluated from the 
average of five independent evolutionary runs for each network with mentioned 
combination of inputs and outputs. The fittest network is achieved for the net-
work with 7 inputs and 1 output during the training phase with the MAPE value 
of 1.1149. 

Table 1: Training results of CGPANN for web portal forecasting model 

Nodes 7 in 1 out 7 In 7 out 14 In 7 out 

50 0.11675 0.13302 0.132575616 

100 0.11686 0.13457 0.132009816 

150 0.11493 0.13291 0.13219517 

200 0.11581 0.13402 0.132067988 

250 0.11624 0.13377 0.133859813 

300 0.11557 0.13290 0.132211834 

350 0.11666 0.13318 0.132714417 

400 0.11619 0.13349 0.133092481 

450 0.11925 0.13347 0.13273484 

500 0.11659 0.13286 0.13262616 

For evaluation and testing, a new dataset is fed to the network for its validation. 
The new dataset is the statistical data of the visitor hit rate of Time.com, Tum-
blr.com, Answers.com, Hubpages.com and Collegehumor.com for a period of two 
years from ranging from October 2011 to October 2013. The testing phase re-
sults for the hit rates forecasting model are tabulated in Table II, III and IV for 



the mentioned combination of inputs and outputs. The proposed forecaster 
model takes seven days hit rates as input to the system and predicts the eighth 
day hit rate in the first case. In the second case it takes seven daily hit rates as 
input and predicts seven future daily hit rates as output of the system. In all the 
combinations of the inputs and outputs the forecaster model showed higher ac-
curacy hence the model is proficient both in terms of single instant prediction 
and multiple instants predictions. The best MAPE values achieved for each web 
portal are highlighted in each table respectively. 
The best MAPE value achieved by the model is 9.053% given in Table 2 where as 
other works done the web portal forecasting has achieved accuracies in the 
ranges such as 12-23% [1], 13–22% [2], 72.74 and 12.04 % [19]. 

Table 2: Testing results for one day hit rate as input with seven day’s data as output 

No. Of Nodes Times Tumblr Answers Hubpages Collegehumor 

50 0.1463 0.09053 0.14202 0.09647 0.1553 

100 0.1433 0.09261 0.14445 0.09671 0.1541 

150 0.1549 0.09426 0.14266 0.10058 0.1692 

200 0.1537 0.09373 0.14592 0.10016 0.1652 

250 0.1603 0.09414 0.14548 0.10192 0.1730 

300 0.1430 0.09072 0.14254 0.09622 0.1507 

350 0.1469 0.09361 0.14625 0.09828 0.1565 

400 0.1545 0.09301 0.14100 0.09983 0.1677 

450 0.1686 0.10202 0.15097 0.10875 0.1873 

500 0.1424 0.09478 0.14661 0.09819 0.1542 

Table 3: Testing results for seven days hit rates as input with seven days data as output 

No. Of Nodes Time Tumblr Answers Hub pages College humor 

50 0.1442 0.1159 0.19272 0.10967 0.15613 

100 0.1426 0.1152 0.19391 0.10884 0.15269 

150 0.1270 0.1141 0.18955 0.10495 0.13731 

200 0.1496 0.1191 0.19283 0.11337 0.16625 

250 0.1571 0.1201 0.19474 0.11554 0.17485 

300 0.1447 0.1165 0.19327 0.11035 0.15741 

350 0.1530 0.1186 0.19458 0.11311 0.16570 

400 0.1351 0.1151 0.19247 0.10721 0.14410 

450 0.1112 0.1141 0.19209 0.10121 0.11393 

500 0.1121 0.1134 0.19011 0.10173 0.11769 



Table 4: Testing results for 14 days hit rates as input with 7 days data as output 

No. Of Nodes Time Tumblr Answers Hub pages College humor 

50 0.12795 0.11923 0.19835 0.10806 0.14111 

100 0.13847 0.11873 0.19897 0.10981 0.15333 

150 0.15067 0.12162 0.20324 0.11404 0.16946 

200 0.13021 0.11689 0.19627 0.10698 0.14178 

250 0.09451 0.11605 0.19751 0.09905 0.09592 

300 0.15046 0.12001 0.20089 0.11343 0.16898 

350 0.14978 0.12036 0.20373 0.11343 0.16571 

400 0.14785 0.12161 0.20692 0.11215 0.16292 

450 0.15392 0.12095 0.20030 0.11530 0.17346 

500 0.14222 0.11855 0.19732 0.11093 0.15814 

6 CONCLUSION AND FUTURE WORK 

We have explored nonlinear CGP for the implementation of forecasting model for 
global web portals growth analysis and extracting the prominent features. A 
number of socially established web portals are analyzed for their growth pro-
cess. The performance of the system revealed that the system is robust that 
learns the trends and extracts the optimal features responsible for the growth 
rate of these portals. The network is capable of feature selection i-e selecting 
optimal (not all) number of inputs and nodes for the evolution of the final net-
work. The proposed system has the ability to obtain an optimal set of features, 
number of nodes and connections paradigm and morphology for the best possi-
ble prediction model for the task at hand. Further work can explore the social 
behavior on individual portals including: probing the posts and updates, adver-
tisement on web portals for improving the news feeds, analyzing the intent and 
emotions in user updates, company survival capabilities analysis and business 
success or failure of start-up firm analysis.  
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